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A. Sums of series – basic formulae

In this appendix, we briefly review how to compute the value of an infinite (or sometimes finite) sum. This is useful in the analysis of many queueing problems. The general approach is shown below:

\[ S = \sum_{n=0}^{\infty} \alpha^n \]  \hspace{1cm} (A.1)

\[ S = 1 + \alpha + \alpha^2 + \cdots \]  \hspace{1cm} (A.2)

\[ \alpha S = \alpha + \alpha^2 + \cdots \]  \hspace{1cm} (A.3)

\[ S(1-\alpha) = 1 \]  \hspace{1cm} (A.4)

\[ S = \frac{1}{1-\alpha} \]  \hspace{1cm} (A.5)

The infinite sum whose value we wish to determine is shown in (A.1). In (A.2) we write out the infinite sum in expanded form. In (A.3) we multiply the left and right hand sides of (A.2) by \( \alpha \). In (A.4) we subtract (A.3) from (A.2). The key here is that all of the terms on the right hand side cancel except for the 1 in equation (A.2). Finally, in (A.5), we simply divide each side of (A.4) by \( 1-\alpha \).

For this approach to work, we clearly require \( \alpha < 1 \). Otherwise, the sum will diverge as each term is then larger than the preceding term. This restriction is okay, as we often are summing probabilities all of which satisfy this condition. Also, if \( \alpha = 1 \), the sum would diverge.

This approach may have to be used repeatedly to get more complicated results. The finite sum results for \( \alpha = 1 \) are obtained by induction. The list (and Table A.1) below summarize some key sums that are of use to us in this text.

1. \[ \sum_{n=0}^{\infty} \alpha^n = \frac{1}{1-\alpha} \]  \hspace{1cm} \( \alpha < 1 \)  \hspace{1cm} (A.6)

2. \[ \sum_{n=1}^{\infty} \alpha^n = \frac{\alpha}{1-\alpha} \]  \hspace{1cm} \( \alpha < 1 \)  \hspace{1cm} (A.7)
3. \[ \sum_{n=0}^{\infty} n\alpha^n = \sum_{n=1}^{\infty} n\alpha^n = \frac{\alpha}{(1-\alpha)^2} \quad \alpha < 1 \] \hspace{1cm} (A.8)

\[ \sum_{n=0}^{\infty} n^2\alpha^n = \sum_{n=1}^{\infty} n^2\alpha^n = 2\frac{\alpha}{(1-\alpha)^3} - \frac{\alpha}{(1-\alpha)^2} = \frac{2\alpha - \alpha(1-\alpha)}{(1-\alpha)^3} \]

4. \[ = \frac{\alpha + \alpha^2}{(1-\alpha)^3} \quad \alpha < 1 \] \hspace{1cm} (A.9)

5. \[ \sum_{n=0}^{M} \alpha^n = \frac{1 - \alpha^{M+1}}{(1-\alpha)} \quad \alpha \neq 1 \] \hspace{1cm} (A.10)

6. \[ \sum_{n=1}^{M} \alpha^n = \frac{\alpha - \alpha^{M+1}}{(1-\alpha)} \quad \alpha \neq 1 \] \hspace{1cm} (A.11)

7. \[ \sum_{n=0}^{M} n\alpha^n = \sum_{n=1}^{M} n\alpha^n = \frac{\alpha - (M+1)\alpha^{M+1} + M\alpha^{M+2}}{(1-\alpha)^2} \quad \alpha \neq 1 \] \hspace{1cm} (A.12)

\[ \sum_{n=0}^{M} n^2\alpha^n = \sum_{n=1}^{M} n^2\alpha^n \]

8. \[ = 2\left\{ \frac{\alpha - \alpha^{M+1}}{(1-\alpha)^3} \right\} - \frac{\alpha}{(1-\alpha)^2} - \frac{(2M-1)\alpha^{M+1}}{(1-\alpha)^2} - \frac{M^2\alpha^{M+1}}{(1-\alpha)} \quad \alpha \neq 1 \] \hspace{1cm} (A.13)
### Table A.1 -- Summary of key summations

<table>
<thead>
<tr>
<th>Form</th>
<th>Infinite ($\alpha &lt; 1$)</th>
<th>Finite ($\alpha \neq 1$)</th>
<th>Finite ($\alpha = 1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sum \alpha^n$</td>
<td>$\sum_{n=0}^{\infty} \alpha^n = \frac{1}{1-\alpha}$</td>
<td>$\sum_{n=0}^{M} \alpha^n = \frac{1-\alpha^{M+1}}{(1-\alpha)}$</td>
<td>$\sum_{n=0}^{M} \alpha^n = M+1$</td>
</tr>
<tr>
<td></td>
<td>$\sum_{n=1}^{\infty} \alpha^n = \frac{\alpha}{1-\alpha}$</td>
<td>$\sum_{n=1}^{M} \alpha^n = \frac{\alpha-\alpha^{M+1}}{(1-\alpha)}$</td>
<td>$\sum_{n=1}^{M} \alpha^n = M$</td>
</tr>
<tr>
<td>$\sum n\alpha^n$</td>
<td>$\frac{\alpha}{(1-\alpha)^2}$</td>
<td>$\frac{\alpha-(M+1)\alpha^{M+1}+M\alpha^{M+2}}{(1-\alpha)^2}$</td>
<td>$\frac{M(M+1)}{2}$</td>
</tr>
<tr>
<td>$\sum n^2\alpha^n$</td>
<td>$2\left{\frac{\alpha-\alpha^{M+1}}{(1-\alpha)^3}\right} - \frac{\alpha}{(1-\alpha)^2}$</td>
<td>$-\frac{(2M-1)\alpha^{M+1}}{(1-\alpha)^2} - \frac{M^2\alpha^{M+1}}{(1-\alpha)}$</td>
<td>$\frac{M(M+1)(2M+1)}{6}$</td>
</tr>
</tbody>
</table>

The blocks below summarize the derivation of the first 8 sums.

\[
\begin{align*}
S &= \sum_{n=0}^{\infty} \alpha^n \\
&= 1 + \alpha + \alpha^2 + \cdots \\
\alpha S &= \alpha + \alpha^2 + \cdots \\
S(1-\alpha) &= 1 \\
S &= \frac{1}{1-\alpha}
\end{align*}
\]

\[
\begin{align*}
S &= \sum_{n=1}^{\infty} \alpha^n \\
&= \alpha + \alpha^2 + \alpha^3 + \cdots \\
\alpha S &= \alpha^2 + \alpha^3 + \cdots \\
S(1-\alpha) &= \alpha \\
S &= \frac{\alpha}{1-\alpha}
\end{align*}
\]

\[
\begin{align*}
\sum_{n=0}^{\infty} n\alpha^n &= \sum_{n=1}^{\infty} n\alpha^n \\
S &= \alpha + 2\alpha^2 + 3\alpha^3 + \cdots \\
\alpha S &= \alpha^2 + 2\alpha^3 + \cdots \\
S(1-\alpha) &= \alpha + \alpha^2 + \alpha^3 + \cdots \\
&= \frac{\alpha}{1-\alpha} \\
S &= \frac{\alpha}{(1-\alpha)^2}
\end{align*}
\]
\[
\sum_{n=0}^{\infty} n^2 \alpha^n = \sum_{n=1}^{\infty} n^2 \alpha^n
\]

\[
S = \alpha + 4\alpha^2 + 9\alpha^3 + \cdots
\]

\[
\alpha S = \alpha^2 + 4\alpha^3 + 9\alpha^4 + \cdots
\]

\[
S(1-\alpha) = \alpha + 3\alpha^2 + 5\alpha^3 + 7\alpha^4 + \cdots
\]

\[
T = \alpha + 3\alpha^2 + 5\alpha^3 + 7\alpha^4 + \cdots
\]

\[
\alpha T = \alpha^2 + 3\alpha^3 + 5\alpha^4 + 7\alpha^5 + \cdots
\]

\[
T(1-\alpha) = \alpha + 2\alpha^2 + 2\alpha^3 + 2\alpha^4 + \cdots
\]

\[
= 2\left(\alpha + \alpha^2 + \alpha^3 + \alpha^4 + \cdots\right) - \alpha
\]

\[
= 2\frac{\alpha}{1-\alpha} - \alpha
\]

\[
T = 2\frac{\alpha}{(1-\alpha)^2} - \frac{\alpha}{1-\alpha}
\]

\[
S = 2\frac{\alpha}{(1-\alpha)^3} - \frac{\alpha}{(1-\alpha)^2}
\]
\[ \sum_{n=0}^{M} n^2 \alpha^n = \sum_{n=1}^{M} n^2 \alpha^n \]
\[ S = \alpha + 4\alpha^2 + 9\alpha^3 + \cdots + M^2\alpha^M \]
\[ \alpha S = \alpha^2 + 4\alpha^3 + 9\alpha^4 + \cdots + (M-1)^2\alpha^M + M^2\alpha^{M+1} \]
\[ S(1-\alpha) = \alpha + 3\alpha^2 + 5\alpha^3 + 7\alpha^4 + \cdots + (2M-1)\alpha^M - M^2\alpha^{M+1} \]
\[ T = \alpha + 3\alpha^2 + 5\alpha^3 + 7\alpha^4 + \cdots + (2M-1)\alpha^M \quad \text{Note: Not same as above...} \]
\[ \alpha T = \alpha^2 + 3\alpha^3 + 5\alpha^4 + 7\alpha^5 + \cdots + (2M-2)\alpha^M + (2M-1)\alpha^{M+1} \]
\[ T(1-\alpha) = \alpha + 2\alpha^2 + 2\alpha^3 + 2\alpha^4 + \cdots + 2\alpha^M - (2M-1)\alpha^{M+1} \]
\[ = 2\left(\frac{\alpha - \alpha^{M+1}}{1-\alpha}\right) - \alpha - (2M-1)\alpha^{M+1} \]
\[ T = 2\left(\frac{\alpha - \alpha^{M+1}}{(1-\alpha)^2}\right) - \frac{\alpha}{1-\alpha} - \frac{(2M-1)\alpha^{M+1}}{(1-\alpha)} \]
\[ S = 2\left(\frac{\alpha - \alpha^{M+1}}{(1-\alpha)^3}\right) - \frac{\alpha}{(1-\alpha)^2} - \frac{(2M-1)\alpha^{M+1}}{(1-\alpha)^2} - \frac{M^2\alpha^{M+1}}{(1-\alpha)} \]

Finally, the following special forms are of use to us.

9. \[ e^x = \sum_{n=0}^{\infty} \frac{x^n}{n!} = 1 + x + \frac{x^2}{2!} + \frac{x^3}{3!} + \cdots \] (A.14)

10. \[ e^{ax} = \sum_{n=0}^{\infty} \frac{(ax)^n}{n!} = 1 + ax + \frac{(ax)^2}{2!} + \frac{(ax)^3}{3!} + \cdots \] (A.15)

11. \[ (x+y)^n = \sum_{k=0}^{n} \binom{n}{k} x^k y^{n-k} \] (A.16)

12. \[ \sum_{k=0}^{n} \binom{n}{k} = 2^n \] (A.17)
B. Overview of probability

B.1. Introduction and basic definitions

Probability is a branch of mathematics that studies the likelihood of different things happening. The probability of something happening measures the likelihood that the “something” will happen. Probabilities are numbers between 0 and 1. Values close to 1 indicate that something is likely to occur while values close to 0 indicate that something is unlikely to happen. A value of 0 indicates that something cannot occur and a value of 1 indicates that it will definitely occur.

More formally, we think of an experiment in probability as any action or process whose outcome is uncertain. For example, we might think about a student applying to five graduate schools. This is an experiment. Similarly, waiting to be seated at a crowded restaurant is another experiment. The sample space of an experiment is the set of all possible outcomes of the experiment. In the case of graduate school applications, the sample space is the set of all possible combinations of acceptances and rejections at the five schools. There are $2^5$ or 32 such combinations. In the case of waiting for a table the sample space is the set of all non-negative real numbers representing the time until the party is seated.

An event is a collection of outcomes of an experiment. The event “accepted by at least one graduate school” is represented by the set \{1,2,3,4,5\} of the number of possible acceptances. There are $2^5-1$ or 31 outcomes in the sample space that comprise the event “accepted by at least one graduate school.” The event “have to wait” is the set represented by $w > 0$, where $w$ is the time that a patron waits at the restaurant. A simple event is one with a single outcome (e.g., accepted at the University of Michigan and rejected at the other four schools), while a compound event has more than one outcome (e.g., accepted at 4 or more schools – with six outcomes comprising the event – or wait 10 or fewer minutes).
The union of two events, A and B, is denoted by $A \cup B$ and is the set of all outcomes in either A or B. The intersection of two events, A and B, is denoted by $A \cap B$ and is the set of all events in both A and B. The complement of an event, A, is denoted by $A^c$, and is the set of all events that are not in A. This concepts are illustrated for the graduate school application experiment in the Venn diagram shown in Figure B.1. Let us define the following three events: $A = \{0, 1, 2, 3\}$, $B = \{1, 2, 3, 4\}$ and $C = \{3, 4, 5\}$. Be sure you can identify regions of the figure that correspond to $A^c$, $A \cup B$, $A \cap B$, $B \cap C$ and $A \cap B \cap C$.

Two events are mutually exclusive if their intersection is the empty set. Two (or more) events are collectively exhaustive if their union represents the entire sample space. In the Venn diagram of Figure B.1, no two events are mutually exclusive. Events A and C are collectively exhaustive.

Figure B.1 -- Venn diagram of graduate school admission events
B.2 Axioms of probability

We now come to three key axioms of probability:

1. For any event $A$, $P(A) \geq 0$, where $P(A)$ denotes the probability that event $A$ occurs.

2. $P(S) = 1$, where $S$ represents the entire sample space.

3. If $A_1, A_2, \ldots, A_n$ are mutually exclusive events, then

$$P(A_1 \cup A_2 \cup \cdots \cup A_n) = \sum_{k=1}^{n} P(A_k).$$

Also, if $A_1, A_2, \ldots$ is an infinite collection of mutually exclusive events, then

$$P(A_1 \cup A_2 \cup \cdots) = \sum_{k=1}^{\infty} P(A_k).$$

These axioms have a number of implications. For example, they imply

$$P(A^c) = 1 - P(A).$$

They also imply that if two events $A$ and $B$ are mutually exclusive, then $P(A \cap B) = 0$. Importantly, they imply that for any two events $A$ and $B$,

$$P(A \cup B) = P(A) + P(B) - P(A \cap B). \quad (B.1)$$

You should be sure you can verify these implications using a Venn diagram.

B.3 Joint, marginal and conditional probabilities and Bayes’ theorem

Now suppose that we know that some particular event $B$ has happened. We are sometimes interested in the probability that some other event $A$ has happened knowing or given that event $B$ has happened. For example, suppose the second column of Table B.1a gives the probabilities associated with the 6 simple events in the graduate school application problem outlined above. (We will return to the cumulative probabilities in the third column a bit later.) You should be able to verify that the compound event probabilities listed in Table B.1b are correct. Now suppose event $B$ has occurred, meaning the student has been admitted to 1, 2, 3, or 4 schools. We want to find the probability that event $A$ occurred given that event $B$ occurred. Clearly, the only way that event $A$ could happen given that event $B$ has happened is if the student is admitted to 1,
2, or 3 schools. This occurs with probability 0.8352. However, we need to renormalize this by the probability that event B occurred. In other words the conditional probability that event A occurred given that event B occurred is \[ \frac{0.8352}{0.912} = 0.915789. \] In general, we have

\[ P(A \text{ occurs given } B \text{ has happened}) = P(A|B) = \frac{P(A \cap B)}{P(B)}. \]  \hfill (B.2)

### Table B.1 -- Graduate school admission example probabilities

<table>
<thead>
<tr>
<th>Number of acceptances</th>
<th>Probability</th>
<th>Cumulative Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.07776</td>
<td>0.07776</td>
</tr>
<tr>
<td>1</td>
<td>0.2592</td>
<td>0.33696</td>
</tr>
<tr>
<td>2</td>
<td>0.3456</td>
<td>0.68256</td>
</tr>
<tr>
<td>3</td>
<td>0.2304</td>
<td>0.91296</td>
</tr>
<tr>
<td>4</td>
<td>0.0768</td>
<td>0.98976</td>
</tr>
<tr>
<td>5</td>
<td>0.01024</td>
<td>1</td>
</tr>
</tbody>
</table>

(a) simple event probabilities  

<table>
<thead>
<tr>
<th>Event</th>
<th>Simple events</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0,1,2,3</td>
<td>0.91296</td>
</tr>
<tr>
<td>B</td>
<td>1,2,3,4</td>
<td>0.912</td>
</tr>
<tr>
<td>C</td>
<td>3,4,5</td>
<td>0.31744</td>
</tr>
</tbody>
</table>

(b) compound event probabilities

The law of total probability states that if \( A_1, A_2, \ldots, A_n \) are mutually exclusive collectively exhaustive events, then

\[ P(B) = P(B|A_1)P(A_1) + P(B|A_2)P(A_2) + \cdots + P(B|A_n)P(A_n) \]
\[ = \sum_{k=1}^{n} P(B|A_k)P(A_k) \]  \hfill (B.3)  

Also, Bayes’ theorem states that if \( A_1, A_2, \ldots, A_n \) are mutually exclusive collectively exhaustive events and \( B \) is another event with \( P(B) > 0 \), then

\[ P(A_j|B) = \frac{P(A_j \cap B)}{P(B)} = \frac{P(B|A_j)P(A_j)}{\sum_{k=1}^{n} P(B|A_k)P(A_k)}. \]  \hfill (B.4)  

Two events \( A \) and \( B \) are independent if knowing that \( A \) has occurred does not change the probability that \( B \) has occurred and vice versa. More formally, \( A \) and \( B \) are independent
if $P(B|A) = P(B)$ and $P(A|B) = P(A)$. You should be able to explain why two mutually exclusive events can not be independent.

To illustrate the importance of conditional probability, and to introduce the concepts of *joint probabilities* and *marginal probabilities*, consider the problem of being tested for some disease such as tuberculosis. There are two possible outcomes of such a test: either the test indicates you have the disease (meaning you test positive) or it indicates you do not have the disease (meaning you test negative). However, the test results are sometimes wrong. Thus, we must also consider the true state of nature: either you have the disease or you do not. This is illustrated in Table B.2. The four probabilities shaded light grey show all four possible combinations of the results of the test and one’s true health condition. These indicate that 75% of those tested test negative and truly do not have tuberculosis. Another 5% of those who test negative actually do have the disease, and so on. Note that the light grey shaded numbers sum to 1.0. These are the *joint probabilities* of the test results and your true health. On the right hand side, the table shows the *marginal probabilities* of your true health condition, shown with white lettering on a black background. 83 percent of those tested are truly okay, while 17 percent have tuberculosis. Similarly, the marginal probabilities of the test results are shown at the bottom of the table shaded in dark grey. 20 percent of those tested, test positive for tuberculosis with this test.

### Table B.2 -- Example of joint and marginal probabilities

<table>
<thead>
<tr>
<th>True health</th>
<th>Test results</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Negative</td>
<td>Positive</td>
<td>Marginal</td>
</tr>
<tr>
<td>OK</td>
<td>0.75</td>
<td>0.08</td>
<td>0.83</td>
</tr>
<tr>
<td>Have TB</td>
<td>0.05</td>
<td>0.12</td>
<td>0.17</td>
</tr>
<tr>
<td>Marginal</td>
<td>0.80</td>
<td>0.20</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Now, suppose the test comes back positive indicating that you have tuberculosis. What is the probability that you have tuberculosis *given* that the test is positive? This is simply the joint probability that you have tuberculosis and the test is positive (0.12) divided by the probability that the test is positive (0.20) or 0.6. Thus, there is a 60% chance that you actually have tuberculosis (based on these numbers) if the test is positive.
Similarly, we might ask, if you truly have tuberculosis (which occurs with probability 0.17 for those tested), what are the chances that the test will show that you have tuberculosis? This is simply 0.12 divided by 0.17 or about 0.71.

**B.4 Counting, ordered pairs, permutations and combinations**

We now turn to the issue of counting. Most of us know how to count, but in probability we need to define three sorts of ways of counting. By *ordered pairs* we mean the number of ways of selecting 1 item from each of $K$ sets of items when the $j^{th}$ set has $n_j$ items. This is simply $\prod_{j=1}^{K} n_j = n_1 \cdot n_2 \cdot \cdots \cdot n_K$. For example, if we have 4 tenured faculty members in Civil Engineering, 5 in Mechanical Engineering and 3 in Industrial Engineering, there are exactly 60 ways of selecting a committee consisting of exactly one tenured faculty member from each of these three departments.

A *permutation* gives the number of ways of selecting $k$ items out of a total of $n$ items when the order of selection matters and items are *not* replaced after each selection. We have $n$ ways to select the first item, $n-1$ ways to select the second, and so on until we have only $n-k+1$ ways to select the $k^{th}$ item. Thus the number of permutations of $k$ items out of $n$ is

$$n! = \frac{n!}{(n-k)!}.$$  \hspace{1cm} (B.5)

For example, suppose we have 10 cities and we want to visit 4 of them. We will travel to the first picked city first, the second picked city next and so on. Therefore, the order of selection matters. There are $10 \cdot 9 \cdot 8 \cdot 7 = 5040$ possible routes.

Finally, the number of *combinations* of $k$ items out of a total of $n$ is the number of ways of selecting $k$ items from a total of $n$ when the order of selection does not matter. This is given by

$$nC_k = \binom{n}{k} = \frac{n!}{k!(n-k)!}.$$  \hspace{1cm} (B.6)
For example, suppose we have 150 candidate ambulance sites in a city and we wish to select 10 of them for ambulance bases. We have

\[
\binom{150}{10} = \frac{150!}{10!(150-10)!} = 1,169,554,298,222,310 \approx 1.17 \times 10^{15}.
\]

If we wanted to select 20 bases, we would have about \(3.63 \times 10^{24}\) possible combinations of 20 sites out of 150 candidate sites.

**B.5 Random variables**

Formally, a *random variable* is any rule that associates a number with every outcome of the sample space. For example, if a tuberculosis test is the experiment of interest, there are two outcomes: positive and negative. If we associate 1 with the event positive and 0 with the event negative, then we have defined a random variable associated with this experiment. There are two types of random variables: *discrete random variables* and *continuous random variables*. Loosely speaking we can think of discrete random variables as those that take on values corresponding to integers while continuous random variables take on values corresponding to any real number. (There are some cases in which a random variable has characteristics of both a discrete and a continuous random variable. For example, the waiting time in a queue has a probability mass associated with no waiting. A probability mass is associated with a discrete random variable. If the waiting time is strictly positive, the random variable behaves like a continuous random variable with a density function.)

**B.6 Discrete random variables**

We begin by focusing on discrete random variables. If \(X\) is a random variable, then we associate a *probability mass function* with \(X\). The probability mass function or pmf allocates the total probability of 1 across all possible outcomes of the random variable \(X\). We denote the probability that the random variable \(X\) takes on a particular
value \( x \) by either \( p(X = x) \) or more simply \( p(x) \). Clearly we require \( p(x) \geq 0 \) for all values of \( x \) and
\[
\sum_{\text{all } x} p(x) = 1. \tag{B.7}
\]
We also are interested in the probability that the random variable \( X \) takes on a value less than or equal to \( x \). This is the \textit{cumulative distribution} of \( X \) and is given by
\[
P(X \leq x) = \sum_{y \leq x} p(y). \tag{B.8}
\]
(Note that \( y \) in (B.8) is just a dummy variable of summation.) For example, Table B.1a gives both the probabilities of the simple events (in the second column) and the cumulative probabilities in the third column.

The \textit{expected value} of a (discrete) random variable is the mean or average value that the random variable takes on. The expected value of a discrete random variable \( X \) is given by
\[
E(X) = \sum_{\text{all } x} x \cdot p(x). \tag{B.9}
\]
For example, the expected number of graduate schools to which a student is admitted based on the probabilities in Table B.1a is given by:
\[
E(X) = 0(0.07776) + 1(0.2592) + 2(0.3456) + 3(0.2304) + 4(0.0768) + 5(0.01024) = 2
\]

If \( h(X) \) is a function of the random variable \( X \), then the expected value of \( h(X) \) is given by
\[
E[h(X)] = \sum_{\text{all } x} h(x) \cdot p(x). \tag{B.10}
\]
It is worth noting that, in general, the expected value of a function is not the same as the function evaluated at the mean or expected value of the random variable used to define the function. In other words, in general, \( E[h(X)] \neq h[E(X)] \). If \( h(X) \) is linear in \( X \), however, then \( E[h(X)] = h[E(X)] \).
One important non-linear function of a random variable is the variance. The variance is defined as

$$Var(X) = E\left( X - E[X] \right)^2.$$  \hspace{1cm} (B.11)

Clearly, in this expression we have $h(X) = \left( X - E[X] \right)^2$. Thus, the variance is given by

$$\sigma^2_X = Var(X) = V(X) = E \left\{ \left( X - E[X] \right)^2 \right\} = \sum_{all\, x} \left( x - E[X] \right)^2 \cdot p(x) \hspace{1cm} (B.12)$$

We can show that the variance is also equal to

$$Var(X) = E \left\{ \left( X - E[X] \right)^2 \right\} = E \left( X^2 \right) - E^2(X). \hspace{1cm} (B.13)$$

For example, for the graduate school admission problem we have

$$Var(X) = E \left\{ \left( X - E[X] \right)^2 \right\}$$

$$= (-2)^2(0.07776) + (-1)^2(0.2592) + 0(0.3456) + 1^2(0.2304) + 2^2(0.0768) + 3^2(0.01024)$$

$$= 1.2$$

We can also calculate this by first computing

$$E \left( X^2 \right) = 0(0.07776) + 1(0.2592) + 4(0.3456) + 9(0.2304) + 16(0.0768) + 25(0.01024)$$

$$= 5.2$$

and then computing

$$Var(X) = E \left( X^2 \right) - E^2(X) = 5.2 - 2^2 = 1.2.$$  

The variance measures the dispersion of the distribution. Clearly, if all values of the random variable were the same, the variance would be 0 since $X - E[X] = 0$ in that case for all realizations of the random variable $X$. The larger the variance, the more spread out the distribution is.

Note that the units of the variance are rather strange. For example, in the graduate school admission case, the variance is measured in terms of schools$^2$. It is not clear what a squared school is! We therefore also use the standard deviation as a measure of the dispersion of a distribution. The standard deviation is simply the square root of the variance. In the graduate school admission case, the standard deviation is $\sqrt{1.2} \approx 1.095$. 
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So, why are we interested in the variance at all? The reason is that there are certain things we can do with the variance that we can not do with the standard deviation directly. For example, suppose we have a linear function of a random variable. In other words we are interested in \( aX + b \), where \( a \) and \( b \) are constants. This might represent the profit associated with running a small clinic as a function of the number of patients that we see. The random variable \( X \) is the number of patients seen on a day and \( a \) is the marginal profit (revenue minus variable cost) associated with treating a patient and \( b \) is the fixed cost of operating the clinic even if we see no patients. The variance of the profit is then given by

\[
\text{Var}(aX + b) = E\left\{ \left[ aX + b - (aE(X) + b) \right]^2 \right\} \\
= E\left\{ \left[ aX - aE(X) \right]^2 \right\} \\
= a^2 \text{Var}(X)
\]  

(B.14)

More generally, if \( h(X) \) is a function of a discrete random variable \( X \), then the variance of \( h(X) \) is given by

\[
\text{Var}[h(X)] = \sum_{x} \left[ h(x) - E[h(X)] \right]^2 \cdot p(x).
\]  

(B.15)

Also, if \( X \) and \( Y \) are independent random variables, then

\[
\text{Var}(X + Y) = \text{Var}(X) + \text{Var}(Y).
\]  

(B.16)

We can also show that

\[
\text{Var}(X - Y) = \text{Var}(X) + \text{Var}(Y)
\]  

(B.17)

when \( X \) and \( Y \) are independent. Note that we add the variances even when we are looking at the difference between two random variables.

When they are not independent, there is a covariance term that must be added to this. Qualitatively, the covariance and correlation coefficient measure the degree to which \( X \) and \( Y \) vary together. If \( X \) generally increases as \( Y \) increases, then the covariance between \( X \) and \( Y \) is positive and the variance of the sum of \( X \) and \( Y \) is greater than the sum of the variances of \( X \) and \( Y \). On the other hand, if \( X \) and \( Y \) tend to move in opposite directions, meaning that as one increases the other decreases, then the variance of the sum
of the random variables is less than the sum of the variances of the random variables. Note that none of these equations apply directly to the standard deviations. *You should never add standard deviations!*

More formally, if \( X \) and \( Y \) are two random variables with a joint probability distribution given by \( p(x, y) \), then the **covariance** of \( X \) and \( Y \) is defined as

\[
\text{Cov}(X, Y) = \mathbb{E}(XY) - \mathbb{E}(X)\mathbb{E}(Y).
\] (B.18)

To illustrate this, consider again the tuberculosis testing example of Table B.2. Let us associate the number 0 with a negative test result and 1 with a positive test result. Similarly, let 0 represent a true health condition of not having tuberculosis, while 1 represents having the disease. With these associations, we can compute the following values:

\[
\begin{align*}
\mathbb{E}(\text{test}) &= 0.2 \\
\mathbb{E}(\text{test}^2) &= 0.2 \\
\text{Var}(\text{test}) &= 0.2 - (0.2)^2 = 0.16 \\
\mathbb{E}(\text{health}) &= 0.17 \\
\mathbb{E}(\text{health}^2) &= 0.17 \\
\text{Var}(\text{health}) &= 0.17 - (0.17)^2 = 0.1411 \\
\mathbb{E}(\text{test} \cdot \text{health}) &= 0.12 \\
\text{Cov}(\text{test, health}) &= \mathbb{E}(\text{test} \cdot \text{health}) - \mathbb{E}(\text{test})\mathbb{E}(\text{health}) = 0.12 - (0.2)(0.17) = 0.086
\end{align*}
\]

The first line of results above gives the mean and variance of the test results. The second gives the mean and variance of the true health results. The third line computes the expected value of the product of health and the test. Since there is only one case in which the health random variable and the test random variable are both positive (the case in which you test positive and truly have the disease), and since the product of the two random variables in this case is 1, the expected value of the product is simply equal to the joint probability of both events occurring, or 0.12. The covariance is computed in the next and final line above.

The covariance is positive meaning that in general a negative result corresponds with a disease-free condition and a positive result corresponds with an unhealthy condition. How strong is this trend, however? What does a covariance of 0.086 mean? To understand how strong this correlation is, we need to compute the correlation coefficient. The **correlation coefficient** of \( X \) and \( Y \) is defined as
In this example, the correlation coefficient is equal to \( \frac{0.086}{\sqrt{(0.16)(0.1411)}} \approx 0.572 \). The correlation coefficient is always between -1 and 1. A value close to -1 or 1 indicates a very strong (linear) correlation. A value close to 0 means little or no correlation. This value indicates a moderately strong positive correlation between the test results and a person’s true health condition.

We now turn to specific discrete random variables that are of interest to us. We begin with the notion of a Bernoulli trial. A Bernoulli trial is any experiment that has exactly two outcomes. We denote these outcomes by success and failure. In the graduate school admission problem success might mean the student is admitted to a particular school and failure would mean she is not admitted. In testing for tuberculosis, success might mean that the patient is positive (it is a success in the sense that we have discovered one source of the patient’s ailment) and failure means the test is negative. In general, choosing which outcome to call a success and which to call a failure is arbitrary, though we clearly have to be consistent in the definition of success or failure in any particular analysis.

Suppose we now have a sequence of \( n \) independent Bernoulli trials each with the same probability of success, \( p \). The total number of successes in \( n \) independent Bernoulli trials is given by the binomial distribution. In particular, the probability that we have exactly \( x \) successes in \( n \) trials is given by

\[
P(X = x) = \binom{n}{x} p^x (1-p)^{n-x}, \quad x = 0,1,...,n.
\]

(B.20)

The expected number of success is given by

\[
E(X) = \sum_{x=0}^{n} x \binom{n}{x} p^x (1-p)^{n-x} = np.
\]

(B.21)

Similarly, we can show that

\[
E(X^2) = n^2 p^2 - n p^2 + np
\]

(B.22)
and

\[
\text{Var}(X) = E\left(X^2\right) - \left\{E(X)\right\}^2 \\
= n^2p^2 - np^2 + np - (np)^2. \tag{B.23}
\]

Figure B.2 shows the binomial distribution for different values of \(n\) and \(p\).
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Figure B.2 -- Binomial distribution for various values of \(n\) and \(p\)
The geometric distribution is closely related to the binomial distribution and to Bernoulli trials. The geometric distribution gives the number of trials until the first success in a series of independent Bernoulli trials each with probability of success of \( p \). Clearly, if the first success is on trial \( m \), we must have had \( m-1 \) failures before that. Thus, the probability that the first success is on trial \( m \) is

\[
P(\text{first success on trial } m) = P(M = m) = (1-p)^{m-1}p \text{ for } m = 1, 2, \ldots \quad (B.24)
\]

Note that while this is a discrete distribution, the random variable – the trial number of the first success – can take on an infinite number of values. Our first task is to ensure that this is indeed a probability mass function. Clearly, all terms are positive for \( 0 < p < 1 \).

Also, we have

\[
\sum_{m=1}^{\infty} (1-p)^{m-1}p = p \sum_{m=0}^{\infty} (1-p)^{m} = p \sum_{m=0}^{\infty} q^{m} = \frac{p}{1-q} = \frac{p}{1-(1-p)} = \frac{p}{p} = 1,
\]

where we have let \( q = 1-p \). (See Appendix A for a review of infinite sums.) Also, we have

\[
\sum_{m=1}^{\infty} m(1-p)^{m-1}p = \frac{p}{1-p} \sum_{m=1}^{\infty} m(1-p)^{m} = \frac{p}{1-p} \sum_{m=0}^{\infty} mq^{m} = \frac{p}{1-p} \left( \frac{1-p}{p^2} \right) = \frac{1}{p}.
\]

We can also show that

\[
Var(M) = \frac{1-p}{p^2}. \quad (B.26)
\]

We sometimes write the geometric distribution in terms of the number of failures before the first success. If \( K \) is the random number representing the number of failures before the first success, then we have

\[
P(K = k) = (1-p)^{k}p \text{ for } k=0,1,2, \ldots \quad (B.27)
\]
We also have
\[ E(K) = \frac{1}{p} - 1 = \frac{1-p}{p} \]  
\[ (B.28) \]
and
\[ Var(K) = \frac{1-p}{p^2}. \]  
\[ (B.29) \]
Note that this form of the geometric is the same as the earlier form except that we have subtracted 1 from every value of the random variable defined as the number of trials until the first success. Therefore, the expected value of this form is 1 less than that of the first form and the variance is the same.

Figure B.3 shows the geometric distribution for two different values of \( p \). This is using the second form of the distribution in which the random variable is the number of failures until the first success.

The negative binomial distribution is closely related to the geometric distribution. It gives the distribution of the number of failures until the \( r^{th} \) success. If \( X \) is the random variable representing this number, we have
\[ P(X = x) = \binom{x + r - 1}{r - 1} p^r (1-p)^x \text{ for } x = 0, 1, 2, \ldots \]  
\[ (B.30) \]
We also can show that
\[ E(X) = r \frac{1 - p}{p} \quad \text{(B.31)} \]

and

\[ \text{Var}(X) = r \frac{1 - p}{p^2}. \quad \text{(B.32)} \]

You should be able to verify these by noting that the negative binomial is simply the sum of \( r \) independent identically distributed geometric random variables (each representing the distribution of the number of failures until the first success). Figure B.4 shows the negative binomial distribution when \( p = 0.25 \) for four values of \( r \).

The **hypergeometric distribution** is derived as follows. We are given \( N \) individuals of whom \( M \) have a particular characteristic which we will consider a success. For example, we may have a class of 50 students of whom 23 are seniors (which we will call success). A sample of \( n \) is taken from the population without replacement. The
hypergeometric distribution gives the distribution of the number of successes in a sample of size $n$. If $X$ is this random variable, we have

$$P(X = x) = \binom{M}{x} \binom{N-M}{n-x} \binom{N}{n}^{-1} \quad \text{for} \quad \max(0, n-N+M) \leq x \leq \max(n, M). \quad (B.33)$$

We also have

$$E(X) = n \frac{M}{N} = np, \quad (B.34)$$

where $p = \frac{M}{N}$ is the fraction of the entire population that has the characteristic we are labeling a success. Note the similarity to the expected value of the binomial distribution.

Also,

$$Var(X) = \frac{(N-n)}{(N-1)} n \left( \frac{M}{N} \right) \left( 1 - \frac{M}{N} \right) = \frac{(N-n)}{(N-1)} np (1 - p). \quad (B.35)$$

Note that this is similar to the variance of the binomial distribution, except that we have a correction term $\frac{(N-n)}{(N-1)}$ included in the variance. Also note that this correction term is always less than 1 as long as the sample has 2 or more elements in it.

As the final discrete distribution of interest, we consider the Poisson distribution.

One way to derive the Poisson distribution is to begin with the binomial distribution and to let $n \to \infty$ and $p \to 0$ while holding their product $np = \lambda$. Recall that for the binomial distribution, we have

$$P(X = x) = \binom{n}{x} p^x (1-p)^{n-x} \quad x = 0,1,...,n \quad (B.36)$$

For $x=0$, we have

$$P(X = 0) = (1-p)^n \quad (B.37)$$
Now, let $np = \lambda$ or $p = \lambda/n$. We now have

$$P(X = 0) = \left(1 - \frac{\lambda}{n}\right)^n \quad \text{(B.38)}$$

Now if we take the natural log of this, we get

$$\ln \{P(X = 0)\} = \ln \left(\left(1 - \frac{\lambda}{n}\right)^n\right) = n \ln \left(1 - \frac{\lambda}{n}\right) \quad \text{(B.39)}$$

But we know that

$$\ln (1 + x) = x - \frac{x^2}{2} + \frac{x^3}{3} - \frac{x^4}{4} + \cdots \quad \text{(B.40)}$$

If we let $x = -\lambda/n$, we get

$$\ln \left(1 - \frac{\lambda}{n}\right) = -\frac{\lambda}{n} - \frac{\lambda^2}{2n^2} - \frac{\lambda^3}{3n^3} - \frac{\lambda^4}{4n^4} - \cdots \quad \text{(B.41)}$$

And

$$\ln \{P(X = 0)\} = n \ln \left(1 - \frac{\lambda}{n}\right) = n \left\{-\frac{\lambda}{n} - \frac{\lambda^2}{2n^2} - \frac{\lambda^3}{3n^3} - \frac{\lambda^4}{4n^4} - \cdots \right\} \quad \text{(B.42)}$$

Now suppose that $n$ gets very large and $p$ gets very small while we hold the product $np = \lambda$ constant. For very large values of $n$, we have
\[ \ln \{P(X = 0)\} \approx -\lambda \]  

(B.43)

So

\[ P(X = 0) \approx e^{-\lambda} \]  

(B.44)

Now let us consider the subsequent terms. Consider the ratio of two successive terms in the binomial distribution.

\[ \frac{P(X = k)}{P(X = k - 1)} = \frac{\binom{n}{k} p^k (1-p)^{n-k}}{\binom{n}{k-1} p^{k-1} (1-p)^{n-k+1}} \]

\[ = \frac{(n-k+1) p}{k (1-p)} \]

(B.45)

\[ = \frac{np - (k-1) p}{k (1-p)} \]

\[ = \frac{\lambda - (k-1) p}{k (1-p)} \]

Again, as \( p \) gets very small, this is approximately

\[ \frac{P(X = k)}{P(X = k - 1)} \approx \frac{\lambda}{k} \]  

(B.46)

Thus,
\[
P(X = 1) \approx \frac{\lambda}{1} P(X = 0) \approx \lambda e^{-\lambda}
\]
\[
P(X = 2) \approx \frac{\lambda^2}{2} P(X = 1) \approx \frac{\lambda^2}{2} e^{-\lambda}
\]
\[
P(X = 3) \approx \frac{\lambda^3}{3!} P(X = 2) \approx \frac{\lambda^3}{3!} e^{-\lambda}
\] (B.47)

And so on. These are simply the terms of the Poisson distribution. In summary, the Poisson probability that \( X = x \) is given
\[
P(X = x) = \frac{\lambda^x e^{-\lambda}}{x!} \text{ for } x = 0, 1, 2, \ldots
\] (B.48)

We can also show that for the Poisson distribution,
\[
E(X) = \lambda,
\] (B.49)
\[
E(X^2) = \lambda^2 + \lambda,
\] (B.50)

and
\[
Var(X) = E(X^2) - (E(X))^2 = \lambda^2 + \lambda - \{\lambda\}^2 = \lambda.
\] (B.51)

It is often useful to think about \( \lambda \) as a rate per unit time. In that case, the number of Poisson events in a time period of duration \( t \) is given by
\[
P(N(t) = n) = \frac{(\lambda t)^n e^{-\lambda t}}{n!} \text{ for } n = 0, 1, 2, \ldots
\] (B.52)

and
\[
E(N(t)) = \lambda t
\] (B.53)

and
\[
Var(N(t)) = \lambda t.
\] (B.54)

Figure B.5 shows the Poisson distribution for different values of \( \lambda \) for \( t=1 \).
Figure B.5 -- Poisson distribution for different values of $\lambda$

We should note that we can approximate the binomial distribution by the Poisson distribution for large values of $n$ and small values of $p$. Table B.3 shows the accuracy of this approximation in estimating the value of the probability that $X=5$ for the binomial distribution with different values of $n$ and $p$. Generally for $n \geq 100$ and $p \leq 0.01$ and $np \leq 20$, the approximation works quite well.
B.7 Continuous random variables

We now turn our attention to continuous random variables. Table B.4 below summarizes key similarities between probability density functions which are used for continuous random variables and probability mass functions used for discrete random variables. Note that for a continuous random variable the density function must be non-negative (see the second row of the table) but it may be greater than 1 as long as it integrates to 1 (as shown in the third column). We will see distributions like this.

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>Binomial</th>
<th>Poisson</th>
<th>Relative % Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.05</td>
<td>0.180018</td>
<td>0.175467</td>
<td>2.5%</td>
</tr>
<tr>
<td>100</td>
<td>0.025</td>
<td>0.066353</td>
<td>0.066801</td>
<td>0.7%</td>
</tr>
<tr>
<td>100</td>
<td>0.010</td>
<td>0.002898</td>
<td>0.003066</td>
<td>5.8%</td>
</tr>
<tr>
<td>200</td>
<td>0.050</td>
<td>0.035896</td>
<td>0.037833</td>
<td>5.4%</td>
</tr>
<tr>
<td>200</td>
<td>0.025</td>
<td>0.177701</td>
<td>0.175467</td>
<td>1.3%</td>
</tr>
<tr>
<td>200</td>
<td>0.010</td>
<td>0.035723</td>
<td>0.036089</td>
<td>1.0%</td>
</tr>
<tr>
<td>300</td>
<td>0.050</td>
<td>0.001641</td>
<td>0.001936</td>
<td>17.9%</td>
</tr>
<tr>
<td>300</td>
<td>0.025</td>
<td>0.109128</td>
<td>0.109375</td>
<td>0.2%</td>
</tr>
<tr>
<td>300</td>
<td>0.010</td>
<td>0.100985</td>
<td>0.100819</td>
<td>0.2%</td>
</tr>
</tbody>
</table>
Table B.4 -- Relationships between discrete and continuous random variables

<table>
<thead>
<tr>
<th></th>
<th>Discrete</th>
<th>Continuous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass or density function</td>
<td>( p(x) )</td>
<td>( f(x) )</td>
</tr>
<tr>
<td>Probability is non-</td>
<td>( 0 \leq p(x) \leq 1 )</td>
<td>( 0 \leq f(x) )</td>
</tr>
<tr>
<td>negative</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total probability is 1</td>
<td>( \sum_{x} p(x) = 1 )</td>
<td>( \int_{-\infty}^{\infty} f(x) , dx = 1 )</td>
</tr>
<tr>
<td>Cumulative distribution</td>
<td>( F(x) = P(X \leq x) = \sum_{y \leq x} p(y) )</td>
<td>( F(x) = P(X \leq x) = \int_{-\infty}^{x} f(y) , dy )</td>
</tr>
<tr>
<td>Expected value</td>
<td>( E(X) = \sum_{x} xp(x) )</td>
<td>( E(X) = \int_{-\infty}^{\infty} xf(x) , dx )</td>
</tr>
<tr>
<td>Expected value of ( X^2 )</td>
<td>( E(X^2) = \sum_{x} x^2 p(x) )</td>
<td>( E(X^2) = \int_{-\infty}^{\infty} x^2 f(x) , dx )</td>
</tr>
<tr>
<td>Variance</td>
<td>( V(X) = E(X^2) - (E(X))^2 )</td>
<td>( V(X) = E(X^2) - (E(X))^2 )</td>
</tr>
<tr>
<td>Expected value of a</td>
<td>( E(h(X)) = \sum_{x} h(x) p(x) )</td>
<td>( E(h(X)) = \int_{-\infty}^{\infty} h(x) f(x) , dx )</td>
</tr>
<tr>
<td>function of ( X )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Perhaps the simplest continuous distribution is the *uniform distribution*. This distribution is non-negative over an interval between \( a \) and \( b \) and has a constant height of \( \frac{1}{b-a} \) in this interval and 0 everywhere else. Specifically, if \( X \) is a uniform random variable, we have

\[
f(x) = \begin{cases} 
  \frac{1}{b-a} & a \leq x \leq b \\
  0 & \text{elsewhere}
\end{cases}
\]  

(B.55)
The cumulative uniform distribution is given by:

\[
F(x) = \begin{cases} 
0 & x < a \\
\frac{x-a}{b-a} & a \leq x \leq b \\
1 & x > b
\end{cases}
\]  \hspace{1cm} (B.56)

and the expected value is

\[
E(X) = \frac{a + b}{2}
\]  \hspace{1cm} (B.57)

Finally, the variance is

\[
V(X) = \frac{(b-a)^2}{12}.
\]  \hspace{1cm} (B.58)

The *standard uniform distribution* has \(a=0\) and \(b=1\) so that \(E(X) = \frac{1}{2}\) and \(V(X) = \frac{1}{12}\).

Figure B.6 shows both the standard uniform distribution as well as a few other variants of the distribution.
(a) Standard uniform; \(a=0, b=1\) 
(b) \(a=0.5, b=1\) 
(c) \(a=2, b=4\)

**Figure B.6 -- Uniform distribution for different values of \(a\) and \(b\)**

(Note that in (b) the density function takes on values greater than 1, but it still integrates to 1 over the entire range of the random variable.)

At this point, it is useful to introduce another way of finding the expected value of a random variable.  We can show that if \(X\) is a non-negative random variable (meaning that \(X\) can not take on negative values), then

\[
E(X) = \int_0^\infty [1 - F(x)]\,dx \tag{B.59}
\]

where \(F(x)\) is the cumulative distribution of \(X\). To illustrate this, consider the uniform distribution, whose distribution is given above. In this case,
\[
E(X) = \int_0^\infty [1 - F(x)] \, dx
\]
\[
= \int_0^a 1 \, dx + \int_a^b \left\{ 1 - \frac{x - a}{b - a} \right\} \, dx
\]
\[
= a + \int_a^b \frac{b - x}{b - a} \, dx
\]
\[
= a + \frac{(b-a)^2}{2(b-a)} \left[ x \right]_a^b
\]
\[
= a + \frac{b - a}{2}
\]
\[
= \frac{a + b}{2}
\]

which is just what we had above. Sometimes it is easier to compute the expected value of a (continuous) random variable in this manner.

For example, consider the problem of finding the expected distance between a facility located in the center of a diamond shaped region and a randomly chosen demand point in the region. Demands are uniformly distributed in the region and travel is at 45 degrees to the sides of the region. This is illustrated in Figure B.7 below.

If the service region has an area \( A \), then each side of the service region has a length \( \sqrt{A} \) and the maximum distance between the facility and any point is \( \sqrt{A}/2 \). This distance is realized for any point on the boundary of the service region.
Now let us find the cumulative distribution of the distance between a randomly selected point in the diamond and the facility at the center of the diamond. In Figure B.8, we show the original service region as well as a subregion, or smaller diamond. Any point inside (or on the boundary) of the smaller diamond is at a distance of $x$ or less from the center of the service region. Therefore, the probability that a randomly selected point is at a distance $x$ or less is given by the ratio of the area of the subregion to the area of the entire region. The area of the subregion is $2x^2$ and so the cumulative probability of the distance between the center of the service region and a randomly selected point is $\frac{2x^2}{A}$.

We can now use the formula above for finding the expected distance between the center and a randomly selected demand. This distance is given by:

$$E(\text{Dist}) = \int_0^\infty \left\{1 - F(x)\right\} dx$$

$$= \int_0^{\sqrt{A/2}} \left\{1 - \frac{2x^2}{A}\right\} dx$$

$$= x - \frac{2x^3}{3A} \bigg|_0^{\sqrt{A/2}}$$

$$= \frac{2}{3\sqrt{2}} \sqrt{A/2}$$

(B.61)
Thus, the expected distance is $\frac{2}{3}$ of the maximum distance. Knowing that the cumulative distribution is given by

$$F(x) = \begin{cases} 0 & x < 0 \\ \frac{2x^2}{A} & 0 \leq x \leq \sqrt{A/2} \\ 1 & x > \sqrt{A/2} \end{cases}$$  \hspace{1cm} (B.62)$$

we can compute the density function of the distance by taking the derivative (appropriately) of the cumulative distribution. We find that the density function is simply

$$f(x) = \begin{cases} 0 & x < 0 \\ \frac{4x}{A} & 0 \leq x \leq \sqrt{A/2} \\ 0 & x > \sqrt{A/2} \end{cases}$$  \hspace{1cm} (B.63)$$

This is simply a triangular density function as shown in Figure B.9.
Because of its simplicity, the uniform distribution is also a good distribution to use to illustrate certain other functions of random variables. Sometimes we are interested in the minimum or maximum of two independent random variables. Suppose, for example, we want the distribution of the maximum of two independent standard uniform random variables. In finding the distribution of the minimum or the maximum, it is often easiest to work with the cumulative distribution. Thus, let $X_1$ and $X_2$ be the two independent uniform random variables, and let $Y = \max(X_1, X_2)$. The probability that $Y \leq y$ is the probability that $X_1 \leq y$ and $X_2 \leq y$. Since $X_1$ and $X_2$ are independent, the probability that $X_1 \leq y$ and $X_2 \leq y$ is simply the product of the probability that $X_1 \leq y$ and the probability that $X_2 \leq y$. In other words, we have
\[
P(Y \leq y) = P(X_1 \leq y \text{ and } X_2 \leq y) = P(X_1 \leq y)P(X_2 \leq y) = y \cdot y = y^2 \quad \text{(B.64)}
\]

Since the density function is just the derivative of the cumulative distribution we have

\[
f(y) = \begin{cases} 
2y & 0 \leq y \leq 1 \\
0 & \text{elsewhere}
\end{cases} \quad \text{(B.65)}
\]

This is just a \textit{triangular} distribution. This distribution is shown in Figure B.10.

![Triangular Distribution Diagram](image)

\textbf{Figure B.10 -- Triangular distribution: the density function of the maximum of two standard uniform random variables}

We can also find the distribution of \( Z = \min(X_1, X_2) \). Using similar logic we have
\[
P(Z \geq z) = P(X_1 \geq z \text{ and } X_2 \geq z) = [1 - P(X_1 \leq z)][1 - P(X_2 \leq z)] \\
= (1 - z)(1 - z) \\
= 1 - 2z + z^2 \quad \text{(B.66)}
\]

So
\[
P(Z \leq z) = 1 - P(Z \geq z) = 1 - (1 - 2z + z^2) = 2z - z^2.
\]

Therefore, the density function of the minimum of two standard uniform random variables is given by
\[
f(z) = \begin{cases} 
2 - 2y & 0 \leq y \leq 1 \\
0 & \text{elsewhere}
\end{cases} \quad \text{(B.67)}
\]

This too is a triangular distribution, but it slopes down from 2 (when \( z=0 \)) to 0 (when \( z=1 \)). It has a mean of 1/3 and, like the maximum of two standard uniform random variables, it has a variance of 1/18.

The normal distribution may also be one of most recognized and common of probability distributions. If \( X \) is normally distributed with mean \( \mu \) and variance \( \sigma^2 \), then the density function of \( X \) is given by
\[
f(x) = \frac{1}{\sqrt{2\pi\sigma}} \exp\left\{-\frac{1}{2} \left(\frac{x-\mu}{\sigma}\right)^2\right\} \quad \text{(B.68)}
\]

This distribution is defined for all values of the random variable \( X \). In other words, \( X \) can take on any value from \(-\infty\) to \( \infty \). Figure B.11 shows the standard normal distribution; i.e., the normal distribution with a mean of 0 and a variance of 1.
There is no closed form formula for the cumulative distribution of $X$, though the cumulative of the standard normal distribution is widely tabulated and there are a number of very good numerical approximations for the cumulative distribution. Table B.5 tabulates key values of the standard normal cumulative distribution. The third column in the table gives the probability that the random variable is within the given number of standard deviations of the mean.
Note that if \( Y \) is normally distributed with mean \( \mu_Y \) and variance \( \sigma_Y^2 \), then
\[
X = \frac{Y - \mu_Y}{\sigma_Y}
\]
is a standard normal random variable with mean 0 and standard deviation 1.

We can also use the normal distribution to approximate the binomial distribution when \( np > 10 \) and \( n(1 - p) > 10 \). In this case, we are approximating a discrete distribution by a continuous distribution and so it is appropriate to include a continuity correction of 0.5. Thus, if \( Z \) has a binomial distribution with \( n=50 \) and \( p=0.6 \), then we can approximate the cumulative binomial distribution by a normal distribution with mean \( np=30 \) and variance \( np(1 - p) = 12 \). In other words, we would approximate

\[
P(Z \leq z) = \sum_{k=0}^{z} \binom{n}{k} p^k (1-p)^{n-k}\]

by

\[
P(Y \leq k + 0.5) = P \left( X \leq \frac{k + 0.5 - np}{\sqrt{np(1-p)}} \right),
\]

where \( Y \) now has a normal distribution with mean \( np=30 \) and variance \( np(1 - p) = 12 \), and \( X \) is a standard normal random variable. Table B.6 shows how well this approximation does.
Similarly, we can approximate the Poisson distribution by the normal distribution if $\lambda \geq 20$. For example, suppose that $W$ is a Poisson random variable with $\lambda = 30$. Table B.7 shows how well the normal distribution (including the continuity correction) approximates the Poisson in this case. Note that the variance of the normal distribution is $\lambda = 30$ in this case.

The normal distribution arises frequently in statistics, due in large part to the Central Limit Theorem which states that, if $X_1, X_2, \ldots, X_n$ is a random sample from some distribution which is not necessarily normal, but has a mean mean $\mu$ and variance $\sigma^2$, ...
and if \( n \) is sufficiently large, then (a) the sample average \( \bar{X} = \frac{\sum_{i=1}^{n} X_i}{n} \) is approximately normally distributed with mean \( E(\bar{X}) = \mu \) and variance \( Var(\bar{X}) = \frac{\sigma^2}{n} \) and (b) the total \( T = \sum_{i=1}^{n} X_i \) is approximately normally distributed with mean \( E(T) = n\mu \) and variance \( Var(T) = n\sigma^2 \). This is a key theorem in statistics as it allows us to derive confidence intervals and to perform hypothesis testing related to the true (but unknown) mean of a distribution as long as the sample size is large enough. In general, we need \( n \geq 30 \) for this theorem to hold reasonably well. We will see this again in a later section of this appendix where we discuss one procedure for generating (approximately) normally distributed random variables.

Finally, we turn our attention to two key distributions used extensively in queueing theory: the exponential and Erlang-\( k \) distributions. As we will see, these two distributions are intimately linked to each other and to the Poisson distribution. Specifically, if the number of arrivals or events in time \( t \), \( N(t) \), follows a Poisson distribution or Poisson process, then we have

\[
P(N(t) = n) = \frac{e^{-\lambda t} \lambda^n}{n!} \quad n = 0, 1, 2, \ldots
\]

and in particular,

\[
P(N(t) = 0) = e^{-\lambda t}.
\]

Also, if the number of arrivals of one type of customer is Poisson with parameter \( \lambda_1 \) (e.g., the number of non-critical patients at an emergency room) and the number of arrivals of another type of customer is also Poisson with parameter \( \lambda_2 \) (e.g., the number
of critical patients arriving at an emergency room), then the sum of the number of arrivals of the first and second types of customers is also Poisson with parameter, $\lambda_1 + \lambda_2$. This is known as the superposition principle of the Poisson process.

If the time between arrivals is exponential, we have

$$P(\text{interarrival time } \leq t) = \int_0^t \lambda e^{-\lambda x} dx = 1 - e^{-\lambda t} \quad t \geq 0$$  \hspace{1cm} (B.71)

and

$$P(\text{interarrival time } > t) = \int_t^\infty \lambda e^{-\lambda x} dx = e^{-\lambda t} \quad t \geq 0$$  \hspace{1cm} (B.72)

where in (B.69)-(B.73), $\lambda$ is the rate of customer arrivals per unit time.

From equations (B.70) and (B.72), we see that Poisson arrivals imply that the time between arrivals is exponentially distributed and vice versa. The exponential probability density function can be obtained by taking the derivative of (B.71) with respect to $t$. This results in

$$f(t) = \lambda e^{-\lambda t} \quad t \geq 0$$  \hspace{1cm} (B.73)

The mean and variance of the exponential distribution are computed as follows (using integration by parts):

$$E(T) = \int_0^\infty t \lambda e^{-\lambda t} dt = -t e^{-\lambda t} \bigg|_0^\infty + \int_0^\infty e^{-\lambda t} dt = \frac{1}{\lambda} \int_0^\infty \lambda e^{-\lambda t} dt = \frac{1}{\lambda}$$  \hspace{1cm} (B.74)

$$E(T^2) = \int_0^\infty t^2 \lambda e^{-\lambda t} dt = -t^2 e^{-\lambda t} \bigg|_0^\infty + 2 \int_0^\infty t e^{-\lambda t} dt = \frac{2}{\lambda^2} \int_0^\infty t \lambda e^{-\lambda t} dt = \frac{2}{\lambda^2}$$  \hspace{1cm} (B.75)

$$Var(T) = E(T^2) - \{E(T)\}^2 = \frac{2}{\lambda^2} - \left(\frac{1}{\lambda}\right)^2 = \frac{1}{\lambda^2}$$  \hspace{1cm} (B.76)
The exponential distribution (in blue) along with the cumulative distribution for the exponential are shown below, in Figure B.12, for the case of $\lambda = 0.2$.

![Figure B.12 -- The exponential distribution](image)

The exponential distribution has a key property, the *memoryless property*, that makes it particularly useful in queuing theory. In words the property states that if the interarrival times (for example) are exponential, then the probability distribution of the remaining time until an arrival given that we have already waited $T_0$ minutes is also exponential with the same (original) parameter. To see this, we note that if $t=$ interarrival time, for $K>T_0$,

$$P(t > K | t > T_0) = \frac{P(t > K \text{ AND } t > T_0)}{P(t > T_0)} = \frac{P(t > K)}{P(t > T_0)} = \frac{e^{-\lambda K}}{e^{-\lambda T_0}} = e^{-\lambda(K-T_0)} \quad \text{(B.77)}$$
but $K - T_0$ is the remaining time. So the

$$P(\text{remaining time} > K - T_0) = e^{-\lambda T_0} = e^{-\lambda R} \quad (B.78)$$

which is exponential with the original parameter $\lambda$. In other words, if bus arrivals follow a Poisson process with a mean of 6 per hour (one every 10 minutes on average), the expected additional waiting time given we have been waiting 8 minutes is 10 more minutes, not 2 minutes. Note that an estimate of 2 more minutes would be wrong for virtually all distributions of interarrival times.

(This property means that, in modeling a queue with Poisson arrivals, we do not need to know when the last person arrived to characterize the state of the system. Similarly, we do not need to know how long the current customers have been in service if service times are exponentially distributed. Qualitatively speaking this means that the state space described by the number of people in the system is Markovian, meaning we do not have to worry about how we got to the state in order to fully describe the probability distribution of the state space at some future point in time.)

If $X_1, X_2, \ldots, X_k$ are $k$ independent identically distributed random variables, each with an exponential distribution given by $f_{X_i}(x_i) = \lambda e^{-\lambda x_i} \quad x_i \geq 0, \quad i = 1, 2, \ldots, k$,

then $S_k = \sum_{i=1}^{k} X_i$ is a random variable with an Erlang-$k$ distribution:

$$f_{S_k}(s) = \frac{\lambda^k (\lambda s)^{k-1} e^{-\lambda s}}{(k-1)!} \quad s \geq 0 \quad k = 1, 2, \ldots \quad (B.79)$$

This equation is derived below based on the cumulative distribution, which we also derive. Sometimes we write

$$f_{S_k}(s) = \frac{k v^{(k v s)^{k-1}} e^{-k v s}}{(k-1)!} \quad s \geq 0 \quad k = 1, 2, \ldots \quad (B.80)$$
where $\lambda = k \nu$. We have

\[ E(S_k) = \frac{k}{\lambda} = \frac{1}{\nu} \quad \text{(B.81)} \]

\[ Var(S_k) = \frac{k}{\lambda^2} = \frac{1}{k \nu^2} \quad \text{(B.82)} \]

So the Erlang-k distribution is the distribution of the sum of $k$ i.i.d. (independent, identically distributed) exponential random variables. The cumulative Erlang-k may be found by noting that

\[ P(S_k > s) = P(\text{sum of } k \text{ i.i.d. Exponential random variables } > s) \]
\[ = P(k - 1 \text{ or fewer Poisson arrivals in time } s) \]
\[ = \sum_{n=0}^{k-1} \frac{\lambda^s e^{-\lambda s}}{n!} \quad \text{(B.83)} \]

So, the Poisson and Erlang-k are related. In particular,

\[ P(k \text{ or more Poisson arrivals in time } s) = P(S_k < s) \]
\[ = \text{cumulative Erlang-k} \quad \text{(B.84)} \]

This relationship between the cumulative Erlang-k distribution and the Poisson distribution can be used to derive the probability mass function for the Erlang-k distribution as follows. Note that $P(S_k > s) = \sum_{n=0}^{k-1} \frac{(\lambda s)^n e^{-\lambda s}}{n!}$, so

\[ P(S_k \leq s) = 1 - \sum_{n=0}^{k-1} \frac{(\lambda s)^n e^{-\lambda s}}{n!} \quad \text{(B.85)} \]

This is the cumulative Erlang-k distribution. For any cumulative distribution, if we take the derivative, we get the density function. Thus, we have:
\begin{equation}
  f_{S_k}(s) = \frac{dP(S_k \leq s)}{ds} = \frac{d \left\{ 1 - \sum_{n=0}^{k-1} \frac{(\lambda s)^n}{n!} e^{-\lambda s} \right\}}{ds}
  = \frac{-k-1}{n!} \lambda (\lambda s)^n e^{-\lambda s} + \lambda \sum_{n=0}^{k-1} \frac{(\lambda s)^n}{n!} e^{-\lambda s}
  = \sum_{n=1}^{k-1} \frac{n(\lambda s)^n}{n!} e^{-\lambda s} + \sum_{n=0}^{k-1} \frac{(\lambda s)^n}{n!} e^{-\lambda s}
  = \sum_{n=0}^{k-2} \frac{(\lambda s)^n}{n!} e^{-\lambda s} + \sum_{n=0}^{k-1} \frac{(\lambda s)^n}{n!} e^{-\lambda s}
  = \frac{\lambda (\lambda s)^{k-1}}{(k-1)!} e^{-\lambda s}.
\end{equation}

Figure B.13 shows the Erlang-k distribution for various values of \( k \), where the distribution is written in the form of (B.79) so that the mean increases with \( k \). Note that as \( k \) increases, the distribution looks more and more like a normal distribution. This is as expected from the Central Limit Theorem (CLT), since the Erlang-k distribution is nothing more than the sum of \( k \) i.i.d. exponential random variables and the CLT tells us that the distribution of the sum of i.i.d. random variables approaches the normal distribution as the number of random variables being added together increases.

Figure B.14 summarizes the key distributions we have discussed above.
Figure B.13 -- Shapes of the Erlang-k distribution for different values of $k$

(a) $\lambda = 0.5; k=1$
(b) $\lambda = 0.5; k=2$
(c) $\lambda = 0.5; k=4$
(d) $\lambda = 0.5; k=8$
(e) $\lambda = 0.5; k=50$
Figure B.14 -- Summary of key probability distributions and their relationships
B.8  **Moment and probability generating functions**\(^1\)

At times, it is easier to deal with probability distributions using what is called the transform domain. In this section, we outline moment and probability generating functions. We begin with moment generating functions.

The *moment generating function* of a random variable \(X\) is defined as

\[
MGF(\theta) = E(e^{\theta X})
\]

where \(\theta\) is a parameter of the MGF. The following key properties of the moment generating function are important:

1. There is a one-to-one relationship between a moment generating function and a probability mass function. Knowing one automatically gives you the other.

2. If \(T = X + Y\) and \(X\) and \(Y\) are independent random variables then

\[
E(e^{\theta T}) = E(e^{\theta(X+Y)}) = E(e^{\theta X})E(e^{\theta Y}).
\]

So the MGF of the sum of independent random variables is the product of the MGFs of the individual random variables. Thus, the MGF of the Erlang-\(k\) distribution is the product of \(k\) MGFs of exponential distributions as discussed below.

3. Finally, we note that since 

\[
e^{\theta X} = 1 + (\theta X) + \frac{(\theta X)^2}{2!} + \frac{(\theta X)^3}{3!} + \frac{(\theta X)^4}{4!} + \cdots,
\]

we have

\[
\frac{d^n MGF(\theta)}{d \theta^n} \bigg|_{\theta = 0} = E(X^n),
\]

hence the name *moment generating function*.

---

\(^1\) Note that this section is advanced material that can be skipped by most readers. It will be used to a limited extent in chapter 3 on queueing.
To illustrate the use of moment generating functions, let us consider again the exponential and Erlang-k distributions. The MGF of the exponential distribution is given by

\[ E(e^{\theta X}) = \int_0^\infty e^{\theta x} \lambda e^{-\lambda x} dx = \lambda \int_0^\infty (\theta - \theta) e^{-(\theta - \theta)x} dx = \frac{\lambda}{\lambda - \theta}. \]  

(B.90)

Since the Erlang-k distribution is the sum of \( k \) i.i.d. exponential random variables, the MGF of the Erlang-k distribution is given by

\[ \left( \frac{\lambda}{\lambda - \theta} \right)^k \]  

(B.91)

using the second property above. We can now use property (3) above to find the mean and variance of the Erlang-k distribution. The mean is given by

\[ E(X) = \left. \frac{d \text{MGF}(\theta)}{d \theta} \right|_{\theta = 0} = \frac{d}{d \theta} \left( \frac{\lambda}{\lambda - \theta} \right)^k \bigg|_{\theta = 0} = k \left( \frac{\lambda}{\lambda - \theta} \right)^k \frac{\lambda}{(\lambda - \theta)^2} \bigg|_{\theta = 0} = \frac{k}{\lambda} \]  

(B.92)

We also have

\[ E(X^2) = \left. \frac{d^2 \text{MGF}(\theta)}{d \theta^2} \right|_{\theta = 0} = \frac{d}{d \theta} \frac{k}{\lambda} \left( \frac{\lambda}{\lambda - \theta} \right)^{k+1} \bigg|_{\theta = 0} = \frac{k}{\lambda} (k+1) \left( \frac{\lambda}{\lambda - \theta} \right)^k \frac{\lambda}{(\lambda - \theta)^2} \bigg|_{\theta = 0} = \frac{k(k+1)}{\lambda^2} \]  

(B.93)

So
\[ \text{Var}(X) = E(X^2) - E^2(X) \]
\[ = \frac{k(k+1)}{\lambda^2} - \frac{k^2}{\lambda^2} \]
\[ = \frac{k}{\lambda^2} \]  
(B.94)

As expected (B.92) and (B.94) agree with (B.81) and (B.82) respectively.

The probability generating function is the second type of generating function we want to consider. The probability generating function (PGF) of a discrete non-negative random variable \( X \) is defined as:

\[ \text{PGF}(z) = \sum_{x=0}^{\infty} z^x p_x \]  
(B.95)

Just as the MGF is a function of \( \theta \), so the PGF is a function of \( z \). There are several key properties of the PGF:

1. \( \text{PGF}(z) \bigg|_{z=1} = 1 \). This is clear from substituting \( z = 1 \) into the definition (B.95) of the PGF.
2. \( \frac{d^n \text{PGF}(z)}{dz^n} \bigg|_{z=0} = n! \ p_n \). Thus, by taking successive derivatives of the PGF and evaluating each at \( z = 0 \), we can obtain back the individual probabilities (multiplied by \( n! \)).
3. \( \frac{d\text{PGF}(z)}{dz} \bigg|_{z=1} = \sum_{n=0}^{\infty} z^{n-1} n \ p_n \bigg|_{z=1} = E(X) \). In other words, taking the first derivative of the PGF with respect to \( z \) and evaluating it at \( z = 1 \) gives the expected value of the random variable.
\[ \frac{d^2 \text{PGF}(z)}{dz^2} \bigg|_{z=1} = \sum_{n=0}^{\infty} z^{n-2} n(n-1) p_n \bigg|_{z=1} \]
4. \( \frac{d^2 \text{PGF}(z)}{dz^2} \bigg|_{z=1} = \sum_{n=0}^{\infty} z^{n-2} n^2 p_n \bigg|_{z=1} - \sum_{n=0}^{\infty} z^{n-2} n \ p_n \bigg|_{z=1} \). Thus, we can obtain
\[ = E(X^2) - E(X) \]

the \( E(X^2) \) by taking the second derivative of the PGF with respect to \( z \) and
evaluating it at $z = 1$ and then adding the mean or expected value back into the expression.

5. Finally, there is a one-to-one relationship between a PGF and a probability mass function.

To illustrate the use of the PGF, consider the binomial distribution. The PGF for this distribution is

\[
\sum_{x=0}^{n} z^x \binom{n}{x} p^x (1-p)^{n-x} = \sum_{x=0}^{n} \left( \binom{n}{x} \right) (pz)^x (1-p)^{n-x} = (1-p+pz)^n
\]  

(B.96)

Note that when $z = 1$, this evaluates to 1 as expected by property (1) above. If we take the first derivative of this with respect to $z$, and evaluate the expression at $z = 1$, we obtain

\[
\frac{d}{dz}(1-p+pz)^n \bigg|_{z=1} = np(1-p+pz)^{n-1} \bigg|_{z=1} = np
\]  

(B.97)

which agrees with the mean of the binomial distribution in equation (B.21). Similarly, if we take the second derivative with respect to $z$ and evaluate the expression at $z = 1$, we obtain

\[
\frac{d^2}{dz^2}(1-p+pz)^n \bigg|_{z=1} = np(n-1)p^2
\]  

(B.98)

If we now use this to obtain the variance we find

\[
Var(N) = E\left(N^2\right) - E^2(N) = \left(E\left(N^2\right) - E\left(N\right)\right) + E\left(N\right) - E^2(N) = n(n-1)p^2 + np - n^2p^2 = np - np^2 = np(1-p)
\]  

(B.99)
which agrees with the variance of the binomial distribution in equation (B.23). Note that the term in braces in the second line of (B.99) is the second derivative of the PGF evaluated at \( z = 1 \) found in (B.98).

As a second example, consider the PGF of the Poisson distribution. The PGF is

\[
\sum_{x=0}^{\infty} \frac{\lambda^x e^{-\lambda}}{x!} = \sum_{x=0}^{\infty} \frac{(\lambda z)^x e^{-\lambda}}{x!} = e^{-\lambda} e^{\lambda z} \sum_{x=0}^{\infty} \left( \frac{\lambda z}{x!} \right) = e^{-\lambda} e^{\lambda z}
\]

Again, note that when we evaluate this at \( z = 1 \), we obtain 1 as expected. If we use this to evaluate the mean, we get

\[
\frac{de^{-\lambda e^{\lambda z}}}{dz} \bigg|_{z=1} = \lambda e^{-\lambda} e^{\lambda z} \bigg|_{z=1} = \lambda
\]

which agrees with the mean of the Poisson distribution in (B.49). As before, we can use this to evaluate the variance by first computing the second derivative with respect to \( z \) and evaluating that at \( z = 1 \) as follows

\[
\frac{d^2 e^{-\lambda e^{\lambda z}}}{dz^2} \bigg|_{z=1} = \lambda^2 e^{-\lambda} e^{\lambda z} \bigg|_{z=1} = \lambda^2
\]

\[
= \lambda^2 = E(N^2) - E(N)
\]

To compute the variance we now have

\[
Var(N) = E(N^2) - E^2(N)
\]

\[
= \left( E(N^2) - E(N) \right) + E(N) - E^2(N)
\]

\[
= \lambda^2 + \lambda - \lambda^2
\]

\[
= \lambda
\]

which agrees with the variance of the Poisson distribution in (B.51).
Finally, probability generating functions are one way of solving an infinite series of equations. Consider a process (which we describe in chapter 3 on queueing) for which the probabilities are governed by the following infinite system of equations.

$$\rho P_n = P_{n+1} \quad n = 0, 1, \ldots$$  \hspace{1cm} (B.104)

If we now multiply each side of this equation by $z^n$ and sum over all values of $n$, we obtain

$$\sum_{n=0}^{\infty} \rho z^n P_n = \sum_{n=0}^{\infty} z^n P_{n+1} = \frac{1}{z} \sum_{n=0}^{\infty} z^{n+1} P_{n+1} = \frac{1}{z} \sum_{n=1}^{\infty} z^n P_n$$  \hspace{1cm} (B.105)

The left hand side of (B.105) is simply $\rho \text{PGF} (z)$ for some (unknown) distribution. The right hand size is simply $\frac{1}{z} \sum_{n=0}^{\infty} z^n P_n = \frac{1}{z} \left[ \sum_{n=0}^{\infty} z^n P_n - P_0 \right] = \frac{1}{z} \left[ \text{PGF} (z) - P_0 \right]$. Thus we have

$$\rho \text{PGF} (z) = \frac{1}{z} \left[ \text{PGF} (z) - P_0 \right]$$

$$\rho z \text{PGF} (z) = \text{PGF} (z) - P_0$$

$$\text{PGF} (z) [1 - \rho z] = P_0$$  \hspace{1cm} (B.106)

Evaluating this at $z = 1$, we find

$$\text{PGF} (1) [1 - \rho] = P_0$$

$$1 - \rho = P_0$$  \hspace{1cm} (B.107)

So, substituting (B.107) back into (B.106), we have

$$\text{PGF} (z) [1 - \rho z] = 1 - \rho$$

$$\text{PGF} (z) = \frac{1 - \rho}{1 - \rho z} = (1 - \rho)(1 - \rho z)^{-1}$$  \hspace{1cm} (B.108)

We can now evaluate the mean and variance of the probability mass function governed by (B.104). The mean is simply

$$E(N) = \frac{d}{dz} \left[ (1 - \rho)(1 - \rho z)^{-1} \right] \bigg|_{z = 1} = \rho (1 - \rho)(1 - \rho z)^{-2} \bigg|_{z = 1} = \frac{\rho}{1 - \rho}$$  \hspace{1cm} (B.109)

Taking the second derivative with respect to $z$ and evaluating that at $z = 1$, we obtain
\[
E\left(N^2\right) - E(N) = \left. \frac{d^2(1-\rho)(1-\rho z)^{-1}}{dz^2}\right|_{z=1} = \frac{d(1-\rho)(1-\rho z)^{-2}}{dz}\bigg|_{z=1} = \frac{2\rho^2}{(1-\rho)^2}
\]

And finally the variance is given by
\[
Var(N) = E\left(N^2\right) - E^2(N)
= \left\{E\left(N^2\right) - E(N)\right\} + E(N) - E^2(N)
= \frac{2\rho^2}{(1-\rho)^2} + \frac{\rho}{1-\rho} - \left(\frac{\rho}{1-\rho}\right)^2
= \frac{2\rho^2}{(1-\rho)^2} + \frac{\rho(1-\rho)}{(1-\rho)^2} - \frac{\rho^2}{(1-\rho)^2}
= \frac{\rho}{(1-\rho)^2}
\]

Note that (B.109) agrees with the mean of the geometric distribution shown in (B.28) (after substituting \(p = 1-\rho\)) and the variance agrees with the variance of the geometric distribution given in (B.29) after the same substitution. In fact, equations (B.104) together with the normalizing equation \(\sum_{n=0}^{\infty} P_n = 1\) describe a geometric distribution. To see this, observe that
\[
\left. \frac{d^n(1-\rho)(1-\rho z)^{-1}}{dz^n}\right|_{z=0} = n! \rho^n (1-\rho) = n! P_n
\]
where the second equality in the first row of (B.112) comes from property (2) of the probability generating functions outlined above. Note that the probability \(P_n\) in (B.112) agrees with the geometric probability terms in (B.27), again after substituting \(p = 1-\rho\) into (B.27).
B.9 Generating random variables

Almost every computer language, as well as Microsoft Excel and other spreadsheet programs, has the ability to generate standard uniform random variables; i.e., uniform random variables between 0 and 1. Using a uniform random number between 0 and 1, we can then generate a random variable from any distribution, provided we have either the probability mass function or the cumulative distribution. To see this, consider first a simple discrete distribution of a random variable that can take on only 3 values: 1, 2 or 3. For this random variable,

\[ P(X = 1) = 0.2, \quad P(X = 2) = 0.3, \quad \text{and} \quad P(X = 3) = 0.5. \]  

(B.113)

The cumulative distribution function of \( X \) is shown in Figure B.15.

We can now generate realizations of the random variable \( X \) based on the uniform random variable, \( U \), using the following formula:

\[
X = \begin{cases} 
1 & U \leq 0.2 \\
2 & 0.2 < U \leq 0.5 \\
3 & U > 0.5 
\end{cases}
\]  

(B.114)
Note that determining the value of $X$ can be thought of as starting on the vertical axis (the cumulative distribution axis) with the value of $U$, the uniform random variable, and moving across until we hit the cumulative distribution function. We then read down to the $X$ axis and return the corresponding value. This is shown in Figure B.16 for a value of $U=0.43$.

![Cumulative Distribution of $X$](image)

**Figure B.16 -- Finding the value of a random variable $X$ from a draw of a uniform random variable using the cumulative distribution of $X$**

To generate such a random variable in EXCEL, all we need is the probability mass function and the LOOKUP function in EXCEL. From the probability mass function, we compute the $P(X < x)$ for every value of $x$ in the distribution. Note that we want the probability that the random variable takes on a value strictly less than $x$. Table B.8 shows the key information for the distribution above.
To compute a random variable from this distribution, we draw a random variable from the standard uniform distribution using the RAND() function in EXCEL. We then use this along with the LOOKUP function to return a value drawn from this distribution. Specifically, we use:

\[
\text{LOOKUP}(\text{RAND()}, \text{P}(X<x), x)
\]  

(B.115)

where \(\text{P}(X<x)\) points to cells E79:E81 in the third column in Table B.8 and the third parameter of the \text{LOOKUP} function, \(x\), points to cells C79:C81 in the first column. Table B.9a shows the results of using this function 10,000 times and tabulating the number of times the function returned, 1, 2, and 3, respectively. We would expect about 1 to appear about 2,000 times, 2 to appear about 3,000 times and 3 to appear about 5,000 times out of the 10,000 times the function in (B.115) was exercised. Table B.9b shows the results of repeating this exercise 10 times and totaling the number of times each value appears. Note how closely the results of both tests conform with our expectations.
Table B.9 -- Using the LOOKUP function to sample from the distribution given in Table B.8

(a) single run of 10,000 draws

<table>
<thead>
<tr>
<th>Value</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1979</td>
</tr>
<tr>
<td>2</td>
<td>3012</td>
</tr>
<tr>
<td>3</td>
<td>5009</td>
</tr>
<tr>
<td>Total</td>
<td>10000</td>
</tr>
</tbody>
</table>

(b) 10 runs of 10,000 draws each

<table>
<thead>
<tr>
<th>Value</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20003</td>
</tr>
<tr>
<td>2</td>
<td>30097</td>
</tr>
<tr>
<td>3</td>
<td>49900</td>
</tr>
<tr>
<td>Total</td>
<td>100000</td>
</tr>
</tbody>
</table>

The same technique can be used to sample from other distributions. For example, suppose we want to sample from a Poisson distribution with a mean of $\lambda = 10$. Again, we would set up a table with the values of $x$ (e.g., from 0 to 25). We would then compute the probability that the random variable is strictly less than $x$. This is then used in a LOOKUP function. Using the LOOKUP function 10,000 times and plotting the frequency of each value (shown in blue) against the true probabilities, we obtain a figure similar to Figure B.17. Note that both the sampled mean (10.004) and the sampled variance (9.940) are remarkably close to the true values of 10. Also note how closely the true and sampled distributions resemble each other.
When the cumulative distribution is known in closed form and can readily be inverted, we can use a similar technique. Consider, for example, the exponential distribution, for which \( F(x) = 1 - e^{-\mu x} \) for \( x \geq 0 \). The technique shown in Figure B.16 corresponds to setting a standard uniform random variable, \( U \), equal to this cumulative distribution and then solving for \( x \) as shown below

\[
\begin{align*}
U &= 1 - e^{-\mu x} \\
e^{-\mu x} &= 1 - U \\
-\mu x &= \ln(1 - U) \\
x &= \frac{-\ln(1 - U)}{\mu}
\end{align*}
\]  
(B.116)
Since \( 1 - U \) is also uniformly distributed between 0 and 1, we can actually simply use 
\[
x = \frac{-\ln(U)}{\mu}
\]
and avoid one subtraction. Figure B.18 shows the results of sampling from 
the exponential distribution in this manner 10,000 times with \( \mu = 0.1 \). Recall that for the 
exponential distribution we have \( E(X) = 1/\mu \) and \( Var(X) = 1/\mu^2 \), so we would expect 
the average to be 10 and the variance to be 100. Again, note how closely the sampled 
values are to the theoretical values and how closely the sampled distribution (dark grey) 
resembles the expected or true distribution (shown in light grey).

![Sampling from the Exponential distribution](image)

**Figure B.18 -- Sampling from the exponential distribution**

For some distributions, the cumulative distribution is not known in closed form. 
This is true for the normal distribution. In this case, however, we can obtain two
samples, \( X \) and \( Y \), from the standard normal distribution from two uniform random variables, \( U \) and \( V \), using the following equations:

\[
X = \sqrt{-2\ln U} \cdot \cos(2\pi V) \\
Y = \sqrt{-2\ln U} \cdot \sin(2\pi V)
\]  

(B.117)

Figure B.19 shows the results of sampling 10,000 times from the normal distribution using equations (B.117). As before, note how closely both the average and variance are to their theoretical values of 0 and 1 respectively and how closely the sampled values are to the theoretical values.
**B.10 Random variables in Excel**

Microsoft EXCEL incorporates a number of probability functions. Some are shown in Table B.10 below which gives (where appropriate) the form of the function for both the probability mass function (for discrete random variables) or the density function (for continuous random variables) and the cumulative distribution.

### Table B.10 -- Some probability functions in EXCEL

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Functional Form</th>
<th>Probability Mass or Density</th>
<th>Cumulative Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binomial</td>
<td>( \binom{n}{x} p^x (1-p)^{n-x} )</td>
<td>BinomDist(x,n,p,false)</td>
<td>BinomDist(x,n,p,true)</td>
</tr>
<tr>
<td>Poisson</td>
<td>( \frac{\lambda^x e^{-\lambda}}{x!} )</td>
<td>Poisson(x,\lambda,false)</td>
<td>Poisson(x,\lambda,true)</td>
</tr>
<tr>
<td>Hypergeometric</td>
<td>( \frac{\binom{M}{x} \binom{N-M}{n-x}}{\binom{N}{n}} )</td>
<td>HypGeom(x,n,M,N)</td>
<td></td>
</tr>
<tr>
<td>Negative Binomial</td>
<td>( \binom{x+r-1}{r-1} p^r (1-p)^x )</td>
<td>NegBinom(x,r,p)</td>
<td></td>
</tr>
<tr>
<td>Exponential</td>
<td>( \lambda e^{-\lambda x} )</td>
<td>ExponDist(x,\lambda,false)</td>
<td>ExponDist(x,\lambda,true)</td>
</tr>
<tr>
<td>Erlang-k</td>
<td>( \frac{\lambda^k (\lambda x)^{k-1}}{k!} e^{-\lambda x} )</td>
<td>GammaDist(s,k,1/\lambda,false)</td>
<td>GammaDist(s,k,1/\lambda,true)</td>
</tr>
<tr>
<td>Normal</td>
<td>( \frac{1}{\sqrt{2\pi\sigma}} \exp \left{ -\frac{1}{2} \left( \frac{x-\mu}{\sigma} \right)^2 \right} )</td>
<td>NormDist(x,\mu,\sigma,false)</td>
<td>NormDist(x,\mu,\sigma,true)</td>
</tr>
<tr>
<td>Standard Continuous Uniform</td>
<td>( f(x) = \begin{cases} 1 &amp; 0 &lt; x &lt; 1 \ 0 &amp; \text{elsewhere} \end{cases} )</td>
<td>Rand()</td>
<td></td>
</tr>
</tbody>
</table>

In addition to these functions, a few other EXCEL functions are of use to us. To compute the number of combinations of \( k \) items taken out of \( n \), we can use COMBIN(n,k). To compute the number of permutations of \( k \) items selected from \( n \)
items, we can use PERMUT(n,k). We can use CRITBINOM(n,p,α) to find the smallest value of x, such that \( \sum_{k=0}^{x} \binom{n}{k} p^k (1-p)^{n-k} \geq \alpha \).

If we have the cumulative probability, p, associated with an event whose outcomes are normally distributed with mean \( \mu \) and standard deviation \( \sigma \), we can use NORMINV(p,\( \mu \),\( \sigma \)) to find the value of x such that
\[
\int_{-\infty}^{x} \frac{1}{\sqrt{2\pi\sigma}} \exp\left\{ -\frac{1}{2} \left( \frac{y-\mu}{\sigma} \right)^2 \right\} dy = p
\]
If the normal distribution in question is a standard normal distribution for which \( \mu = 0 \) and \( \sigma = 1 \), we can simply use NORMSINV(p).
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