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Abstract—The dynamical phenomenon of cyclic variability in combustion governed by autoignition in homogeneous charge compression ignition (HCCI) engines with large amounts of residual gases is investigated. A novel model is derived with two states that capture the coupling between engine cycles due the thermal energy in the recycled residual gases and the recycled chemical energy in the unburned fuel. With the parameters tuned to data from a single cylinder engine at one level of residuals, the model predictions agree well with the experimental observations of decreasing residuals, which are associated with later phasing and increasing cyclic variability approaching misfire. A stability analysis of the model with respect to the amount of recycled residual gases shows how instabilities develop and that the dynamic behavior of the combustion phasing from cycle to cycle is stable for a range of residual gas fractions. The model and analysis offers an explanation for the experimentally observed cycle-to-cycle variability and provides a foundation for further analysis as well as development of controls mitigating the variability.

Index Terms—Internal combustion engines, nonlinear dynamical systems, Gaussian noise, stability, bifurcation.

I. INTRODUCTION

A high level of residual gas enables lean and efficient combustion based on autoignition of a homogeneous mixture. This combustion mode is called homogeneous charge compression ignition (HCCI), or controlled autoignition, and its low in-cylinder peak temperatures produce very low NOx emissions which obviate the need for costly exhaust aftertreatment. It was early noted that HCCI combustion can have low cyclic variability (CV) compared to spark ignition (SI) combustion [1]. However, the region with low CV of HCCI is narrow so the feasible operating range is smaller than for SI combustion. In order to satisfy the typical demands of speed and load, frequent transitions to the SI combustion mode would be required. Outside the stable operating range, HCCI combustion can exhibit significant oscillations at late phasing [2]–[4] and increasingly earlier combustion at high loads [5], even though all controllable inputs are held constant. Indeed, at certain operating conditions HCCI combustion phasing can be a) oscillatory, where it alternates between early and late combustion phasing, or b) unstable, where the combustion phasing occurs earlier for every cycle. Oscillatory or unstable combustion phasing has been observed experimentally for HCCI combustion induced by high inlet heating or very high compression ratios [2], [5] and also for HCCI engines with large amounts of internal residual gases [3], [4]. This behavior indicates that there is significant nonlinear coupling between cycles that can stabilize or destabilize the process. The coupling has been attributed to variations from cycle to cycle in combustion inefficiency and residual gas temperature [6], [7] as well as the slower variation in the cylinder wall temperature [5], [8].

The focus of this paper is on the cyclic behavior of lean HCCI. Stoichiometric operation, with spark-assist, shows qualitatively different behavior at conditions with high CV as shown in [9], [10]. Strategies with lower amount of residual gases, such as inlet heating, change the coupling between cycles and, hence, result in different behavior as shown in [11]. Here, lean HCCI combustion with recycling of residuals through negative valve overlap (nvo) is investigated with the aim to understand the dominant dynamical coupling in the process. The dynamics of the combustion is studied as nvo is varied with a fixed injection timing strategy. The considered inputs are the average residual gas fraction, \( \bar{x}_r \), and the injected fuel, \( m_i \), see Fig. 1. Through the understanding of these dynamics, model-based cycle-to-cycle control of injection parameters can be subsequently developed for achieving low variability.

Control-oriented models of HCCI combustion have been developed with a few lumped states in [12]–[14]. A one-state temperature model for HCCI with large amounts of residuals was developed in [15] and analysis of the stability was shown...
in [16]. The nonlinear coupling between the temperature at the beginning of the cycle and the residual temperature allowed the prediction of unstable behavior with limit cycles at late phasing and thermal runaway at early phasing. Similar analysis is shown in [17] and used in [18] to develop a switched linear model. Common among all these models of varying order is the nonlinear coupling due to the cylinder temperature evolution and the autoignition based on an Arrhenius expression.

Reducing CV by controlling the fuel injection during the nvo period is investigated experimentally in [19], [20] for extending the low load limit of HCCI. Linear controllers for reducing CV are developed in [21], [22] using variable valve timing and in [23] using fuel injection timing. The control is based on models where complete combustion is assumed and the linearization predicts that the trend at late phasing is that one cycle with early combustion phasing is followed by a late cycle and conversely. For conditions with higher CV at late phasing the relationship between cycles is clearly nonlinear and a linear correlation between cycles does not capture the experimentally observed patterns. This behavior is mainly due to the sharp falloff in the combustion efficiency for late phasing as shown in [4], [24]. As a consequence, the unburned fuel mass creates an important coupling between cycles in addition to the residual gas temperature. A two-state model including the evolution of temperature and fuel mass was therefore derived in [25]. This model is here examined by studying the stability through bifurcation analysis and numerical simulations using physically reasonable parameters. It is shown that the onset of instability is predicted by the analysis and that by adding stochastic noise to one of the model inputs, the dynamic evolution seen in experiments for conditions with progressively higher CV approaching misfire is predicted.

Misfire in HCCI is studied in simulation using models including chemical kinetics and gas flows in [26] and using a simplified eight-state model in [27]. The approach followed here includes only the dominating mechanisms of temperature and unburned fuel as identified through the experiments in [4], [6], [24]. The two state model is still capable of predicting misfires and is amendable for analysis as well as suitable for future control of the nvo and cycle-to-cycle fuel injection for reducing CV.

The feedback from the residual gas also plays an important role in SI engines where this coupling can give high CV. Dynamical instabilities for a one-state temperature model of SI combustion were studied by Kantor [28] and lean SI operation was modeled and analyzed by Daw et al. [29] using a two-state model where parametric uncertainties were introduced as stochastic noise. Although SI combustion is clearly distinct from HCCI, our approach is inspired by these works. Specifically, our aim is to formulate and analyze low-order descriptions of the main dynamical couplings and we utilize white noise to model fluctuations of the residual gas fraction around the controllable mean value.

The paper is organized as follows. The HCCI combustion process is introduced first with an overview and some experimental observations. The combustion model, with temperature and fuel states, is described in Sec. III and validated in Sec. IV. After that, the stability of the second-order model is studied.

II. SYSTEM OVERVIEW

In this work, HCCI combustion is induced by closing the exhaust valve early creating a so-called negative valve overlap where significant amounts of hot residuals are trapped and undergoes another compression and expansion [30]. The dilution, the residual gas fraction \( x_r \), strongly affects the combustion, mainly since autoignition is very sensitive to the thermal conditions. The level of \( x_r \) depends on the thermodynamic process in a complicated way but is mainly controlled by the nvo for naturally aspirated HCCI engines, which are studied here. The injected fuel mass \( m_i \) is typically used to regulate the load but can be used in the future to also reduce the CV as it influences the combustion phasing and it can be modified from cycle to cycle. Note here that the injection timing could also be used, although the model presented here does not capture the effect of injection timing. The control authority in combustion phasing is inherently limited using injection parameters whereas it is large using nvo to manipulate \( x_r \). At the same time, the control of \( x_r \) is considerably slower with commercially viable cam phasing mechanisms.

The combustion process can be described by the heat release as a function of the crank angle. A common measure of the combustion phasing is the 50% burn angle, where half the total heat release occurred, since it is rather robust against measurements noise due to the very rapid nature of HCCI combustion [31]. Therefore, the 50% burn angle, denoted by \( \theta_{50} \), is an important variable for feedback control of the combustion and the dynamics of \( \theta_{50} \) is the main focus of the study. For conditions with high CV the heat release may vary significantly between cycles despite constant fueling due to highly varying combustion efficiency [4]. To show these dynamics, the total heat release, denoted by \( Q_m \), is also studied. The complete input–output view is shown in Fig. 1 together with experimental data for two operating conditions.

The return maps for the input and output in Fig. 1 show the relationship between subsequent values of the variables and are acquired with the valve timings set for different nvo. The valve timings affect the mean value of \( x_r \) from 46% (black dots) to 44% (gray dots). The successive cycle-to-cycle values of \( x_r \) are assumed uncorrelated in both cases, as indicated by the return maps for \( x_r \). However, the relationship between successive cycle-to-cycle values of the outputs changes notably when reducing the mean \( x_r \). As seen in Fig. 1, the experimental output for the low CV case (black dots) do not show any strong correlation whereas in the high CV case (gray dots) characteristic shapes appear in the return maps which indicate low-order deterministic couplings between consecutive cycles. These characteristics are typical for the experimental findings [4] and they get more pronounced as the CV increases. The experimental results in Fig. 1 suggest that a bifurcation occurs when reducing \( x_r \) where the term bifurcation is used in the general sense meaning that the dynamical behavior changes qualitatively. The result of this work is the formulation and analysis of low-order models that can predict the main features seen in experiments thereby offering an explanation for and a way to analyze the cyclic variability.
III. COMBUSTION MODEL

A natural choice of model states of a low-order model are the temperature $T_{ivc}(k)$ at intake valve closing (ivc) and the fuel amount $m_f(k)$ in the beginning of cycle $k$. The inputs are the injected fuel mass $m_i(k)$ and the mean residual gas fraction $\bar{x}_r$. The definition of the engine cycle and important variables in the model are shown in Fig. 2. In the following sections, the second-order model is derived. The modeling approach is based on first principles and only considers the dominating mechanisms so that the experimental observations are reasonably predicted, which is indeed the case as shown in Sec. IV, with a simple model amenable for analysis and control design.

A. Fuel dynamics

The fuel mass at ivc $m_f(k)$ of cycle $k$ is

$$m_f(k) = m_i(k - 1) + m_u(k) \tag{1}$$

where $m_i(k - 1)$ fuel mass injected in the preceding nvo period, see Fig. 2, and $m_u(k)$ is the unburned fuel mass carried over from previous cycles. During main combustion, the fraction $\eta_m$ of $m_f(k)$ is consumed and, during the nvo period, the fraction $x_r(k)$ of the residual gases is trapped. With homogeneously mixed residuals, then

$$m_f(k + 1) = m_i(k) (1 - \eta_m) x_r(k) (1 - \eta_n) \tag{2}$$

is present at the beginning of the nvo. The fraction $\eta_n$ is further consumed during nvo so the unburned fuel carried over to the next cycle is

$$m_u(k + 1) = m_f(k) (1 - \eta_m) x_r(k) (1 - \eta_n) \tag{3}$$

where $\eta_m$ is a function of end of main combustion $\theta_m$ and $\eta_n$ is a constant as described in the next section. The fuel mass dynamics is thus

$$m_f(k + 1) = m_i(k) + x_r(k) (1 - \eta_m(\theta_m)) (1 - \eta_n) m_f(k) \tag{4}$$

obtained from Eq. (1) and (3).

B. Heat release

The crank angle timing of the main combustion is given by an Arrhenius expression whereas the timing for the combustion during re-compression is constant. The ignition delay for the main combustion is given by

$$\tau = Ap(\theta)^n \exp\left(\frac{B}{T(\theta)}\right) \tag{5}$$

with the tuned parameters $(A, B, n)$ [13], [32]. The pressure $p(\theta)$ and temperature $T(\theta)$ are given by polytropic processes, see Eq. (15a) in Sec. III-C, with the exponent $m$. The start of combustion is given by $\theta_{soc} = \kappa^{-1}(1)$ where

$$\kappa(\theta_{soc}) = \int_{\theta_{soc}}^{\theta} \frac{dt}{T}, \quad dt = d\theta/\omega \tag{6}$$

and $\omega$ is the engine speed [33]. The end of the main combustion $\theta_m$ is given by

$$\theta_m = \theta_{soc} + \Delta\theta, \quad \Delta\theta = d_1\theta_{soc} + d_0 \tag{7}$$

where $\Delta\theta$ is the burn duration and $(d_0, d_1)$ are tuned parameters. The complete ignition model becomes

$$\theta_m(T_{ivc}) = \kappa^{-1}(1)(1 + d_1) + d_0 \tag{8}$$

implicitly defined by Eq. (5)- (7). The combustion phasing, the 50% burn angle, is one output from the model and is given by

$$\theta_{50} = \theta_{soc} + \Delta\theta/2 \tag{9}$$

The temperature rises due to combustion is assumed to occur instantaneously at $\theta_m$, given by (7), and $\theta_n$, which is assumed constant, and given by

$$\Delta T_m = \frac{Q_{nm}}{c_v m_f} , \quad \Delta T_n = \frac{Q_{nn}}{c_u m_t x_r} \tag{10}$$

where $m_t$ is the charge mass, given later in Eq. (21), and $m_t x_r$ is the residual charge mass. Assuming that sufficient oxygen is present (lean combustion), the net heat of reaction during main combustion $Q_{nm}$ is modeled by

$$Q_{nm} = m_f (1 - \eta_m(\theta_m)) x_r \eta_n q \tag{11}$$

where $m_f$ is the fuel mass, $\eta_m$ is the combustion efficiency, and $q = q_{thv}(1 - \epsilon)$ where $q_{thv}$ is the lower heating value and $\epsilon$ represents heat losses. At exhaust valve closing (evc), the fuel mass is given by Eq. (2) and the net heat release during the nvo $Q_{nn}$ is then

$$Q_{nn} = m_f (1 - \eta_m(\theta_m)) x_r \eta_n q \tag{12}$$

where $\eta_n$ is the combustion efficiency of the re-compression phase.

The completeness of the main combustion, captured by the efficiency $\eta_m$, is modeled as a sigmoid function of $\theta_m$ as

$$\eta_m(\theta_m) = e_1 \left(1 + \exp\left(\frac{\theta_m - e_2}{e_3}\right)^{-1}\right) \tag{13}$$

which captures the trend in experimental data [4]. The dependence of $\eta_m$ on the combustion phasing was identified in [4] as one key nonlinearity for describing the behavior at high CV while no clear trends were observed for the efficiency of the nvo period $\eta_n$. For simplicity, $\eta_n$ is assumed constant.
C. Temperature dynamics

By assuming adiabatic mixing of ideal gases with constant specific heats, the temperature at ivc $T_{ivc}(k + 1)$ of cycle $k + 1$ is given by

$$T_{ivc}(k + 1) = (1 - x_r(k))T_{im} + x_r(k)T_r(k)$$  \hspace{1cm} (14)

where $x_r(k)$ is the residual gas fraction and $T_{im}$ is the intake manifold temperature which is considered fixed. The temperature of the intake is varying slowly relative to the duration of an engine cycle and is typically close to ambient temperature. The temperature of the residual gas $T_r(k)$ of cycle $k$ is derived in the following.

The compression and expansion are polytropic processes with slope $\gamma$, which for simplicity is assumed constant. The pressure and temperature are thus given as a function of crank angle $\theta$ by

$$p(\theta) = p_{ivc} \left( \frac{V_{ivc}}{V(\theta)} \right)^\gamma$$
$$T(\theta) = T_{ivc} \left( \frac{V_{ivc}}{V(\theta)} \right)^{\gamma - 1}$$ \hspace{1cm} (15a)

$$p(\theta) = p_{am} \left( \frac{V(\theta_m)}{V(\theta)} \right)^\gamma$$
$$T(\theta) = T_{am} \left( \frac{V(\theta_m)}{V(\theta)} \right)^{\gamma - 1}$$ \hspace{1cm} (15b)

where $V(\theta)$ is the cylinder volume function given by Eq. (27) and $V_z = V(\theta_z)$ is the volume at the crank angle $\theta_z$. It is assumed that the combustion occurs instantaneously at $\theta_m$, given by (8), and the state after combustion is given by

$$T_{am} = T(\theta_m) + \Delta T_c, \hspace{0.5cm} p_{am} = p(\theta_m) = \frac{T_{am}}{T(\theta_m)}$$  \hspace{1cm} (16)

where $\Delta T_c$ is given by (10).

The blowdown occurs instantaneously and the remaining gases follow a polytropic process from pressure at exhaust valve opening $p(\theta_{evo})$ to exhaust manifold pressure $p_{em}$

$$T_{bd} = T_{evo} \left( \frac{p_{em}}{p(\theta_{evo})} \right)^{1 - 1/\gamma}$$  \hspace{1cm} (17)

and the temperature of the residual gases at exhaust valve closing becomes

$$T_{evo} = c_e T_{bd}$$  \hspace{1cm} (18)

where $c_e$ accounts for cooling of the residuals during the exhaust process.

The compression and expansion during nvo are polytropic processes, thus $p(\theta)$ and $T(\theta)$ are given by expressions analogous to Eq. (15a) for $\theta \in (\theta_{evo}, \theta_n]$ and Eq. (15b) for $\theta \in (\theta_n, \theta_{ivo}]$. The state after instantaneous combustion of the unburned fuel at $\theta_n$, which is assumed constant, is given by

$$T_{an} = T(\theta_n) + \Delta T_r, \hspace{0.5cm} p_{an} = p(\theta_n) = \frac{T_{an}}{T(\theta_n)}$$  \hspace{1cm} (19)

where $\Delta T_r$ is given by (10). Finally, the temperature of the residual gases at intake valve opening is formulated based on the temperature $T_{ivo}$ obtained after polytropic expansion from $T_{an}$:

$$T_r = T_{ivo} = T_{an} \left( \frac{V(\theta_n)}{V_{ivo}} \right)^{\gamma - 1}$$  \hspace{1cm} (20)

Now, express the charge mass as

$$m_t = \frac{p_{ivc} V_{ivc}}{RT_{ivc}}$$  \hspace{1cm} (21)

and introduce the following parameters

$$\alpha = c_e \left( \frac{p_{em}}{p_{ivc}} \right)^{\frac{\gamma - 1}{\gamma}} \left( \frac{V_{evo}}{V_{ivc}} \right)^{\gamma - 1}$$  \hspace{1cm} (22a)

$$\beta = \frac{q(\gamma - 1)}{p_{ivc} V_{ivc}}$$  \hspace{1cm} (22b)

$$\zeta = \frac{q \eta_m (\gamma - 1)}{p_{ivc} V_{ivo}^{\gamma - 1}} V(\theta_n)^{\gamma - 1}$$  \hspace{1cm} (22c)

which are assumed constant for a given operating condition. By combining Eq. (10)–(12) and (15)–(21) this parametrization gives the following description for the temperature of the residual gases at the end of cycle $k$:

$$T_r(k) = \left\{ \alpha \left[ 1 + \beta \eta_m(\theta_m) m_{f}(k) V(\theta_m)^{\gamma - 1} \right] \right\}^{\frac{1}{\gamma}} + \zeta m_{f}(k) (1 - \eta_m(\theta_m)) T_{ivc}(k)$$  \hspace{1cm} (23)

where $\theta_m = \theta_m(T_{ivc}(k))$ is given by (5)–(7). The parameter $\alpha$ is related to the engine breathing, through the ratio $p_{em}/p_{ivc}$ of exhaust to ivc pressure, and the exhaust process, by the cooling factor $c_e$ (note that $V_{evo}/V_{ivo} = 1$ since nvo typically is close to symmetrical). The $\beta$ and $\zeta$ are related to the temperature rise per mass of fuel that burns during the main combustion and during the re-compression, respectively.

D. Residual gas fraction

The level of the residual gas fraction $x_r$ is regulated by the nvo but analysis of estimates of $x_r$ for different nvo settings in [4] shows that nvo only controls the mean value $\bar{x}_r$, see also the return map for $x_r$ in Fig. 1. The variations around the mean are shown to be close to normally distributed with a standard deviation of approximately 0.8%. Thus, there are almost no deterministic relationships between subsequent values and to capture the apparent randomness, $x_r$ is modeled as a constant $\bar{x}_r$ with added Gaussian white noise,

$$x_r(k) = \bar{x}_r + e(k), \hspace{0.5cm} e(k) \in N(0, \sigma)$$  \hspace{1cm} (24)

where $e(k)$ is normally distributed with zero mean and variance $\sigma^2$. The properties of $x_r(k)$ are estimated from experiments but the modeling approach can also be interpreted as treating higher order dynamical effects as stochastic noise from many sources so that their combined effect is approximately normally distributed, see [29] where stochastic noise is used to account for parametric uncertainties in a model for lean SI operation. Underlying physical phenomena may, e.g., be due to turbulent flow that affects the amounts of residuals from one cycle to the next.
E. Complete model

The temperature at ivc and the fuel mass in the next cycle \( k + 1 \) are given by the states at cycle \( k \) and the inputs, \( m_i(k) \) and \( \bar{x}_r \),

\[
\begin{align*}
T_{\text{ivc}}(k + 1) &= f(T_{\text{ivc}}(k), m_i(k), x_r(k)) \\
m_i(k + 1) &= g(T_{\text{ivc}}(k), m_i(k), m_k(k), x_r(k))
\end{align*}
\]  

(25)

where \( x_r(k) \) is given by (24), \( f \) is defined by (14) and (23), and \( g \) is defined by (4). The outputs are

\[
\begin{align*}
\theta_{50}(k) &= h(T_{\text{ivc}}(k)) \\
Q_m(k) &= m_i(k) \eta_{\text{ivc}} \eta_m(\theta_m(T_{\text{ivc}}(k)))
\end{align*}
\]  

(26)

given by (8), (9), and (13). Compared to related work, such as [12]–[17], the state-dependent efficiency \( \eta_m(\theta_m(T_{\text{ivc}}(k))) \), the term with the parameter \( \xi \), and the parameter \( \eta_m \) in Eq. (4) and (23) are the important differences since these represent the effect of incomplete combustion, heat release during re-compression, and recycled unburned fuel. In particular, the one-state model in [15] is obtained by letting \( \eta_m = \eta_n = 1, \xi = 0 \), and \( V_{\text{evc}}/V_{\text{ivc}} = 1 \). In a study of spark-assisted HCCI [34], the unburned fuel mass is estimated based on a model that can be derived from Eq. (3), (11), and (12) if the heat release during the nvo period is neglected which implies letting \( Q_n \) and \( \eta_n \) be zero. In summary, the developed model compared to these previous low-order models [12]–[17], [34] captures the coupling introduced by the unburned fuel mass that has been identified as an important mechanism, in addition to charge temperature, for explaining the high CV [4]. In comparison with higher fidelity models, such as [26] and [27], the developed second-order model (25) captures the main mechanisms and is more amenable for nonlinear control development. It can finally be noted that all the previously mentioned HCCI models are deterministic while the model of the residual gas fraction (24) introduces a stochastic element, which is essential in order to reproduce the dynamic evolution observed in experiments as shown in the remainder of this paper.

IV. MODEL VALIDATION

Experiments to tune and validate the proposed model were performed at the Automotive Laboratory at University of Michigan on a single-cylinder gasoline direct-injection engine with a Ricardo Hydra crankcase. The displacement is 0.55 L, the compression ratio is 12.5, and the engine is equipped with a fully-flexible valve actuation system. More details on the setup are found in [35]. The fuel is research grade gasoline and is delivered in one injection during nvo starting at 330° before the top dead center of the main combustion (TDCm). The experiments were run in open loop with all actuators constant except for coolant control and the dynamometer keeping the speed constant at 2000 rpm. Nominal conditions represent a typical medium load operation point where the injected fuel mass \( m_i \) is 9.6 \( \text{mg/\text{cycle}} \) corresponding to 2.8 bar net indicated mean effective pressure (IMEP) and relative air-fuel ratio \( \lambda = 1.7 \).

To fully observe the dynamical evolution, data for 3000 engine cycles were recorded in each operating point which is about ten times more cycles than for a typical experiment.

For the analysis, the engine data are subsequently processed by an iterative procedure to calculate important variables for each individual cycle. This procedure includes residual gas fraction estimation, gross heat release analysis, and estimation of unburned fuel and combustion efficiencies. More details on the estimation procedure are found in [4], [25].

A. Parametrization

The parameters of the model described by (4), (14), and (23) are determined from sensor readings, data sheets, and data fitting as described in the following. The data used for fitting are taken from an operating condition with fairly high CV. The coefficient of variation (standard deviation divided by sample mean), CoV, of IMEP is 13.3% whereas, in production engines, an acceptable level is below 5%. This was a deliberate choice to get sufficiently rich data for capturing the evolution at high CV. With the parametrization described next, the model captures that the couplings between cycles change as the internal dilution varies and cause the CoV to vary from 2.4% to 17.8%.

The operating conditions, obtained from the sensor measurements, are shown in Tab. I. For the model of the cylinder volume, the engine geometry is 0.55 L displacement per cylinder and a compression ratio \( r_c \) of 12.41:1. The bore \( b \) is 86 mm and the stroke \( 2a \) is 94.6 mm while the connecting rod length \( l \) is 156.5 mm. With these parameters, the volume \( V \) at the crank angle \( \varphi \) is obtained by

\[
V = \frac{\pi ab^2}{4} \left( 1 + \frac{2}{r_c - 1} \cos \varphi - \sqrt{(\frac{b}{a})^2 - \sin^2 \varphi} \right)
\]  

(27)

from the standard relations, see [36, Ch. 2.2].

The parameters for the ignition model (8) are fitted to data by interpreting the start of combustion \( \theta_{\text{soc}} \) as the 10% burn angle and \( \theta_{50} \) as the 90% burn angle. The values are given in Tab. II and the relationship between \( \theta_{50} \) and \( T_{\text{ivc}} \) is depicted in the left panel of Fig. 3. The efficiency model for the main combustion \( \eta_m(\theta_m) \) in Eq. (13) and the constant efficiency of the nvo combustion \( \eta_n \) are fitted to data. The efficiency models are depicted in the right panel of Fig. 3.

The lumped temperature parameters \( \alpha \) and \( \beta \) are computed from (22a) and (22b), respectively, whereas \( \xi \) was increased from its nominal value, given by (22c), manually in order to roughly tune the predicted onset of the instabilities, discussed in Sec. V, to match the data. The values are given in Tab. III.

In summary, the parameters that typically are not known or measured on-board are the 6 parameters for the combustion phasing in Tab. II, the 4 parameters for the temperature...
evolution in Tab. III, and the 4 parameters for the efficiency models in the right panel of Fig. 3. Additional work is needed in the future to tune these parameters systematically for different engine operating conditions.

**B. Comparison with experiments**

Model predictions for varying nvo are generated by feeding the model (25) with \( x_r(k) \) according to (24) by generating samples from a normal distribution with different \( \bar{x}_r \). The mean value \( \bar{x}_r \) is set equal to the mean value estimated for each experimental condition. The fuel input \( m_i \) is set to the measured value 9.6 mg/cycle. All model parameters are constant for all the evaluated cases and have been tuned to match the case for nvo \( = 147^\circ \). The initial conditions \( T_{ivc}(0), m_i(0) \) for the model are unknown. These are guessed and the model is iterated a large number of times and the initial transients are removed. After that 3000 samples are recorded (the same number as in the experiments).

The return maps from experimental measurements and predicted by the model are shown in Fig. 4 and 5 for the outputs (26), combustion phasing and heat release during main combustion. The experimental return maps immediately show nonlinear dynamical features. The behavior changes notably, in a qualitative sense, when reducing the nvo, which mainly reduce the mean of the almost normally distributed residual gas fraction \( x_r \), see Fig. 1. Further, the characteristic patterns that emerge are asymmetric about the diagonal implying asymmetry in time. This means that it cannot be described by any one-to-one transformation of a stationary Gaussian random process [37, Thm. 1].

The measured and predicted patterns for the phasing \( \theta_{50} \) have one part, or “leg”, that stretches out approximately perpendicular to the diagonal. For low \( x_r \), another “leg” appears for low \( \theta_{50}(k) \) in the left part of the figure bending the left tip of the pattern. The angle between the emerging main leg and the diagonal is approximately \(-1\) indicating that unstable behavior with increasing oscillation amplitude occurs. The bent tip shows that there is a limit so that when the amplitude gets sufficiently large, the combustion recovers and the oscillation amplitude will reduce in the following cycle.

The total gross heat release during main combustion \( Q_m \) shows an emerging pattern that can be described as three “legs” that stretch out in different directions from the middle of the cloud. The two most apparent ones are pointing vertically and at the upper left corner. The smaller third leg is pointing almost parallel to the diagonal. The vertical leg indicates an unstable behavior where, for an average heat release around 400 J, the following cycle can have a large range of heat release values. These legs indicate sequences of cycles starting far down the vertical that is followed by a lower heat release and then a higher than average before returning to closer to average values.

The second-order model is a considerable simplification of the complex phenomena in the combustion process with the parameters tuned for one case and thus some discrepancies

![Fig. 4. Measured and modeled return maps for the combustion phasing of the main combustion \( \theta_{50} \) for decreasing nvo, which decreases the average residual gas fraction \( x_r \) and increases the CoV of IMEP. The operating condition is 2000 rpm and 2.8 bar IMEP.](image)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine speed</td>
<td>( \omega )</td>
<td>2000 rpm</td>
</tr>
<tr>
<td>Intake valve closing</td>
<td>( ivc )</td>
<td>203 °aTDCn</td>
</tr>
<tr>
<td>Pressure at ( ivc )</td>
<td>( p_{ivc} )</td>
<td>1.09 bar</td>
</tr>
<tr>
<td>Intake temperature</td>
<td>( T_{in} )</td>
<td>313 K</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scaling factor</td>
<td>( A )</td>
<td>0.2865 ( t_{bar}^{-n} )</td>
</tr>
<tr>
<td>Temperature factor</td>
<td>( B )</td>
<td>7.974 ( 10^3 ) K</td>
</tr>
<tr>
<td>Pressure exponent</td>
<td>( n )</td>
<td>-4.337</td>
</tr>
<tr>
<td>Polytropic exponent</td>
<td>( m )</td>
<td>1.303</td>
</tr>
<tr>
<td>Burn duration offset</td>
<td>( d_0 )</td>
<td>7.574° aTDCm</td>
</tr>
<tr>
<td>Burn duration slope</td>
<td>( d_1 )</td>
<td>1.488</td>
</tr>
</tbody>
</table>

**TABLE III**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breathing parameter</td>
<td>( \alpha )</td>
<td>0.773</td>
</tr>
<tr>
<td>Temperature rise factor, main comb.</td>
<td>( \beta )</td>
<td>1.819 ( t_{mg} m^3/° )</td>
</tr>
<tr>
<td>Polytropic exponent</td>
<td>( \gamma )</td>
<td>1.309</td>
</tr>
<tr>
<td>Temperature rise factor, nvo comb.</td>
<td>( \zeta )</td>
<td>0.127 ( t_{mg} )</td>
</tr>
</tbody>
</table>
are expected. The most apparent differences between the measurements and the predictions are the smaller thickness of the predicted heat release return map and the overestimated level of variability in the first case. Still, there are good geometric similarities between the patterns that emerge when gradually proceeding from a low to a high variability case. The different directions, or “legs”, that appear in the return maps are getting more pronounced as \( x_r \) decreases, and CoV IMEP increases, and this is captured well by the model.

C. Remarks

Other operating conditions at lower and higher load were also analyzed, which showed that the same characteristics appear with the addition of runaway phenomena at higher loads. Moreover, analogous experiments investigating high CV were performed on a four-cylinder 2 L engine in [24] and compared to data from the single-cylinder used here. The analysis in [24] shows that the dynamical evolution of the combustion phasing \( \theta_{50} \) is qualitatively similar between the single-cylinder and the individual cylinders on the multi-cylinder engine. The agreement between different engine platforms supports that the dynamical evolution of \( \theta_{50} \) is indeed a general characteristic of lean HCCI operating with high residuals. It also means that the model developed here can capture the behavior in a multi-cylinder engine, possibly utilizing cylinder-individual values \( x_r \) and a few parameters.

V. ANALYSIS OF TEMPERATURE AND FUEL DYNAMICS

The stability of the model is first investigated through a bifurcation analysis on the underlying deterministic model in Eq. (25)–(26) by assuming that the residual gas fraction \( x_r(k) \) is constant. After that, numerical simulations show the dynamical behavior of the complete model with noise when \( x_r(k) \) is described by Eq. (24).

A. Bifurcation diagram

Bifurcation diagrams are constructed with residual gas fraction \( x_r \) as the bifurcation parameter and the injected fuel mass \( m_i \) constant. Accordingly, the curve of fixed points (equilibrium points) \( x^*(x_r) \) defined by

\[
x^* = F(x^*; x_r)
\]

is sought where the map \( F \) is given by Eq. (25) as

\[
x(k+1) = F(x(k); x_r) = \left[ f(T_{ivc}(k), m_f(k), x_r), g(T_{ivc}(k), m_i(k), m_f(k), x_r) \right]
\]

where \( x(k) = [T_{ivc}(k), m_f(k)] \), \( f \) is defined by (14) and (23), and \( g \) is defined by (4). The problem of finding the curve of fixed points to a map can be solved with numerical continuation techniques and a predictor-corrector method based on the Moore-Penrose matrix pseudo-inverse is used here, see [38, Ch. 10]. The linear stability of a fixed point is determined by numerically estimating the Jacobian \( F_* \) and computing its eigenvalues \( \mu \), which are called multipliers. The stability of a cycle of period \( n \) is determined analogously by studying the composition of the map \( n \) times, e.g., \( F^n(F(x^*; x_r)) \) for \( n = 2 \). The fixed point curve is finally transformed with the output equations (26) to produce the diagrams in Fig. 6. It is concluded from these diagrams that at \( x_r \) of 44% an instability occurs, a one-dimensional bifurcation with one stable multiplier and the other at \( -1 \), and a stable period-2 cycle appears. More period-doubling bifurcations occur with shorter intervals for lower \( x_r \), the first is the stable period-4 cycle at 41.6%. For increasing residual gas fraction, the stability is lost at \( x_r \) of 60%, see Fig. 6, and the model predicts a thermal runaway where the phasing gets increasingly advanced. In reality the acceptable ringing of the engine would probably limit the operation, before runaway occurs, to a phasing after TDC and thus less than \( x_r \) of 56% in this case.

In Fig. 7, the stable fixed points for cycles of periods 1, 2, 4, 8 are shown in return maps. When \( x_r \) is reduced towards 40%, a behavior resembling chaos appears and the iterates of the model fall on the attractors shown with small dots in the figure. These curves for the lowest \( x_r \) are almost one-dimensional which means that given the value in one cycle, a simple one-dimensional function can predict a value in the next cycle.
for these conditions. However, if the dynamic behavior is chaotic then nearby trajectories diverge fast and only short term prediction of a few cycles can be expected. Moreover, in reality for these extremely low values of \( r \), there is a risk for combustion so irregular that the engine stalls.

### B. Orbit diagram with noise

The bifurcation analysis in the previous section studies the stability as the parameter \( x_r \) is varied between different constant values. As explained above, \( x_r \) is more accurately described as the random process in Eq. (24). Dynamical systems close to bifurcation points may, in general, have different behavior for time-varying versus constant parameters, see the discussion and examples in [39, Ch. 3.3]. The effect of the variability in \( x_r \) is investigated as follows. The outputs (26) from the nonlinear deterministic model (25) become random processes when using the input model (24). To study the characteristics of the output the model is iterated 3000 times, discarding initial transients, for varying \( x_r \). The parameter \( \sigma \) is at the constant value of 9.6 \( \text{s}^{-1} \), these values correspond to the experimental conditions described in Sec. IV. The characteristics of the generated time-series are discussed in the following.

The calculated probabilities for combustion phasing and heat release in the time series for each \( x_r \) are shown in Fig. 8. Also shown are the (noise-free) bifurcation diagrams from Fig. 6. The diagram shows that the output variance increases as \( \bar{x}_r \) reduces and it is possible to discern that the probability distribution tends to develop from a uni-modal shape to more of a bi-modal as \( \bar{x}_r \) reduces below the value of the first period-doubling. However, the fine structure of the bifurcation diagram is no longer visible with this level of noise.

The return maps for \( \bar{x}_r \) of 44.3%, 50.3%, and 54.3% are shown in Fig. 9 overlaid with the noise-free return maps from Fig. 7. For \( \bar{x}_r = 44.3\% \) the deterministic model is stable and close to a period-2 cycle, with stochastic input the behavior changes notably. When \( \bar{x}_r \) is increased towards the early instability, a positive correlation between successive \( \bar{x}_{50} \) appears.
qualitatively different dynamical behavior when the average phasing is late, normal, and early. In the first case, there are oscillations between early and late phasing with amplitude that is limited by the bent tip of the pattern. For normal phasing, the variations between cycles appear to be random while the positive correlation for higher $\bar{x}_r$ suggests sequences where the phasing increases from one cycle to the next.

The attractors in the noise-free case for $x_r = 40.2\%$ have similar shapes but do not have the same level of agreement as the noisy return maps, see Fig. 8–9. Note that the deterministic model still has a stable cycle (period 8) at 40.9% which is more than $4\sigma$ from $\bar{x}_r = 44.3\%$ (the lowest $\bar{x}_r$ in Fig. 4) which means that the samples of $x_r$ are very rarely in the region where the model may exhibit chaotic behavior (with a constant $x_r$). Thus, the nonlinear deterministic model driven with stochastic input offers a reasonable description of the experimental observations.

VI. CONCLUSIONS

Dynamical instabilities in autoignition combustion are investigated by analyzing experimental data and low-order models. A two-state model, capturing the dynamics of the recycled thermal energy in the residual gases and the recycled chemical energy in the unburned fuel, is derived. Preliminary tuning of the model shows good agreement as dilution varies at one operating condition. Future work will aim for a systematic tuning methodology. The dynamical properties of the model are studied through bifurcation analysis and by adding stochastic noise, with properties estimated from data, to the bifurcation parameter which is the residual gas fraction. It is demonstrated that the onset of instability is predicted by the bifurcation analysis without noise and that the characteristics of the dynamical evolution seen at late phasing in experiments are reproduced by modeling the residual gas fraction as a Gaussian white noise process.
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