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Preface

The conjugate nature is an inherent feature of any heat transfer problem, because the intention of any heat transfer process is an interaction of at least two mediums or subjects. This inherent property specifies the fact that heat transfer processes began to be studied as conjugate problems soon after such a possibility was realized with the advent of computers. Apparently, the same consideration gives an understanding why the number of publications in this area continues to grow like an avalanche.

The development of the conjugate heat transfer approach is important not only in that conjugate formulation is one of fundamental nature access, but also that it has a wide range of applications. The advanced conjugate modeling of convective heat transfer phenomena is now used extensively in different applications. Beginning with simple examples in 1965 through the 1970s, this approach is now used to create models of various device operational and technological processes from relatively simple procedures to complex, multistage, nonlinear processes.

I have studied the conjugate convective heat transfer systematically for more than 40 years, beginning in about 1965, and initially this book was intended as a sum of my achievements. However, in the process of working, it became clear that a real value of any result can be understood only from the point of view of the contemporary knowledge in the area of interest, and the book gradually has been transformed into a review of the body of publications. Thus, finally, the book has become one of the first consistent presentations of the current situation in conjugate convective heat transfer. I hope that I have been sufficiently successful in meeting and resolving such a challenge.

This book begins with a short introduction, “What is conjugate heat transfer like?” and closes by discussing the question, “Should any heat transfer problem be considered as a conjugate?” Three parts and ten chapters incorporate the theory, the methods of study, and the applications of conjugate convective heat transfer. More than a hundred examples of solved typical conjugate problems in different areas from early publications to many contemporary results are considered. Although it is obvious that the choice of such examples is random and depends on preferences, background, and insight, I hope that the presented pattern of examples offers the reader a basic understanding of the current situation in the area of conjugate convective heat transfer.

The first part of the book consists of the approximate analytical solutions of conjugate heat transfer problems (Chapter 2) and methods of estimation of heat transfer from nonisothermal surfaces (Chapter 1), which were basically
used in the early works to get approximate conjugate solutions. Two types of approximate solutions are considered. The first includes solutions based on the approximate energy equation when the approximate velocity distribution across the thermal boundary layer is used. Another group contains solutions with results that could not be refined or that are difficult to upgrade. Most examples of this type of solution are taken from early works, yet some results obtained recently are included as well, as these approximate methods are still in use due to their simplicity and comprehensibility.

This first part of the book presents the initial period of conjugate heat transfer development, and the remainder includes the theory, the methods of solutions, the applications, and the examples that fit the modern level of knowledge in this area.

The second part contains five chapters (Chapters 3 through 7). These chapters represent theory (Chapters 3 through 5); modern analytical (Chapter 6); and numerical (Chapter 7) methods of conjugate convective heat transfer investigation and corresponding examples of solutions. Chapters 3 and 4 incorporate the exact and accurate approximate solutions of the thermal boundary layer equations for arbitrary nonisothermal surfaces in the laminar (Chapter 3) and turbulent (Chapter 4) flows. Solutions for both the laminar and turbulent incompressible flows with zero and nonzero pressure gradients are given in two forms: in the differential form in the series of consecutive derivatives of the temperature; and in the integral form with the influence function of the unheated zone. In the case of laminar flow, the other exact solutions for arbitrary nonisothermal surfaces are obtained: for the cases of heat flux distribution and unsteady temperature distribution; for high-speed compressible flow; for power law non-Newtonian fluids; for fluids with significant energy dissipation; and for axisymmetric and rotation bodies.

The general theory of nonisothermal and conjugate heat transfer developed on the basis of the solutions presented in Chapters 3 and 4 is outlined in Chapter 5. The general properties of nonisothermal and conjugate convective heat transfer are formulated, and the basic parameters determining the intensity of heat transfer are indicated. The effect of different factors is studied, including the temperature head distribution, the temperature head and pressure gradients, the flow regime, the body shape, and the Biot number. Reynolds analogy and gradient analogy (between pressure and temperature head gradients) are investigated, and conditions are formulated when such analogies are valid. A phenomenon of heat flux inversion that is similar to separation of flow is studied, and the like and unlike properties of both phenomena are indicated. The deformation of the temperature head profile in the thermal boundary layer as a physical reason for the existence of heat inversion is analyzed. On the basis of this analysis, it is shown that there are temperature head distributions that correspond to surfaces with zero heat transfer. Such a surface can be theoretically generated, if the temperature head profile has a zero angle tangent at each point of the surface.
section of this chapter, the technique of optimization of heat transfer in flows over bodies is provided.

In Chapter 6, the general method for solving conjugate heat transfer problems is developed. Both the differential and integral forms for surface heat flux obtained in Chapter 3 are used. It is shown that the differential expression for heat flux is, in fact, the general condition of the third kind, which transforms in the usual condition of the third kind for the case of an isothermal surface when all of the derivatives become zero. By taking into account some derivatives, a more accurate solution can be obtained, and it becomes possible to estimate an error, which can occur when the condition of the third kind is used, and then to decide whether there is a need for a conjugate problem solution. The method of reducing the steady or unsteady conjugate heat transfer problems to an equivalent problem for a conduction equation with a general boundary condition of the third kind is offered, which is similar to a well-known approach with the usual condition of the third kind. Using both the differential and integral expressions for surface heat flux, the method of successive differential–integral approximations is suggested in which integral expression is used to refine the result obtained by the differential expression, and vice versa. The simple method for calculating the conjugate heat transfer from thermally thin bodies using universal tabulated functions is proposed for both the steady and unsteady cases. It is shown that the singularity in temperature distribution at the leading edge of the plate is defined by the Reynolds number exponent in the Nussel number equation for an isothermal surface, so that the series describing the temperature distribution at the leading edge is in integer powers of one-half and one-fifth for laminar and turbulent flows, respectively. The other cases are considered, and a general rule for determining the character of singularity in the temperature distribution at the leading edge is derived. It is also proved that the Biot number is a conjugate criterion defining the level of thermal coupling between the fluid and the solid, and that the various relations suggested by different authors are in fact the other forms of the Biot number.

Sections 6.7 through 6.10 in Chapter 6 discuss the following analytical methods currently used for solving conjugate heat transfer problems: integral transforms and similar methods, asymptotic series in eigenfunctions, superposition, Green’s function, and perturbation methods. Examples are presented for each method.

Chapter 7 contains an analysis of contemporary numerical methods for solving conjugate heat transfer problems. The relation and mutual importance of numerical and analytical approaches are discussed. Different finite-difference and finite-element methods are described and compared using the weighted residual approach. The difficulties in computing the convection–diffusion terms, velocities, and pressure, and methods of resolving these problems are discussed. The central-difference and upwind scheme as well as some others are compared to show their advantages and shortcomings. The SIMPLE and SIMPLER software are described. The existing numerical
approaches for subdomain solutions conjugation, such as simultaneous solving of one large set of equations for fluids and solids, iterative schemes, and using the superposition principle for conjugation are analyzed. Some modern numerical approaches to improve the convergence of the iterative conjugation methods, such as the multigrid or meshless techniques, are discussed as well. A number of examples of the numerical solutions of the conjugate heat transfer of the flows in tubes, channels, and around and inside the bodies are presented to illustrate the use of the described methods.

The third part of the book is composed of three chapters describing applications in the thermal treatment of material (Chapter 8), in the technological processes (Chapter 9), and in the manufacturing equipment operation (Chapter 10). Numerous conjugate heat transfer problems of simulation of various industrial processes are presented including:

- Protection of the reentry rocket by a thermal shield (Example 10.10).
- Heat transfer from a moving plate (Examples 8.1 and 8.2).
- The thermal process in the microchannel of challenging a heat exchanger (Example 10.7).
- The Czochralski crystal growth process (Example 9.4).
- The optical fiber coating process (Example 8.7).
- The rewetting process in nuclear reactors in case of an emergency accident (Examples 10.11 and 10.12).
- The cooled turbine blades (Examples 10.8 and 10.9).
- The multidimensional freeze-drying process of food (Example 9.9).

Different approaches are used. Mostly, the finite-difference and finite-element methods are employed because the problems are usually complicated. However, some analytical and other numerical methods are used as well. In particular, these include:

- The special method of separation variables is used in the problem of rewetting the surfaces by falling film (Example 10.11).
- The integral method is employed in the problem of rewetting semi-infinite plates (Example 10.12).
- The method of reduction of the conjugate heat transfer problem to an equivalent heat conduction problem (Chapter 3) is applied in the problem of drying a moving strip of material (Example 8.2).

Abram Dorfman
Ann Arbor, Michigan
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Introduction

What Is Conjugate Heat Transfer Like?

Exact formulation of convective heat transfer problems requires using the boundary condition of the fourth kind. Such a boundary condition consists of the conjugation of the body and fluid temperature fields at their interface. Because a conjugation procedure is complicated, instead of it, the boundary condition of the third kind has been used since the time of Newton:

\[ q_w = h(T_w - T_\infty) \]  

(I.1)

The heat transfer coefficient, \( h \), is usually determined experimentally, and no well-found theoretical approach was available until the last few decades. Because the value of the heat transfer coefficient depends on the wall temperature distribution, data for the isothermal wall \( T_w = \text{const} \) heat transfer coefficient have been used for practical calculations. This simplified approach in which the effect of actual wall temperature distribution is neglected was acceptable before the advent of the computer, when the required calculation accuracy was not as high.

Intense interest in the conjugate convective heat transfer arose at the end of 1960s, and beginning at that time, many convective heat transfer problems have been considered using a conjugate, coupled, or adjoint formulation. These three equivalent terms correspond to a situation when the solution domain consists of two or more subdomains in which studied phenomena are described by different differential equations. After solving the problem in each of the subdomains, these solutions should be conjugated. The same procedure is needed if the problem is governed by one differential equation, but the subdomains have different materials or other properties.

For example, heat transfer between a body and a fluid flowing past it is a conjugate problem, because the heat transfer inside the body is governed by the elliptic Laplace equation or by the parabolic differential equation, while the heat transfer inside the flowing fluid is governed by the elliptic Navier-Stokes equation or by the parabolic boundary layer equation. The solution of such a problem gives the temperature and heat flux distributions along the body–fluid interface, and there is no need for a heat transfer coefficient. Moreover, the heat transfer coefficient can be calculated using these results. A another example of a conjugate problem is the transient heat transfer...
between a hot plate and a cooling thin fluid flowing along it. In such a case, the plate at each moment is divided into a wet part covered with moving film and a dry one until uncovered. Although heat transfer in both portions of the plate is governed by the same conduction equation, the solutions obtained for each of the parts should be conjugated, because the thermal properties of wet and dry parts are different.

There are many conjugate problems in other areas of science. For instance, studying subsonic-supersonic flows required conjugation, because the subsonic flow is governed by elliptic or parabolic differential equations, while the supersonic flow is described by the hyperbolic differential equation [1]. Combustion theory and biological processes are two other examples. Every combustion process has two areas containing fresh and burnt gases with different properties [2]. In biology, diffusion processes usually proceed simultaneously in qualitatively different areas (e.g., in membranes) and, therefore, require a conjugation procedure [3].

Analogous mathematical problems with a similar formulation, usually called mixed problems, began to be considered much earlier than these physical systems. The most famous mixed parabolic/hyperbolic equation was investigated by Tricomi in 1923. This equation is now widely used for subsonic-supersonic flows [1].
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Nomenclature

\[
\text{Bi} = \frac{h\Delta}{\lambda_w} \quad \text{Biot number}
\]

\[
\text{Br} = \frac{\lambda\Delta}{\lambda_w L \Pr Re^n} \quad \text{Brun number}
\]

\[C_1, C_2\]
Exponents of influence functions in integral forms determining surface heat flux and temperature

\[
\text{C}_f = \frac{\tau_w}{\rho U^2_\infty} \quad \text{Friction coefficient}
\]

\[2St/\text{Cf}\]
Reynolds analogy coefficient

\[\text{c, c}_p\]
Specific heat and specific heat at constant pressure J/kg K

\[\dot{c} = \rho c\Delta\]
Thermal capacity J/m²K

\[D, D_h\]
Diameter and hydraulic diameter m

\[D_m\]
Diffusion coefficient, m²/s

\[
\text{Ec} = \frac{U^2}{c_p\theta_w} \quad \text{Eckert number}
\]

\[f(\xi/ x)\]
Influence function of unheated zone at temperature jump

\[f_q(\xi/ x)\]
Influence function of unheated zone at heat flux jump

\[
\text{Fo} = \frac{\alpha t}{L^2} \quad \text{Fourier number}
\]

\[
G = \frac{\mu L^2}{\lambda_w \Delta T} \quad \text{Griffth number, Example 8.6}
\]
Gr = $\frac{\beta \theta_w g L^2}{v^2}$  
Grashof number

$g_k, h_k$  
Coefficients of series in differential forms determining surface temperature and heat flux

$g$  
Gravitational acceleration, m/s$^2$

$h, h_m$  
Heat and mass transfer coefficients, W/m$^2$K

$k$  
Specific heat ratio or turbulence energy in $k-\omega$ model

$K_r, K_q$  
Constants in power rheology laws for non-Newtonian fluids

$Kn = \frac{l}{D_h}$  
Knudsen number, Example 10.7

$l$  
Body length or mixing length or free path, m

$L$  
Characteristic length, m

$Le = \frac{D_m}{\alpha}$  
Lewis number, Example 8.8

$L_s = \frac{\lambda_w h}{\rho_w c_w^2 U_w^2 \Delta}$  
Leidenfrost number, Example 10.12

$Lu = \frac{\rho c}{\rho_w c_w}$  
Luikov number, Section 6.6.1

$M = \frac{U}{U_{sd}}$  
Mach number

$M$  
Moisture content, kg/kg

$n, s$  
Exponents in power rheology law for non-Newtonian fluids

$Nu = \frac{hL}{\lambda}, Nu = \frac{hL^{s+1}}{K_q U^s}$  
Nusselt number for Newtonian and non-Newtonian fluids

$p$  
Pressure, Pa
<table>
<thead>
<tr>
<th>Nomenclature</th>
<th>xxix</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Pe} = \frac{UL}{\alpha}$</td>
<td>Peclet number for Newtonian and non-Newtonian fluids</td>
</tr>
<tr>
<td>$\text{Pr} = \frac{\nu}{\alpha}$, $\text{Pr} = \frac{\rho c_p U^{1-s} L^{1+s}}{K_q}$</td>
<td>Prandtl number for Newtonian and non-Newtonian fluids</td>
</tr>
<tr>
<td>$q, q_v$</td>
<td>Heat flux, $W/m^2$, and volumetric heat source, $W/m^3$</td>
</tr>
<tr>
<td>$r/s$</td>
<td>Exponent in heat transfer coefficient expression for isothermal surface</td>
</tr>
<tr>
<td>$\text{Ra} = \frac{\beta \theta_w g L^3}{\nu \alpha}$</td>
<td>Rayleigh number</td>
</tr>
<tr>
<td>$\text{Re} = \frac{UL}{\nu}$, $\text{Re} = \frac{\rho U^{2-n} L^n}{K_r}$</td>
<td>Reynolds number for Newtonian and non-Newtonian fluids</td>
</tr>
<tr>
<td>$\text{Sc} = \frac{\nu}{D_m}$</td>
<td>Schmidt number, Example 9.1</td>
</tr>
<tr>
<td>$\text{Sh} = \frac{h_m}{\rho c_p D_m}$</td>
<td>Sherwood number, Example 9.1</td>
</tr>
<tr>
<td>$\text{St} = \frac{h}{\rho c_p U}$</td>
<td>Stanton number</td>
</tr>
<tr>
<td>$\text{Sk} = \frac{4\pi T^4 L}{\lambda_m}$</td>
<td>Starks number, Example 7.15</td>
</tr>
<tr>
<td>$\text{Ste} = \frac{c_p \Delta T}{\Lambda}$</td>
<td>Stephan number, Example 9.2</td>
</tr>
<tr>
<td>$t$</td>
<td>Time, s</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature, K</td>
</tr>
<tr>
<td>$u, v, w$</td>
<td>Velocity components; $u, v$ parts in integrating by parts</td>
</tr>
<tr>
<td>$U$</td>
<td>Velocity on outer edge of boundary layer</td>
</tr>
</tbody>
</table>
Nomenclature

\[ u_r = \sqrt{\frac{\tau_u}{\rho}} \]  
Friction velocity

\[ u^+ = \frac{u}{u_r}, y^+ = \frac{yu_r}{\nu} \]  
Variables in wall law

\[ x, y, z \]  
Coordinates

Greek Symbols

\[ \alpha \]  
Thermal diffusivity \( m^2/s \)

\[ \beta \]  
Dimensionless pressure gradient in self-similar solutions and turbulent equilibrium boundary layer or volumetric thermal expansion coefficient, \( 1/K \)

\[ \chi_t = \frac{h}{h_s}, \chi_p = \frac{h_m}{h_m^*} \]  
Nonisothermicity and nonisobaricity coefficients, Example 8.8

\[ \chi_f = \frac{C_f}{C_{f*}} \]  
Nonisotachicity coefficient, Section 5.2

\[ \delta, \delta^*, \delta^{**} \]  
Boundary layer thicknesses, m

\[ \delta, \delta_{ij} \]  
Delta function and Kronecker delta

\[ \Delta \]  
Body or wall thickness, m

\[ \kappa \]  
Constant determining mixing length

\[ \lambda \]  
Thermal conductivity, \( W/mK \)

\[ \Lambda \]  
Latent heat, \( J/kg \) or \( \lambda_s / \lambda \)

\[ \mu \]  
Viscosity, \( kg/s \cdot m \)

\[ \nu \]  
Kinematic viscosity, \( m^2/s \)

\[ \xi \]  
Unheated zone length, m

\[ \theta = T - T_\infty \]  
Temperature excess
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Nomenclature

\[ \theta_w = T_w - T_\infty \]  
Temperature head

\[ \rho \]  
Density, kg/m\(^3\)

\[ \sigma \]  
Stefan-Boltzmann constant, W/m\(^2\)K\(^4\)

\[ \tau \]  
Shear stress, N/m\(^2\)

\[ \Phi, \varphi \]  
Prandtl-Mises-Görtler variables

\[ \psi \]  
Stream function, m\(^2\)/s

\[ \omega \]  
Specific dissipation rate in \( k-\omega \) model

Some of these symbols are also used in different ways, as indicated in each case.

Subscripts

\[ \text{av} \]  
Average

\[ \text{ad} \]  
Adiabatic

\[ \text{as} \]  
Asymptotic

\[ \text{bl} \]  
Bulk

\[ \text{e} \]  
End or effective or entrance

\[ \text{i} \]  
Initial; inside

\[ \text{L} \]  
At \( x = L \)

\[ \text{m} \]  
Mass average, or mean value, or moisture

\[ \text{o} \]  
Outside

\[ \text{s} \]  
Solid

\[ \text{sd} \]  
Sound
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### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>q</td>
<td>Constant heat flux</td>
</tr>
<tr>
<td>t</td>
<td>Thermal</td>
</tr>
<tr>
<td>tb</td>
<td>Turbulent</td>
</tr>
<tr>
<td>w</td>
<td>Fluid–solid interface</td>
</tr>
<tr>
<td>( \xi )</td>
<td>After jump</td>
</tr>
<tr>
<td>( \infty )</td>
<td>Far from solid</td>
</tr>
<tr>
<td>*</td>
<td>Isothermal</td>
</tr>
</tbody>
</table>

### Superscripts

- \( +, - \): From both sides of interface
- \( +, ++ \): Wall law and other variables for turbulent boundary layer

### Overscores

- \( \sigma, \delta \): Dimensionless; or transformed or auxiliary
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Analytical Methods for the Estimation of Heat Transfer from Nonisothermal Walls

In this chapter, the approximate analytical methods for calculating heat transfer from arbitrary nonisothermal walls are analyzed. Most of the early solutions of conjugate heat transfer problems are based on those approximate methods. Moreover, approximate analytical methods are frequently used at present due to their simplicity and easy physical interpretation of the results.

1.1 Basic Equations

The majority of practically important problems of flow and heat transfer are characterized by high Reynolds (Re) and Peclet (Pe) numbers. In such a case, viscosity and conductivity are significant only in thin boundary layers, and the system of Navier-Stokes and energy equations is simplified to boundary layer equations. For laminar steady-state flow of an incompressible fluid with constant thermophysical properties, these equations are [1]

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0, \quad u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} - U \frac{dU}{dx} - v \frac{\partial^2 u}{\partial y^2} = 0, \\
u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} - \frac{\partial^2 T}{\partial y^2} - \frac{\alpha}{c_p} \frac{\partial u}{\partial y} \left( \frac{\partial u}{\partial y} \right)^2 = 0
\]  

(1.1)

The solutions of system (1.1) must satisfy the boundary conditions at the body surface and far away from the body:

\[
y = 0 \quad u = v = T = T_b(x), \quad y \rightarrow \infty \quad u \rightarrow U, \quad T \rightarrow T_\infty
\]  

(1.2)

Prandtl and Misis independently transformed the boundary layer equations into the form that is close to that of the heat-conduction equation [1]. This form is obtained using new variables \( x \), stream function \( \psi \), and \( Z = U^2 - u^2 \):

\[
u \frac{\partial \psi}{\partial y}, \quad \frac{\partial Z}{\partial x} - vu \frac{\partial^2 Z}{\partial y^2} = 0, \quad \frac{\partial T}{\partial x} - \frac{\partial}{\partial \psi} \left( u \frac{\partial T}{\partial \psi} \right) - \frac{\nu}{c_p} \left( \frac{\partial u}{\partial \psi} \right)^2 = 0
\]

\[
\psi = 0 \quad Z = U^2(x), \quad T = T(x), \quad \psi \rightarrow \infty \quad Z \rightarrow 0, \quad T \rightarrow T_\infty
\]  

(1.3)
Equation (1.3) has a singularity on the surface such that the derivatives with respect to $\psi$ become infinite. Because the velocity near the wall is an analytic function, one gets

$$u \sim c_1 y + c_2 y^2 + \ldots, \quad \psi = \int_0^y u dy \sim \frac{c_1}{2} y^2 + \frac{c_2}{3} y^3 + \ldots$$  \hspace{1cm} (1.4)

Hence, $y \sim \psi^{1/2}$, the derivative $\partial y / \partial \psi \sim \psi^{-1/2}$, and $\partial y / \partial \psi \rightarrow \infty$ when $\psi \rightarrow 0$.

### 1.2 Self-Similar Solutions of the Boundary Layer Equations

If the body has a shape of a wedge with opening angle $\pi \beta$, then the velocity of the potential of an ideal fluid flow obeys a power law distribution. If the temperature head along the wedge also obeys a power law distribution,

$$U(x) = C x^m, \quad m = \beta / (2 - \beta), \quad T_w(x) - T_\infty = C_1 x^{m_1}$$  \hspace{1cm} (1.5)

and then the partial differential equation (Equation 1.1) reduces to ordinary differential equations. In this case, it is said that the boundary layer equations have self-similar solutions. Physically, this means that the velocity and the temperature head distributions in different sections of the boundary layer are identical, so that single velocity and single temperature head profiles form if they are plotted in the self-similar variables:

$$u / U = \varphi(\eta), \quad T - T_w / (T_\infty - T_w) = \theta(\eta), \quad \eta = y \sqrt{(m+1)Cx^{m-1} / 2\nu}, \quad \varphi = \psi \sqrt{m+1 / 2vx^{m+1}}$$  \hspace{1cm} (1.6)

Equation (1.1) in the variables $\varphi, \theta$, and $\eta$ transform into ordinary differential equations:

$$\varphi'' + \varphi \varphi'' + \beta(1 - \varphi'^2) = 0, \quad \theta'' + Pr \varphi \theta' + \frac{2m_1}{m+1} Pr \varphi(1-\theta) = 0$$  \hspace{1cm} (1.7)

Equation (1.7) is numerically integrated and tabulated [1]. Using these results, the friction coefficient, the Nusselt number, and the heat flux are determined:

$$C_f = \sqrt{2(m+1)\varphi''(0) / \text{Re}_x^2}, \quad Nu_x = \sqrt{\frac{m+1}{2} \theta'(0) \sqrt{\text{Re}_x}}, \quad q_w = C_1 \lambda \sqrt{\frac{(m+1)C}{2\nu} \theta'(0)x^{m_1+1 - m - 1 / 2}}$$  \hspace{1cm} (1.8)
It is seen that in self-similar flows, the heat flux changes along the wall also according to the power law with exponent \( m_2 = 1 - m_1/2 \). Thus, heat flux is constant on the wall if \( m_1 = 1/2 \). Hence, on the plate \((m = 0)\) with constant heat flux, the temperature varies as \( -x^{1/2} \), while the stagnation point surface \((m = 1)\) in such a case is isothermal.

**Example 1.1: The Effect of Boundary Conditions**

Table 1.1 shows that boundary conditions significantly affect the value of the Nusselt number. Thus, on the stagnation point surface, the heat transfer coefficients for the surfaces with \( T_w = \text{const} \) and \( q_w = \text{const} \) are equal, while for the plate these coefficients differ remarkably. For the medium and high Prandtl numbers, the difference between two coefficients is 36%, whereas for the low Prandtl numbers it reaches 57%.

### 1.3 Solutions of the Boundary Layer Equations in the Power Series

Self-similar solutions are applicable to only a narrow class of problems. In general, when the velocity \( U(x) \) and temperature head \( T_w - T_\infty = \theta_w(x) \) are arbitrary functions, the boundary layer equations may be solved by approximate methods. In 1908, Blasius was the first to suggest such a method [1]. The method is based on the assumption that the velocity and temperature head distributions around the symmetrical body can be presented in the form of a power series:

\[
U(x) = u_1 x + u_3 x^3 + u_5 x^5 + \ldots, \quad \theta_w(x) = \theta_{w0} + \theta_{w2} x^2 + \theta_{w4} x^4 + \ldots
\]  

The solutions presented in the same form of power law series,

\[
\psi(x, y) = \psi_1(y)x + \psi_3(y)x^3 + \psi_5(y)x^5 + \ldots
\]

\[
T - T_\infty = \theta(x, y) = \theta_0(y) + \theta_2(y)x^2 + \theta_4(y)x^4 + \ldots
\]
being substituted into boundary layer equations give the system of ordinary differential equations defining the coefficients of these series. Howarth [1] shows that the variable \( \eta = y \sqrt{u_1/x} \) transforms equations for series coefficients into a universal form that is independent on a specific problem. These coefficients and corresponding derivatives are tabulated [2,3] and can be used to calculate the friction and heat transfer for any series (Equation 1.9). For air (\( \text{Pr} = 0.7 \)), the Nusselt number is given as (\( D \) is a characteristic length) [3]:

\[
\text{Nu} = \frac{D}{\theta_w} \sqrt{\frac{u_1}{v}} \left[ \theta_{w0} \left( \frac{0.4959 + 0.4764 \frac{u_3}{u_1} x^2 + \frac{u_3}{u_1} \left( 1.054 + 0.6678 \frac{u_3^2}{u_1 u_3} \right) x^4 }{1 + 0.852 x^2 + 0.6678 \frac{u_3}{u_1} x^4 + \ldots} \right) \right] + \theta_{w2} \left( 0.852 x^2 + \ldots \right) + \theta_{w4} \left( 1.054 x^4 + \ldots \right) + \ldots \]
\]

(1.11)

The more general case of an asymmetrical body when a power law series (Equation 1.9) contains all values of exponents is considered in the literature [3]. Computational experience shows that the methods based on the power law extension yield satisfactory results basically at a relatively small distance from the stagnation point. In order to obtain satisfactory accuracy at a large distance from the stagnation point, a large number of universal functions is required. This is because the number of universal functions needed for expressing coefficients in final series increases rapidly with the number of terms. This problem is especially severe for the asymmetrical bodies. At the same time, in the simpler case of symmetrical flow over a body, universal functions for the shear stress have already been calculated up to terms containing \( x^{11} \), and even the velocity profiles on the circular cylinder including a point of separation are calculated [1].

Görtler [1] suggested power law series solutions in special variables:

\[
\Phi = \frac{1}{V} \int_0^\infty U(\zeta) d\zeta,, \quad \eta = \frac{y U}{\sqrt{2\Phi}}, \quad \varphi = \frac{\psi}{\sqrt{2\Phi}}, \quad \theta = \frac{T - T_w}{T_\infty - T_w} \quad (1.12)
\]

Converting Equation (1.1) to these variables, one obtains

\[
\frac{\partial^2 \Phi}{\partial \eta^2} + \beta(\Phi) \left[ 1 - \left( \frac{\partial \Phi}{\partial \eta} \right)^2 \right] = 2 \Phi \left[ \frac{\partial^2 \Phi}{\partial \Phi \partial \eta} \frac{\partial \Phi}{\partial \eta} - \frac{\partial \Phi}{\partial \Phi} \frac{\partial^2 \Phi}{\partial \eta^2} \right] \quad (1.13)
\]

\[
\frac{1}{\text{Pr}} \frac{\partial^2 \theta}{\partial \eta^2} + \frac{\partial \theta}{\partial \eta} + 2 \Phi \beta_1(\Phi) \frac{\partial \Phi}{\partial \eta} (1 - \theta) = 2 \Phi \left[ \frac{\partial \Phi}{\partial \eta} \frac{\partial \theta}{\partial \Phi} - \frac{\partial \Phi}{\partial \Phi} \frac{\partial \theta}{\partial \eta} \right] \quad (1.14)
\]

\[
\beta(\Phi) = \frac{2}{U} \int_0^x U(\zeta) d\zeta, \quad \beta_1(\Phi) = \frac{2 \nu}{U \theta_w} \frac{d \theta_w}{d x}
\]
If the velocity $U(x)$ and the temperature head $\theta_w(x) = T_w(x) - T_\infty$ are power law functions (Equation 1.5), then $\beta$ and $\beta_t$ are constant. In this case, $\varphi$ and $\theta$ are functions only of variable $\Phi$, and the Görtel Equations (1.13) and (1.14) become identical to the self-similar Equation (1.7). In general, when $U(x)$ and $\theta_w(x)$ are arbitrary functions, $\beta$ and $\beta_t$ are presented as power series in variable $\Phi$. In this case, the solution of Equations (1.13) and (1.14) can be introduced in the form of a similar power law series in $\Phi$. Then, the ordinary differential equations for coefficients of the Görtel series are obtained, which are analogous to these for the Blasius series. The Görtel series are used for solving a number of problems. In particular, these series are used to study forced [3] and natural [4] convective heat transfer from nonisothermal surfaces. It is found that the Görtel series converge more rapidly than the Blasius power series, but their convergence is not always satisfactory.

### 1.4 Integral Methods

Integral methods are widely used because of their relative simplicity, which follows from replacing the differential equations of the boundary layer by the integral relationships. In this case, the conservation laws are not satisfied in each point of the flow, but only integrally, on the average for each cross-section through the boundary layer.

To obtain the integral relationships, Equation (1.1) is rewritten in the form

$$\frac{\partial (U u)}{\partial x} + \frac{\partial (U v)}{\partial y} - u \frac{d U}{d x} = 0 \quad \frac{\partial (u^2)}{\partial x} + \frac{\partial (uv)}{\partial y} - u \frac{d U}{d x} - v \frac{d^2 u}{d y^2} = 0$$

(1.15)

The first part of Equation (1.15) is obtained by multiplication of the continuity Equation (1.1) by $U$. The second part is a sum of continuity Equation (1.1), multiplied by $u$, and momentum Equation (1.1). Integrating across the boundary layer the difference between the first and second parts of Equation (1.15) and taking into account that the derivative $(\partial u/ \partial y)$ at $y \to \infty$ and the product $v(U - u)$ at $y = 0$ and $y \to \infty$ turn to zero, one obtains the integral boundary layer momentum equation. The integral boundary layer energy equation is obtained in a similar manner by integrating across the boundary layer the difference between the energy Equation (1.1) and continuity Equation (1.1) multiplied by $(T - T_\infty)$:

$$\frac{d}{dx} (U \delta^\infty) + U \frac{d U}{d x} \delta^\infty = \frac{\tau_u}{\rho} \quad \frac{d}{dx} (U \theta_w \delta_t^\infty) = \frac{q_w}{\rho c_p}$$

(1.16)

$$\delta^* = \int_0^\infty \left(1 - \frac{u}{U}\right) dy \quad \delta^\infty = \int_0^\infty U \left(1 - \frac{u}{U}\right) dy \quad \delta_t^\infty = \int_0^\infty \frac{U}{U} \frac{T - T_\infty}{T_w - T_\infty}$$

(1.17)
Here $\delta^*, \delta^{**}, \delta^{***}$ are displacement, momentum, and energy thicknesses. Because the integral boundary layer equations satisfied the conservation laws on the average for each cross-section through boundary layer, they do not yield any information on the velocity and temperature distributions across the boundary layer. For this reason, the velocity and temperature profiles are found in integral methods by selecting suitable sets of functions satisfying the boundary conditions.

**Example 1.2: Friction and Heat Transfer from an Arbitrary Nonisothermal Plate [5]**

The velocity and temperature distributions are specified as the four power polynomials. Ten coefficients of these polynomials are selected in such a manner as to satisfy the following ten conditions on the plate, as well as on the outer edge of the velocity ($y = \delta$) and thermal ($y = \delta_t$) layers.

\[
y = 0, \quad u = 0, \quad T = T_w(x); \quad \frac{\partial^2 u}{\partial y^2} = \frac{\partial^2 T}{\partial y^2} = 0,
\]

\[
y = \delta, \quad u = U, \quad \frac{\partial u}{\partial y} = \frac{\partial^2 u}{\partial y^2} = 0; \quad y = \delta_t, \quad T = T_\infty, \quad \frac{\partial T}{\partial y} = \frac{\partial^2 T}{\partial y^2} = 0
\]

(1.18)

The third conditions at $y = 0$ follow from the boundary layer equation for gradientless flow, and the other conditions are obvious. Simple calculations give the profiles

\[
\frac{u}{U} = 2\eta - 2\eta^3 + \eta^4 = F(\eta) \quad \eta = \frac{y}{\delta}
\]

Then, Equation (1.16) yields the differential equations, defining the thicknesses of the velocity and thermal boundary layers. The dynamic thickness is obtained simply:

\[
\delta \frac{d\delta}{dx} = \frac{630 \nu}{37 U}, \quad \delta_t \frac{d\delta_t}{dx}(\theta_m \delta^{**}) = \frac{2\alpha^2}{U}
\]

(1.20)

Two cases must be considered to get the thermal boundary layer thicknesses: when the thermal boundary layer is thinner ($Pr \geq 1$) and thicker $Pr \to 0$ than the velocity boundary layer. Taking into account that in the second case outside of the velocity boundary layer, the function $F_\infty(\eta)$, relations for the first and second cases are obtained ($\varepsilon = \delta_t/\delta$):

\[
\frac{\delta^{**}}{\delta_t} = \frac{2e}{15} + \frac{3e^3}{140} + \frac{e^4}{180}(e \leq 1), \quad \frac{\delta^{**}}{\delta_t} = \frac{3}{10} + \frac{2}{15e^2} - \frac{3}{180e^4} \frac{1}{e > 1}
\]

(1.21)
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Retaining here only the two first terms and putting the restricted expressions into the second Equation (1.20) gives two ordinary differential equations. The solution of these equations yields two expressions defining the thickness of the thermal boundary layers for $\text{Pr} \geq 1$ and $\text{Pr} \to 0$:

\[
\frac{\delta_x}{\delta_y} = \frac{0.871}{\text{Pr}^{1/3}[\theta_w(x)]^{1/2} x^{1/4}} \left[ \int_0^x \frac{[\theta_w(x)]^{1/2} x^{1/4}}{x^{1/4}} dx \right]^{-1/3}
\]  \hspace{1cm} (1.22)

\[
\frac{\delta_x}{\delta_y} = \frac{0.626}{\text{Pr}^{1/2} \theta_w(x)x^{1/2}} \left[ \int_0^x [\theta_w(x)]^{1/2} dx \right]^{-1/2}
\]  \hspace{1cm} (1.23)

Comparing these results with self-similar solutions gives the estimation of accuracy.

Nusselt numbers corresponding to Equation (1.8) for a power law temperature head are

\[
\text{Nu}_x = 0.358(2m_1 + 1)^{1/3} \text{Pr}^{1/3} \text{Re}^{1/2}, \quad \text{Nu}_y = 0.548(2m_1 + 1)^{1/2} \text{Pr}^{1/2} \text{Re}^{1/2}
\]  \hspace{1cm} (1.24)

Then, for surfaces with $\theta_w = \text{const.}$ ($m_1 = 0$) and $q_w = \text{const.}$ ($m_1 = 1/2$), one obtains: 0.358, 0.548 and 0.452, 0.775. for $(\text{Pr} \geq 1)$ and $\text{Pr} \to 0$, respectively. According to data from Table 1.1, the largest difference, about 12%, is in the case of $q_w = \text{const.}$ and $\text{Pr} \to 0$.

The case when both functions $\theta_w(x)$ and $U(x)$ are arbitrary is examined in [6].

Integral methods employing polynomials generally yield satisfactory results in cases when the profiles of velocity and temperature in the boundary layer do not exhibit singularities and can be accurately described by polynomials. This condition generally holds at relatively small velocity gradients in the mainstream and small temperature heads. In the case of large, especially of large negative, gradients (divergent flows and a temperature head falling along the flow), approximation of velocity and temperature profiles in a boundary layer by polynomials becomes unsatisfactory.

In these cases, significantly better results are obtained when the velocity and temperature distributions across the layer are described by a set of profiles corresponding to the exact solution of some particular problem of the boundary layer, for example, by a set of profiles obtained via self-similar solutions. Such a method for the velocity boundary layer was developed by Kochin and Loytysanskiy [7]. Subsequently, this method for heat transfer coefficients was developed by Skopets [8], Zysina-Molozhen et al. [9], and Drake [10].

The Kochin-Loytysanskiy method is based on an assumption that at arbitrary $U(x)$ and $\theta_w(x)$, the velocity and temperature distributions...
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across the layer are described by function (1.6) that depends on parameters, just as in the case of self-similar flows:

\[ \frac{u_s}{U} = \varphi(\eta, \beta), \quad (T - T_w)/(\bar{T} - T_w) = \theta(\eta, \beta, m_1, Pr), \quad \eta = y \sqrt{U'/\beta v} \]

(1.25)

The parameters \( \beta \) and \( m_1 \) are selected in such a manner that the integral relation (1.16) is satisfied in each section across the boundary layer. For this purpose, function (1.25) is substituted into Equation (1.16). This yields two differential equations:

\[
\frac{df}{dx} = \frac{U''}{U'} f + \frac{U'}{U} F(f), \quad \frac{df_i}{dx} = \left( \frac{U''}{U'} - 2 \frac{\theta'_w}{\theta'_w} \right) f_i + \frac{U'}{U} F_i(f, f_i)
\]

(1.26)

which define, at specified \( U(x) \) and \( \theta_w(x) \), functions \( f(x) = \delta^{\nu} U'/\nu \) and \( f_i(x) = \delta^{\nu} U'/\nu \), termed the velocity and thermal shape parameters, respectively. Functions \( F(f) \) and \( F_i(f, f_i) \) are evaluated from tables of self-similar solutions. For known \( F(f) \) and \( F_i(f, f_i) \), Equation (1.26) can be solved numerically. As a result, the thicknesses \( \delta^{\nu} \) and \( \delta^{\nu} \) are determined, and then the friction coefficient and Nusselt number are obtained:

\[ C_f = (\nu/\delta^{\nu}) \zeta(f) \quad \text{Nu}_x = (x/\delta^{\nu}) \zeta_i(f, f_i) \]

(1.27)

where \( \zeta(f) \) and \( \zeta_i(f, f_i) \) are tabulated functions [7].

Methods for calculating heat transfer coefficients from nonisothermal surfaces were also developed by Ambrok [11], Shuh [12], Spalding [13], and Siban [14]. A greater number of studies, which are surveyed by Spalding and Pun [15], are concerned with heat transfer from isothermal surfaces.

Integral methods are extensively used for calculating coefficients of friction and heat transfer in turbulent flows. In this case, however, experimental data must be used for defining the functions describing the velocity and temperature distributions in the layer and for defining the relationships contained in the integral equations. Many methods are suggested. Most of these pertain to calculating friction coefficients. Much less is done on heat transfer from isothermal surfaces, and relatively few studies are concerned with heat transfer from nonisothermal surfaces. Surveys of such methods are presented, among others, in [1,16–19].

One of the simplest methods for calculating friction and heat transfer in turbulent flow is based on the power functions for the velocity and temperature distributions:

\[ \frac{u}{U} = \left( \frac{y}{\delta} \right)^{\nu}, \quad \frac{T - T_w}{T_w - T_\infty} = \left( \frac{y}{\delta_\infty} \right)^{\nu} \]

(1.28)

These functions describe rather satisfactorily the distribution of these parameters in the turbulent layer, but they do not represent their
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distribution in the viscous sublayer. Because of this, the skin friction and the heat transfer cannot be calculated by differentiating function (1.28), as in the case of a laminar layer. In this case, the friction and heat transfer coefficients are determined using correlations of numbers of experimental data.

Using the well-known law of the wall \( u / u_r = 8.74(yu_r / v) \), the constants \( C = 0.045 \) and \( n = -1/4 \) in the general relation \( C_f = C \Re^{-n} \) may be defined as follows [19]. Transforming the first part of Equation (1.28) to variables of law of the wall leads to the following expression:

\[
\frac{u}{u_r} = (C/2)^{-4.7} \Re^{-1/4} (yu_r / v)^{1/7}, \quad C_f = 0.045 \Re^{1/4} 
\]  

(1.29)

which should be identical with this law. This occurs only if \( 4n + 1 = 0 \) when the Reynolds number exponent becomes zero and \( (C/2)^{-4.7} = 8.74 \), giving Equation (1.29).

The heat transfer coefficient can be estimated using the following ratio for the turbulent layer out of the viscous sublayer:

\[
\tau / q = \lambda_d (\partial T / \partial y) / \mu_d (\partial u / \partial y).
\]

Calculating derivatives from Equation (1.28) and assuming that turbulent Prandtl number \( \Pr = 1 \) and that \( \tau_r = \tau_w \) and \( q = q_w \) in the vicinity of the wall, one gets

\[
St = 0.0225 \Pr^{1/4} \Re^{-3/4} (\delta / \delta_t)^{1/7} 
\]  

(1.30)

where \( \Pr^{-3/4} \) is added to take into account the Prandtl number effect. Using this expression and relation (1.29) for the friction coefficient, one obtains from the integral relationship (1.16) two differential equations:

\[
\frac{d \delta^{4/7}}{dx} - \frac{115}{28} \frac{1}{U} \frac{dU}{dx} \delta^{4/7} = 0.289 \left( \frac{v}{U} \right)^{4/7} 
\]  

(1.31)

\[
\frac{d \delta}{dx} + \frac{8}{9} \frac{1}{U \theta_d \delta} \frac{d(\theta_d \delta)}{dx} \delta^{-3/7} = \frac{0.260}{\Pr^{3/4} \delta^{4/7}} \left( \frac{v}{U} \right)^{4/7} 
\]  

(1.32)

Integrating these equations [16] yields \( \delta \) and \( \varepsilon = \delta / \delta_t \). Then, Equation (1.29) and Equation (1.30) can be used for calculating the friction and heat transfer coefficients.

Integral methods based on power law approximation (1.28) as well as methods employing polynomials are suitable in those cases when the velocity and temperature profiles across the layer do not exhibit singularities. The law of the wall is valid for a whole boundary layer at small Reynolds numbers. At high Reynolds numbers, the velocity distribution across the layer is described by a composite function that consists of the law of the wall for the inner and the velocity defect law,

\[
\frac{U - u}{u_r} = f \left( \frac{y}{\delta} \right) 
\]  

(1.33)
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for the outer parts of the turbulent boundary layer. (See details in Section 4.1.) Integral methods employing such composite profiles were developed by Patankar and Spalding [17].

In calculating the coefficients of heat transfer from nonisothermal walls, extensive use is made of a method based on the conservative nature of the laws of heat transfer, written in the form of relationships between the local parameters of the boundary layer [20–23]. Theoretical analysis and experiments [22,23] show that one can neglect the effect of the pressure gradient and thermal boundary condition on the law written as

\[ \text{St} = C \text{Re}^{m} \text{Pr}^{n} \] (1.34)

This makes it possible to use, in the general case, this equation derived for the simplest case of gradientless flow and constant wall temperature. Substitution of Equation (1.34) into the second integral relationship (1.16) yields an equation that, when integrated, gives

\[ \text{Re}_{\text{sc}} = \frac{1}{\theta_{w}} \left[ C(1-n)\text{Re} \text{Pr}^{m} \int_{0}^{x/L} \theta_{w}^{1-n} d\left(\frac{x}{L}\right) \right]^{1/n} \] (1.35)

The constants \( C = 0.0128, n = -1/4, m = -0.6 \) are obtained from workup of a large volume of experimental data. Once \( \text{Re}_{\text{sc}} \) is defined, \( \text{St} \) is found from Equation (1.34).

This approach allows determination of the solution of a large number of problems in a rather simple manner and with accuracy sufficient for practical needs [20,21,24]. However, it is shown [21–23] that the relative error in \( \text{St} \), resulting from neglecting the effect of boundary conditions on the governing relationship, can be estimated by the inequality

\[ \frac{\Delta St}{St} \leq 0.1 \frac{\text{Re}_{\text{sc}}}{\text{St} \text{Re}_{\text{w}}} \frac{d\theta_{w}}{d(x/L)} \] (1.36)

### 1.5 Method of Superposition

The equation of the thermal boundary layer is linear, so one can apply to it the principle of superposition. According to this principle, the solution for the general case of an arbitrary nonisothermal wall can be obtained as a sum of particular solutions, found for some simple law of the wall temperature variations. One such simple law is stepwise change in temperature downstream of a nonheated zone. In this case, the wall temperature remains equal to the free stream temperature to some point \( x = \xi \) and at this point changes suddenly to some constant value \( T_{w} \). If the solution of this problem
is known, then for arbitrary wall temperature distribution, the solution is given by the following integral [25,26]:

\[
\frac{T - T_\infty}{T_w - T_\infty} = \theta(x, y, \xi), \quad T - T_\infty = \int_0^x \theta(x, y, \xi) \frac{dT_w}{d\xi} d\xi + \sum_{k=1}^{i} \theta(x, y, \xi_k) \Delta T_w \tag{1.37}
\]

Here the integral pertains to the continuous part, and the summation pertains to breaks in the temperature distribution, and \( \Delta T_{wk} \) is a temperature jump in a point with coordinate \( \xi_k \).

Differentiating Equation (1.37) with respect to \( y \) and using the influence function \( f(x, \xi) \) yields the expression for the heat flux at the arbitrary nonisothermal wall:

\[
q_w = h \left[ \int_0^x f(x, \xi) \frac{dT_w}{d\xi} d\xi + \sum_{k=1}^{i} f(x, \xi_k) \Delta T_w \right] \quad h_{\parallel}/h = f(x, \xi) \tag{1.38}
\]

Here the influence function describes the effect of the nonheated zone on the coefficient of heat transfer \( h \) downstream of the sudden temperature change. Expression (1.38) is valid for any flow mode, and because successful methods for determining \( h \) are available, the main difficulty consists in calculating the influence function.

**Example 1.3: Calculating the Influence Function [25,26]**

For the elementary case of laminar gradientless flow and \( Pr \geq 1 \), the influence function is calculated by the integral method. The velocity and temperature profiles across the layer were approximated by third-degree polynomials. In this case, the thickness \( \delta \) and the ratio of \( \varepsilon = \delta/\delta \) are calculated by the same differential equation (Equation 1.16) as when using polynomials (Equation 1.18) but with different coefficients:

\[
\frac{d\delta}{dx} = \frac{140}{13} \frac{\nu}{U}, \quad \delta \frac{d(\delta^2)}{dx} = 10 \frac{\alpha}{U} \tag{1.39}
\]

Substituting \( \delta \) obtained from the first equation into the second equation yields a differential equation with a solution (with \( 13/14 = 1 \)) that gives the influence function in the following form:

\[
e^3 + 4e^2x \frac{de}{dx} = \frac{13}{14Pr} \quad f(\xi/\delta) = \left[ 1 - (\xi/\delta)^4 \right]^{-1/3} \tag{1.40}
\]

A more general result, pertaining to arbitrary gradient flows but limited to high \( Pr \), is due to work by Lighthill [27]. He used the Prandtl-Mises form of thermal boundary Equation (1.3) and assumed that the velocity in the thermal boundary layer is proportional to \( \psi \) or, according to Equation (1.4), to \( \psi^{1/2} : u = \tau_u \psi/\mu = (2\tau_u \psi/\mu)^{1/2} \). The correctness of this
assumption improves at higher Pr, as the thermal layer becomes thinner compared with the velocity layer. Substituting the relation for velocity into Prandl-Mises Equation (1.3) gives

$$\frac{\partial T}{\partial x} = \frac{1}{Pr} \left( \frac{2\tau_w}{\rho^2} \right)^{1/2} \left( \frac{\partial}{\partial y} \left( \nu \frac{\partial T}{\partial y} \right) \right)$$  \hfill (1.41)

Solution of this equation for the heat flux in the case of stepwise temperature $\Delta T_w$ and a varying temperature $T_w(x)$ is given by Lighthill [27]:

$$q_w = 0.5384 \lambda \left( \frac{Pr}{\rho v^2} \right)^{1/3} \sqrt{\tau_w(x)} \left( \int \sqrt{\tau_w(z)} \, dz \right)^{-1/3} \Delta \theta_w$$  \hfill (1.42)

**Example 1.4: Accuracy of Linear Velocity Distribution [27]**

To estimate the exactness of linear velocity distribution across the thermal boundary layer, Lighthill calculated the Nusselt number for self-similar solution and uniform surface temperature. In this case, Equation (1.8) becomes

$$\frac{Nu_{L}}{\sqrt{Re_{L}}} = 0.807 Pr^{1/3} \left[ \phi'(0) \right]^{1/3} \left[ \frac{3}{2} (m+1) \right]^{-2/3}$$  \hfill (1.43)

Table 1.2 compares the results obtained by this equation with self-similar solutions for $Pr = 0.7$. The agreement is best for $m = 0$, because in this case the derivatives of velocity at the wall vanish, and the velocity profile is close to linear. For $m > 0$, the error is greater because $\partial^2 u/\partial y^2 < 0$. For $m < 0$, the profile has a point of inflection, $\partial^2 u/\partial y^2$ is positive for small $y$ and negative for large $y$, giving too small a heat transfer rate.

Using Equation (1.42) and expression for shear stress, one can calculate the influence function. In particular, for self-similar flows it is found [16,26]:

$$f (\xi/\lambda) = \left[ 1 - (\xi/\lambda)^2 \right]^{2/3} \rightarrow 3$$  \hfill (1.44)

**Table 1.2**

Accuracy of the Lighthill Formula (Equation 1.42)

<table>
<thead>
<tr>
<th>$m$</th>
<th>-0.0904</th>
<th>-0.0654</th>
<th>0</th>
<th>1/9</th>
<th>1/3</th>
<th>1</th>
<th>4</th>
<th>$\rightarrow \infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equation (1.43)</td>
<td>0.497</td>
<td>0.601</td>
<td>0.648</td>
<td>0.653</td>
<td>0.587</td>
<td>0.398</td>
<td>0.398</td>
<td>0.921</td>
</tr>
<tr>
<td>Self-similar data</td>
<td>0.541</td>
<td>0.585</td>
<td>0.596</td>
<td>0.576</td>
<td>0.495</td>
<td>0.325</td>
<td>0.325</td>
<td>0.741</td>
</tr>
<tr>
<td>Error (%)</td>
<td>-8</td>
<td>+3</td>
<td>-9</td>
<td>-13</td>
<td>-18.5</td>
<td>-22.5</td>
<td>+24</td>
<td></td>
</tr>
</tbody>
</table>
Equation (1.43) becomes exact as \( \text{Pr} \to \infty \). In the second limiting case, when \( \text{Pr} \to 0 \), the thickness of the velocity boundary layer tends to zero, so that the longitudinal velocity over the entire thermal layer can be taken equal to the free-stream velocity: \( u = U(x) \). The equation of the thermal boundary layer then becomes simpler, and for self-similar flows, the influence function can be presented in a form similar to that of Equation (1.44):

\[
U(x) \frac{\partial T}{\partial x} = \alpha \frac{\partial^2 T}{\partial y^2}, \quad f(\zeta/x) = \left[ 1 - (\zeta/x)^{3+1} \right]^{-2}
\] (1.45)

The influence functions for turbulent gradientless flow at \( \text{Pr} \approx 1 \) are similar:

\[
f(\zeta/x) = \left[ 1 - (\zeta/x)^{3/10} \right]^{-9} \quad f(\zeta/x) = \left[ 1 - (\zeta/x)^{0.14} \right]^{-2}
\] (1.46)

The first expression can be derived theoretically by the integral method, using power law distributions (Equation 1.28) for velocities and temperatures [26]; the second one is obtained in Reference [21] by using the heat transfer law (Equation 1.34) and solving an integral equation. Both influence functions in Equation (1.46) yield virtually identical results that are in satisfactory agreement with data obtained by several experiments [28]. A stronger effect of the unheated zone is described by the two other functions [29]:

\[
f(\zeta/x) = \left[ 1 - (\zeta/x)^{39/40} \right]^{-7/39} \quad f(\zeta/x) = \left[ 1 - (\zeta/x)^{0.2} \right]^{-2}
\] (1.47)

The method of superposition can also be used for solution of the inverse problem, when the temperature head distribution \( \theta_w(x) \), which corresponds to known heat flux distribution, \( q_w(x) \) should be estimated. The first part of Equation (1.38) shows that such an inverse problem for continuity temperature head is reduced to the Volterra integral equation, with the influence functions for gradientless self-similar flow in the following form:

\[
\int_0^x f(x,\zeta) \frac{dT_w}{d\zeta} d\zeta = \frac{q_w(x)}{h(x)} \quad f(\zeta/x) = \left[ 1 - (\zeta/x)^{c_1} \right]^{-c_2}
\] (1.48)

Introducing the new variables, \( z = x^{1+c_1}, \zeta = \zeta^{1+c_1} \) and \( F(z) = q_w/hz^{c_2} \), one reduces Equation (1.48) to the generalized Abel equation with the solution

\[
\int_0^z \frac{T_w(\zeta)d\zeta}{(z-\zeta)^{1+c_2}} = F(z) \quad \frac{dT_w}{dz} = \frac{1}{(c_2 - 1)(-c_2)} \int_0^z \frac{F(\zeta)}{(z-\zeta)^{1+c_2}} d\zeta
\] (1.49)
Returning to variables $x$ and $\xi$ leads to the equation defining the temperature head [26]:

$$T_w - T_\infty = \frac{C_1}{\Gamma(C_2)(1-C_2)} \int_0^x \left[ 1 - \left( \frac{\xi}{x} \right)^{C_2-1} \right] \left( \frac{\xi}{x} \right)^{C_2-1} \frac{q_w(\xi)}{h_0(\xi)} \xi d\xi$$

(1.50)

### 1.6 Solutions of the Boundary Layer Equations in the Series of Shape Parameters

The solutions of boundary layer equations can be represented in the form of series in powers of perturbations of homogenous conditions at the outer edge of the layer and on the surface of the body. In this case, the first term of the series corresponds to the solution of the given problem for homogeneous conditions — that is, for constant free-stream velocity $U(x)$ and constant wall temperature $T_w(x)$. The subsequent terms of the series represent the effect of the perturbation of the homogeneous conditions and contain the sequence of derivatives of functions $U(x)$, and $T_w(x)$, $(\theta_w(x))$ with respect to longitudinal coordinates. The series are constructed using dimensionless combinations of variables, which, depending on the number of the derivative they contain, are called the first, second, and so forth, shapes parameters.

One uses either sets of shape parameters that depend only on derivatives, or those that also correct for the effect of previous history by incorporating the thicknesses of the layer. The solution of equations of the velocity boundary layer in the form of series of shape parameters of the first type

$$f_k = x^k \frac{d^n U}{dx^n}, \quad f_{ik} = x^k \frac{d^n \theta_w}{dx^n}$$

is derived in [30]. An analogous solution for the equations of the thermal boundary layer is derived in [31]. These solutions are represented by multiple series containing nonlinear combinations of the shape parameters:

$$\frac{\psi}{\sqrt{v x U}} = \psi_0(\eta) + \psi_1(\eta) f_1 + \psi_2(\eta) f_2 + \psi_3(\eta) f_3 + \psi_4(\eta) f_4 + \cdots$$

(1.52)

$$\theta = \frac{T - T_\infty}{T_w - T_\infty} = T_0(\eta) + T_1^{(d)}(\eta) f_1 + T_1^{(t)}(\eta) f_2 + T_2^{(d)}(\eta) f_3 + T_2^{(t)}(\eta) f_4 + \cdots$$

(1.53)

Here $\eta = y \sqrt{U / v x}$, bottom indices of functions $\psi(\eta)$ and $T(\eta)$ give the number, whereas the upper ones indicate the type of shape parameters (velocity or thermal).
Substitution of these series into boundary layer equations yields a set of ordinary differential equations defining the coefficients $\psi(\eta)$ and $T(\eta)$. The friction and heat transfer coefficients $(C_f/2)\text{Re}^{1/2}_x$ and $Nu_x\text{Re}^{1/2}_x$ are presented by the same series in which functions $\psi(\eta)$ and $T(\eta)$ have been replaced by the corresponding values of derivatives at $\eta = 0$: $\psi''(0)$ and $-T'(0)$. Equations defining functions $\psi(\eta)$ and $T(\eta)$ do not incorporate the distributions of $U(x)$ and $T_w(x)$, which vary from one problem to another. As a result, they are universal and can be tabulated.

Analogous results are obtained by using shape parameters of the second type, which additionally contain the characteristic thicknesses of the layer:

$$f_k = \left( \frac{\delta^{*2}}{\nu} \right)^k \frac{d^k U}{dx^k}, \quad f_{\theta w} = \left( \frac{\delta^{*2}}{\theta_w} \right)^k \frac{d^k \theta_w}{dx^k}$$

(1.54)

In this case, the solution of the boundary layer equations is represented by the previous series (Equations 1.52 and 1.53). Only the scales for variables are different: $U \delta^{*}/B$ and $\delta^{*}/B$, where $B$ is a normalizing constant, for $\psi$ and $\eta$, respectively. As in the case when shape parameters of the first type are used, the friction and heat transfer coefficients $(C_f/2)\text{Re}^{1/2}_x$ and $Nu_x\delta^{*}/xB$, are given by series (1.52) and (1.53) in which the functions $\psi(\eta)$ and $T(\eta)$ are replaced by the corresponding values of the derivatives at $\eta = 0$: $\psi''(0)$ and $-T'(0)$. The results of integration of the corresponding equations defining friction coefficients $\psi(\eta)$ and $T(\eta)$ and the values of derivatives needed for calculations are given in the book by Loytsyanskiy [32] and in the paper by Oka [33], for the velocity and thermal layers, respectively.

To be able to calculate shape parameters (Equation 1.54), one must first find the thicknesses $\delta^{*}$ and $\delta^{*}_t$. As the first approximation, this can be done by means of the standard integral relationships. Then, $\delta^{*}$ and $\delta^{*}_t$ are refined using the integral equations based on the shear stress and heat transfer flux calculated by series (Equations 1.52 and 1.53) [32,33]. The advantage of shape parameters of the second kind (Equation 1.54) is that in this case the initial thickness of the layer can be arbitrary, whereas when the shape parameters of the first type (Equation 1.51) are used, the initial thickness of the layer is always zero. This pattern makes it possible to joint different regions of the boundary layer using $\delta^{*}$ and $\delta^{*}_t$.

The effectiveness of the shape parameter methods is frequently limited by the rates of convergence of the series. These difficulties can be circumvented by reducing the initial equations of the boundary layer to universal form [34]. In this case, one can evaluate the universal equations numerically and compile tablets that can then be used in specific calculations, without having to resort to series. To be able to reduce the boundary layer equations to a universal form, one must use the shape parameters as independent variables.

This approach eliminates difficulties due to series convergence, but other problems arise. These are related to numerical integration of differential
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equations with a large number of independent variables, and also to the use of tables with many entries. So far, one cannot expect to obtain solutions of universal equations with not more than three variables [1]. This means that for the velocity equation, one can construct either a single-parameter solution that is a function of the first shape parameter, or a two-parameter solution that is a function of the first two shape parameters. The first of these solutions is equivalent to the exact solution of boundary layer equations with a linear velocity distribution $U(x)$ in the free stream, whereas the second is equivalent to the exact solution for a parabolic distribution of $U(x)$. Some results of calculations are presented by Loytsyanskiy [34].
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Approximate Solutions of Conjugate Problems in Convective Heat Transfer

Beginning in the 1960s, when computers came into use and it became clear that the conjugate heat transfer formulation was a natural, comprehensive, and powerful approach, numerous solutions of conjugate heat transfer problems were published. Analytical and numerical methods of different levels of accuracy were used, however, as not only early works, but frequently contemporary studies as well are based on the approximate analytical methods outlined in Chapter 1.

In this chapter, typical examples of such approximate analytical solutions published during the last 50 to 55 years are presented and discussed. Two types of approximate solutions are considered. The first are solutions based on the approximate energy equation, when, for example, linear velocity distribution across the thermal boundary layer or slug flow model is used. Another group of problems considered in this chapter includes the solution for which approximate results could not be refined or were difficult to upgrade. Such solutions are obtained, in particular, by integral methods or by using series that slowly converge.

Exact and more accurate solutions of conjugate convective heat transfer problems are considered in following chapters.

2.1 Formulation of a Conjugate Problem of Convective Heat Transfer

In general, the conjugate problem of convective heat transfer in the boundary layer approximation is governed by a system of four equations: continuity, momentum, and energy equations for a fluid and a conduction equation for a body. In the case of a two-dimensional heat transient problem for incompressible fluid, this system is

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0
\]  

(2.1)

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = -\frac{1}{\rho} \frac{dp}{dx} + g \beta (T - T_0) + \frac{\rho v^2}{\rho y^2}
\]

(2.2)

\[
\frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} = \alpha \frac{\partial^2 T}{\partial y^2} + \frac{\nu}{c_p} \left( \frac{\partial u}{\partial y} \right)^2
\]

(2.3)
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\[
\rho_s c_s \frac{\partial T_s}{\partial t} = \lambda_s \left( \frac{\partial^2 T_s}{\partial x^2} + \frac{\partial^2 T_s}{\partial y^2} \right) + q_s \tag{2.4}
\]

The boundary and conjugate condition are

\[
y = 0 \quad u = v = 0, \quad y \to \infty \quad u \to U, \quad T \to T_\infty \tag{2.5}
\]

\[
y = 0 \quad T_s = T_w, \quad \lambda_s \left( \frac{\partial T_s}{\partial y} \right)_{y=0} = \lambda \left( \frac{\partial T}{\partial y} \right)_{y=0} \tag{2.6}
\]

The initial conditions are usually specified for each particular problem.

In the case of forced heat transfer, the second term in the right-hand part of Equation (2.2) should be omitted, and the first should be substituted by \( U \left( \frac{dU}{dx} \right) = - \left( 1/\rho \right) \left( dp/dx \right) \). This relation follows from Equation (2.2), written for the free stream of the boundary layer. In the case of natural convective heat transfer, the first term in the right-hand part of Equation (2.2) should be omitted.

There are two cases when the problem for the body can be simplified. If the body is thin \((\Delta \ll L)\) and its thermal resistance is comparable with that of the heat transfer agent, \( (Bi = h\Delta / \lambda_s = 1) \), then the longitudinal conduction can be neglected. In such a case, the temperature distribution across a body thickness is described approximately by the one-dimensional conduction equation. That form follows from Equation (2.4) when the derivative with respect to the longitudinal coordinate is taken to be zero. If, for example, there are no heat sources inside a body, in the case of a steady-state problem, the temperature distribution across its thickness is close to linear, and, hence, there is no need to solve the conduction equation for the body.

Another case of simplification is when the body can be considered as a thermally thin object. This means that the body thermal resistance is small, so at any instant, the body temperature is practically constant over its thickness. In such a case, it is reasonable to integrate the conduction equation (2.4) across body thickness to get an averaged form:

\[
\frac{1}{\alpha_s} \frac{\partial T_{av}}{\partial t} - \frac{\partial^2 T_{av}}{\partial x^2} + \frac{q_w 1 + q_w 2}{\lambda_s \Delta} - \frac{q_{av}}{\lambda_s} = 0 \tag{2.7}
\]

2.2 The Case of Linear Velocity Distribution across the Thermal Boundary Layer

There are at least three situations when this assumption is reasonable: when a fluid is characterized by a large Prandtl number, in the case of existence of an unheated starting length upstream of a heated section, and for the
entrance region of a tube or a channel with a fully developed velocity profile. In the first case, the thickness of the thermal boundary layer is small in comparison with that of the velocity boundary layer because a large Prandtl number indicates that fluid viscosity is large and, hence, the influence of the wall goes far into the fluid (Figure 2.1). Consequently, the velocity boundary layer becomes thick, and the distribution of velocity across a thin thermal boundary layer can be approximately substituted by a tangent.

In the other case, the thermal boundary layer starts to develop inside the velocity boundary layer (Figure 2.2), which grows when it flows along the unheated part of a plate. As a result, the thickness of the thermal boundary layer is much smaller than the thickness of the velocity boundary layer, and the velocity distribution across the thermal boundary layer is close to linear.

**FIGURE 2.1**
The effect of a Prandtl number on the thicknesses of velocity and thermal boundary layers: (a) $Pr \to 0$; (b) $Pr \to \infty$.

**FIGURE 2.2**
The effect of an unheated zone on the development of the velocity and thermal boundary layers.
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A similar situation takes place in the entrance region of a tube or a channel when the thermal boundary layer starts to develop inside the fully hydrodynamically developed flow.

Example 2.1: An Incompressible Flow with a Large Prandtl Number Past Plate with a Heat Source [1, 2]

In the case of a steady-state problem for a plate, the system (2.1) to (2.4) has the self-similar solution with $\beta = m = 0$ (Section 1.1). In this case, according to Equation (1.6) and Table 1.1, the linear velocity profile can be presented as $\varphi(\eta) = c\eta = 0.664\eta$, where $\varphi = \psi/\sqrt{Ux}$ and $\eta = (y/2)\sqrt{U}/\nu x$.

The energy equation for fluid is used in the Prandtl-Mises form Equation (1.3), and the conjugate condition (2.6) is presented as follows:

$$\frac{\partial T}{\partial x} - \alpha \frac{\partial}{\partial \psi} \left( u \frac{\partial T}{\partial \psi} \right) = 0, \quad \frac{\partial T}{\partial \psi} \bigg|_{\psi = 0} = -\Lambda S(x) \tag{2.8}$$

where $\Lambda = (\lambda/\lambda)$ and $S(x) = -(\partial T/\partial y)_{\psi = 0}$. Using these two relations and a new variable $z = (2/3)\psi^{3/4}$, one obtains a differential equation with boundary condition

$$\frac{4}{b} x^{3/4} \frac{\partial T}{\partial x} = \frac{\partial^2 T}{\partial z^2} + 1 \frac{\partial T}{\partial z} \frac{3^{3/2} b \ z^{3/4} (\partial T)}{2^{3/2} \alpha x^{3/4}} \bigg|_{z = 0} = -\Lambda S(x) \tag{2.9}$$

where the fluid temperature far away from the plate is taken to be zero, and $c$ is constant in the velocity distribution. Equation (2.9) can be transformed to an integral equation [1, 2]:

$$T(x) = \frac{3^{3/2} \alpha \Lambda}{2(2/3)b^{3/2}} \int_0^x \frac{S(y)}{y^{3/4} - y^{3/4}} dy \tag{2.10}$$

The solution of conduction equation (2.4) for the plate is obtained by a standard method. For example, in the case of the heat source (Equation 2.11), one obtains

$$q(x, y) = q_0 \epsilon(l - x), \quad \epsilon(x) = \begin{cases} 1 & x > 0 \\ 0 & x < 0 \end{cases} \tag{2.11}$$

$$T(x) = \frac{q_0}{\lambda_s} \epsilon(l - x) \ln \left[ \left| \frac{x - \frac{x}{2}}{2} \right| \right] - \frac{1}{\Delta} \int_0^x G(x, y) S(y) dy \tag{2.12}$$

$\Delta(x, y) = \begin{cases} y & y < x \\ x & y > x \end{cases}$
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The system of two integral equations (Equations 2.10 and 2.12) determines two unknown functions $T(x)$ and $S(x)$. The asymptotic solution of this system for $x/\Delta \gg 1$ is obtained by Perelman [1,2]. The first terms of the series defining the surface temperature and the Nusselt number are

$$T(x) = \frac{q_0 \Delta}{\lambda_x} \frac{2^{\nu^3}}{3^{\nu^3} \nu^{\nu^2}} \frac{g^2}{\nu \nu^2} \left[ 1 - \frac{1}{2^{\nu^3} \nu^{\nu^2} \nu^{\nu^2}} \frac{g \Delta}{\nu} - \frac{7}{5 \cdot 2^{\nu^3} \nu^{\nu^2} \nu^{\nu^2}} \frac{g^2}{\nu \nu^2} \left( \frac{\Delta}{\nu} \right)^2 + \ldots \right]$$  \hspace{1cm} (2.13)

$$\frac{Nu_x}{Re_x^{1/2}} = \frac{3^{\nu^3} \nu^{\nu^2} \nu^{\nu^2} \nu^{\nu^2} \nu^{\nu^2}}{2^{\nu^3} \nu^1} g - \frac{3^{\nu^3} \nu^1}{5 \cdot 2^{\nu^3} \nu^{\nu^2} \nu^{\nu^2}} \frac{g}{\nu} \left( \frac{\Delta}{\nu} \right)^2 + \ldots$$  \hspace{1cm} (2.14)

These results are applicable for $(Re_x Pr_x) << \nu \nu^2 \nu^2 \nu^2 \nu^2 < 1$. The same method of solution is used in two other early studies. Kumar and Bartman [3] considered the same problem for compressible flow over a radiating plate. Kumar [4] solved the problem for a semi-infinite porous block with injection streamlined by an incompressible fluid.

Example 2.2: Transient Heat Transfer in the Thermal Entrance Region of a Parallel Plate Channel with the Fully Developed Flow [5]

First, a simple problem for a channel of height $2R$ is considered using mass average velocity $u_m$ (slug flow). A flow and channel are initially at constant temperature $T_0$ when suddenly the temperature of the channel walls becomes an arbitrary function of position and time, and the fluid inlet temperature begins varying arbitrarily with time. The governing equation and boundary conditions are

$$\frac{\partial \theta}{\partial t} + u_m \frac{\partial \theta}{\partial x} = \alpha \frac{\partial^2 \theta}{\partial y^2}$$  \hspace{1cm} (2.15)

$t = 0, \ x > 0, \ 0 \leq y \leq R, \ \theta = 0, \ \ x = 0, \ t > 0, \ 0 \leq y \leq R, \ \theta = \theta_e(t)$

$t > 0, \ x > 0, \ y = R, \ \partial \theta / \partial y = 0, \ \ y = 0, \ \theta = \theta_e(x, t)$

Here, $\theta = T - T_0$ and $\theta_e$ are the inlet temperature excess.

The next simplification is the use of the quasi-steady approach when it is assumed that the steady-state relations are valid at each instant of time (Section 6.6). Physically, this means that the heat transfer process in the fluid is slow in comparison with that in the walls. The previous system of equations becomes

$$(\tau = t - x / u_m)$$

$$u_m \frac{\partial \theta}{\partial x} = \alpha \frac{\partial^2 \theta}{\partial y^2}$$  \hspace{1cm} (2.16)
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\[ x = 0, \ 0 \leq y \leq R, \ \theta = \theta_y(x), \ \ x > 0, \ y = R, \ \partial \theta / \partial y = 0, \]
\[ y = 0, \ \theta = \theta_a(x, t + x / u_m) \]

This problem is solved by the Laplace transform to obtain the expression for surface heat flux using a new variable \( \sigma = t - x / u_m + \xi / u_m \):

\[ q_w(\tau, t) = \frac{\lambda}{R} \int_{-\infty}^{\infty} \frac{(-1)^n \exp \{-[R^2 n^2 / \alpha(t - \sigma)]\}}{\sqrt{\pi \alpha(t - \sigma) / R^2}} \frac{\partial \theta_w(\tau, \sigma)}{\partial \sigma} d\sigma \quad \text{for} \ t \leq x / u_m \tag{2.17} \]

\[ q_w(\tau, t) = \frac{\lambda}{R} \int_{-\infty}^{\infty} \frac{(-1)^n \exp \{-[R^2 u_m n^2 / \alpha(x - \xi)]\}}{\sqrt{\pi \alpha(x - \xi) / u_m R^2}} \frac{\partial \theta_w(\xi, \tau)}{\partial \xi} d\xi \quad \text{for} \ t \geq x / u_m \tag{2.18} \]

It is asserted that these equations will hold approximately in nonslug flows if the kernels in the integrands come from the appropriate nonslug flow solutions. Thus, if a solution for the surface heat flux in steady, nonslug flow over an isothermal surface is

\[ q_w(x) = G(x)\theta_{w0}, \tag{2.19} \]

where \( \theta_{w0} \) is a constant wall temperature excess, then Equations (2.17) and (2.18) can be written for \( t < x / u_m \) and \( t > x / u_m \), respectively, as

\[ q_w = \int_{0}^{t} G(u_m(t - \sigma)) \frac{\partial \theta_w}{\partial \sigma}(\tau, \sigma) d\sigma \quad q_w = \int_{0}^{t} G(x - \xi) \frac{\partial \theta_w}{\partial \xi}(\xi, \tau) d\xi \tag{2.20} \]

Expression (2.20) take into approximate account both thermal history and finite thermal capacity of the fluid, while other authors who used the quasi-steady approach focused only on the effect of thermal capacity [6] or on the effect of thermal history [7, 8].

Sucec [5] used expression (2.20) to solve two transient heat transfer problems. He considered a fully developed flow in a parallel plate duct with outside insulated walls. In the first case, a transient is initiated by step change in the fluid inlet temperature; in the second case, the unsteadiness is caused by a fluid inlet temperature that varies sinusoidally with time. For a thermally thin plate, the energy balance is used in the form that follows from Equation (2.7):

\[ \frac{\partial \theta_w}{\partial \tau} + \frac{q_w}{\rho_c c_p \Delta} = 0 \tag{2.21} \]
The linear velocity profile is chosen to approximate the actual velocity distribution in the entrance region of a duct with fully developed flow. Using the mass average velocity, $u_m$, and Lighthill's formula (1.42) for the steady-state heat flux, one obtains function $G(x)$ in Equation (2.19), where $\bar{L} = \alpha / (u_m R^2)$ is the nondimensional distance along a duct:

$$u_x(y) = 3u_m(y / R) \quad G(x) = 0.5384(3)^{3/2}(\lambda / R)\bar{L}^{-3/2}$$

(2.22)

If $T_i$ is an initial temperature, $\theta_w = T_w - T_i$, and hence, $\theta_w = 0$ at $t = 0$, then it is seen by inserting the first part of Equation (2.20) into Equation (2.21) that $\theta = 0$ for the domain $t < x / u_m$. Inserting Equation (2.22) into the second part of Equation (2.20), and then Equation (2.21) gives the equation for surface temperature distribution, after noting that $\partial \theta_w / \partial t = \partial \theta_w / \partial \tau$:

$$\frac{\partial \theta_w}{\partial \tau} + 0.538(3)^{3/2}\lambda \int_0^{\bar{L}} \frac{1}{(L - \xi)^{3/2}} \frac{\partial \theta_w}{\partial \xi}(\xi, \tau) d\xi = 0 \quad \text{for} \quad \tau \geq 0$$

(2.23)

Applying the Laplace transform to solve this equation subjected to side conditions

$$\tau = 0, \quad \bar{L} > 0, \quad \theta_w = 0, \quad \bar{L} = 0, \quad \tau > 0, \quad \theta_w = \theta_e$$

(2.24)

gives the wall temperature and heat flux for $\tau \geq x / u_m$:

$$\theta_w = 1 - \frac{3}{2} \int_t^{\infty} z(z - f)^2 Ai(z) dz, \quad \frac{q_w R \bar{L}^{3/2}}{3(0.538)\Gamma(2/3)\lambda \theta_e} = - \int_t^{\infty} z(z - f)^2 Ai(z) dz$$

(2.25)

$$Ai(z) = \frac{1}{\pi} \sqrt{\frac{z}{3}} K_{5/3} \left( \frac{2}{3} z^{3/2} \right), \quad f = \frac{0.538^{3/2}\Gamma(2/3)\lambda \tau}{\rho_w c_{pw} \Delta R \bar{L}^{3/2}}$$

where $Ai(z)$ and $K_{5/3}$ are, respectively, the Airy function and the modified Bessel function of second kind. For domain $t < x / u_m$, the surface heat flux and both temperatures are zero.

The other problem is solved by the same procedure. Equation (2.23) is integrated subjected to the same side conditions with $\theta_e = \Delta T_0 \sin \omega t$, where $\Delta T_0$ is the amplitude of the periodical inlet temperature. The results are given in [5].

To ascertain the accuracy and limitation of the suggested method, the obtained results are compared to the numerical solutions. It is found that an improved quasi-steady approach, which attempts to take into account both thermal history and thermal capacity effects, predicts the finite-difference results reasonably well and does significantly better than the...
standard quasi-steady method. Yet the improved quasi-steady approach is more difficult to apply than the standard quasi-steady solution.

A linear velocity distribution across the thermal boundary layer is also used for studying heat transfer between two fluid flows separated by a plate without thermal resistance [9].

2.3 The Case of Uniform Velocity Distribution across the Thermal Boundary Layer (Slug Flow)

The other limiting case corresponds to a fluid with small Prandtl number. In this case, the thermal boundary layer is thick in comparison with the velocity boundary layer because a small Prandtl number indicates that fluid viscosity is small. Hence, the influence of the wall is confined to a region of fluid close to the wall, and the velocity across the flow is approximately equal to the free stream velocity (Figure 2.1). For some fluids, like mercury and other liquid metals, such an assumption is close to reality.

Another reason to consider the velocity components to be constant across the thermal boundary layer is to simplify the energy equation. Because of the relative simplicity it affords, this assumption is used by a number of investigators. Perelman [10] and Rizk et al. [11] studied conjugate heat transfer to laminar flow from heated blocks, Luikov [12] investigated the case of a plate with a heat source, and Viskanta and Abrams [13] used the slug flow assumption to study heat transfer between two concurrent and countercurrent streams separated by a thin plate.

Several researchers used the slug flow approximation to study transient coupled heat transfer when the unsteadiness is caused by different sources: by flow with time-varying temperature, by step temperature change of free stream at the leading edge of a plate, and by unsteady sources in the wall. Sparrow and DeFarias [14], Siegel and Perlmutter [15], and Namatame [16] considered coupled heat transfer in the channel flows, and Sucec [17–19] and Chambre [20] solved conjugate problems of heat transfer to flows over plates. Travelho and Santos [21] studied the effect of wall heat capacity in a circular duct for the case of periodically varying inlet temperature of the laminar flow.

Example 2.3: Transient Heat Transfer from a Plate of Appreciable Thermal Capacity with Heat Generation of $q_0$ to Turbulent Flow [6]

The governing equation is the energy equation (2.3) with additional eddy diffusivity $\varepsilon_H$ that is estimated using the expression of frictional stress:

$$\frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} = \frac{\partial}{\partial y} \left[ \left( \alpha + \varepsilon_H \right) \frac{\partial T}{\partial y} \right] + \frac{\tau_{xy}}{\rho U^2} = 0.0228 \text{Re}^{0.4}$$  \hspace{1cm} (2.26)
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and 1/7 power law (Equation 1.28) of velocity distribution. Assuming turbulent Prandtl number equals unity and using an approach similar to that described in Section 1.4, total momentum and heat diffusivity are obtained as

\[ \alpha + \varepsilon_H = 0.179U^{2/3}v^{35/3}x^{-35/35} \]  

(2.27)

Because the plate is assumed to have appreciable thermal capacity but negligible thermal resistance, the initial, boundary, and conjugate conditions are as follows:

\[ \frac{T_w(\vartheta, X)}{T_{RS}} = 2 \frac{\vartheta}{\sqrt{\pi}} + \exp(\vartheta) \text{erfc}(\sqrt{\vartheta}) - 1, \]  

(2.29)

\[ \frac{T_w(\vartheta, X)}{T_{RS}} = 2 \frac{X}{\sqrt{\pi}} + \exp(\vartheta) \text{erfc}(\frac{\vartheta + X}{2\sqrt{\vartheta}}), \]  

(2.30)

Here, \( \vartheta = \theta/B^2 \), \( X = x/B^2 \), \( T_{RS} = q_0 \sqrt{\alpha/\lambda} \) is reference temperature; \( B = \bar{C}/\alpha/\lambda \) is the thermal capacity parameter; and \( \bar{C} = (1/2)\rho_c c_w \Delta \) is plate thermal capacity. These results are valid for times less than 1 ms. For times greater than 1 ms, the thermal boundary layer penetrated into the region represented by the 1/7 power law (1.28). The solution of transient turbulent energy equation (2.26) together with Equations (2.27) and (2.28) is found by two steps considering several simpler problems. The first is the case of zero thermal capacity. Two equations are solved for this case:

\[ \frac{\partial T}{\partial t} = \frac{\partial}{\partial y} \left( \alpha + \varepsilon_H \right) \frac{\partial T}{\partial y} \]  

(2.31)

The first equation corresponds to small but greater than 1 ms times, for which convective terms have little effect. This equation is solved
with initial condition $t = 0, T = 0$. The second equation (2.31) corresponds to large values of time when transient effects should die away, and the heat transfer characteristics should approach those of a steady-state condition. Consequently, the initial condition for this equation should be $x = 0, T = 0$. Introducing a new variable $x/ U$, one can see that in the case of the slug flow, the second equation (2.31) is the same as the first. Thus, both equations have similar solutions:

$$\frac{\rho c U T_w(t, x)}{q_0} = 30.3 \text{Re}^{0.2}_x \left( \frac{t U}{x} \right)^{0.125}, \quad \tau_x = \frac{t U}{x} \leq 1$$  \hspace{1cm} (2.32)

$$\frac{\rho c U T_w(t, x)}{q_0} = 30.3 \text{Re}^{0.2}_x, \quad \tau_x \geq 1$$

Averaging these equations along the plate yields the mean wall temperature:

$$T_m (t) = -\frac{q_0 L}{\lambda \text{Re}^{0.8}} \left( 28.19 \tau^{0.125} - 2.94 \tau^{1.2} \right), \quad \tau = \frac{t U}{L} \leq 1,$$

$$T_m (t) = 25.25 \frac{q_0 L}{\lambda \text{Re}^{0.8}} \tau \geq 1$$  \hspace{1cm} (2.33)

In the case of appreciable thermal capacity, part of the heat generated is stored within the wall, and the rest is transferred in the fluid. To determine these parts of heat, one should take into account that the corresponding heat transfer equations are coupled. Integrating along the plate an energy balance at the wall and assuming that heat at the wall is proportional to heat generated, $q = q_0 f(\tau)$, resulting in the expression for function $f(\tau)$:

$$q = q_0 - \frac{c}{\tau} \frac{\partial T_w}{\partial t}, \quad f(\tau) = 1 - \frac{1}{X_L} \frac{d(T_m/T_{RS})}{d\tau}$$  \hspace{1cm} (2.34)

Rearranging Equation (2.33) using Equation (2.34) leads to first-order differential equations [6]:

$$\frac{d(T_m/T_{RS})}{d\tau} + \frac{\text{Re}^{0.8} X_L \hat{C}}{F(\tau)} (T_m/T_{RS}) = X_L, \quad \tau \leq 1, \quad F(\tau) = 28.19 \tau^{0.125} - 2.94 \tau^{1.2}$$  \hspace{1cm} (2.35)

$$\frac{d(T_m/T_{RS})}{d\tau} + \frac{\text{Re}^{0.8} X_L \hat{C}}{25.25} (T_m/T_{RS}) = X_L, \quad \tau \geq 1$$  \hspace{1cm} (2.36)

where $\hat{C} = B \sqrt{\alpha}/ L = \hat{C}_\alpha/ \lambda$ is the dimensionless thermal capacity parameter. Equation (2.35) is solved for the mean wall temperature subject to initial condition $T_m(0)/ T_{RS} = 0$. This solution at $\tau = 1$ is then used as the initial condition for Equation (2.36). The final results for the mean temperatures are
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\[ T_m = X_L \exp \left( \int_0^\tau \frac{\Re^{0.8} X_L \hat{C}}{F(\tau)} \, d\eta \right) \int_0^\tau \exp \left( \int_0^{\eta} \frac{\Re^{0.8} X_L \hat{C}}{F(\tau)} \, d\eta \right) \, d\eta \quad \tau \leq 1 \]  
(2.37)

\[ T_m = X_L \exp \left[ -\frac{\Re^{0.8} X L \hat{C}}{25.25} (\tau - 1) \right] \int_0^\tau \exp \left( \int_0^{\eta} \frac{\Re^{0.8} X L \hat{C}}{F(\tau)} \, d\eta \right) \, d\eta \] 
\[ + \frac{25.25}{\Re L^{0.8} C} \left[ 1 - \exp \left( -\frac{\Re^{0.8} X L \hat{C}}{25.25} (\tau - 1) \right) \right] \quad \tau \geq 1 \]  
(2.38)

The mean heat transfer coefficient for the plate is defined by relation, which after using Equations (2.37) and (2.38) yields

\[ h_m = \lambda \frac{\Re^{0.8}}{L} \]  
(2.39)

Example 2.4: Unsteady Heat Transfer between a Fluid with Time-Varying Temperature and a Plate [17,18]

A thermally thin plate with lower surface temperature is exposed to a coolant at temperature \( T_c \) with heat transfer coefficient \( h_m \). Initially, the plate and fluid are both at the coolant temperature \( T_c \), when suddenly the fluid temperature at \( x = 0 \) is changed to \( T_0 \) and subsequently held constant. Defining \( \theta = -\frac{T - T_m}{T_m} \), one gets the energy equation (2.3) and boundary and conjugate conditions (2.5) and (2.6) for the case of transient heat transfer and slug velocity in the boundary layer as follows:

\[ \frac{\partial \theta}{\partial t} + U \frac{\partial \theta}{\partial x} = \alpha \frac{\partial^2 \theta}{\partial y^2} \]  
(2.40)
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\[ t = 0, \quad x > 0, \quad y > 0, \quad \theta = \theta_c = T_c - T_0, \quad x = 0, \quad t > 0, \quad y > 0, \quad \theta = 0, \]

\[ y \to \infty, \quad t > 0, \quad \theta \text{ is finite} \]

\[ y = 0, \quad t > 0, x > 0, \quad \frac{c}{\lambda} \frac{\partial \theta}{\partial t} + \frac{h_c}{\lambda} (\theta - \theta_c) = \frac{\partial \theta}{\partial y}, \]

where \( c = \rho_c c_v \Delta T / \lambda \). The problem is solved using a Laplace transform with respect to both independent variables.

\[ \tilde{\theta} = \int_0^\infty \exp(-pt) \, dt \quad \tilde{\theta} = \int_0^\infty \exp(-sx) \, dx \]

The system of Equations (2.40) through (2.42) becomes

\[ \frac{d^2 \tilde{\theta}}{dy^2} - \frac{Us + p}{\alpha} \tilde{\theta} = -\frac{\theta_c}{s\alpha} \]

\[ y \to \infty, \quad \tilde{\theta} \text{ is finite} \]

\[ y = 0, \quad \frac{d\theta}{dy} = \left( \frac{h_c}{\lambda} + c_p \right) \tilde{\theta} - \theta_c \left( \frac{\hat{c}}{s} + \frac{h_c}{sp\lambda} \right) \]

The solution of this ordinary linear equation and the inverse transform yields [18]

\[ \theta / \theta_c = 1 - \sigma(\tau - 1) \{ \text{erf}(\eta) + \exp(2\eta^2 + \eta^2) \{ \text{erf}[\epsilon(\tau - 1) + \eta + Y ] - \text{erf}(\eta + Y )] \} \]

\[ \sigma(\tau - 1) = \begin{cases} 0 & \tau < 1 \\ 1 & \tau \geq 1 \end{cases} \]

Here, \( \tau = U t / X \), \( Y = (y / 2) \sqrt{U / \alpha x} \), \( \eta = (h_c / \lambda) \sqrt{\alpha x / U} \), \( \epsilon = \sqrt{1 / \alpha U / 2c} \) is the coupling parameter, and \( \sigma(\tau - 1) \) is the unit step function. Putting \( Y = 0 \) in Equation (2.45) gives the plate temperature and then the dimensionless heat flux scaled by that for the isothermal surface:

\[ \theta_x / \theta_c = 1 - \sigma(\tau - 1) \{ \exp(\eta^2) \{ \text{erf}[\epsilon(\tau - 1) + \eta] - \text{erf}(\eta) \} \} \]

\[ \frac{q_x}{\lambda \theta_c \sqrt{U} / \pi \alpha x} = \begin{cases} 0 & \tau < 1 \\ \exp\{-[\epsilon^2(\tau - 1)^2 + 2\eta \epsilon(\tau - 1)] + \sqrt{\pi \eta} \exp(\eta^2) \{ \text{erf}[\epsilon(\tau - 1) + \eta] - \text{erf}(\eta) \} \} & \tau \geq 1 \end{cases} \]
The surface temperature and the heat flux for the arbitrary inlet temperature \( T_{x=0}(t) \) at \( x = 0 \) is found by applying the principle of superposition (Section 1.5):

\[
T_w - T_c = \exp(\eta^2) \int_{0}^{\frac{t-1}{\tau}} \left\{ \text{erf}(\epsilon(\tau - 1 - \zeta) + \eta) - \text{erf}(\eta) \right\} \frac{d[T_{x=0}(\zeta) - T_c]}{d\zeta} d\zeta
\]  

(2.48)

\[
\frac{q_w}{\lambda \sqrt{U/\pi \alpha x}} = -\int_{0}^{\frac{t-1}{\tau}} \exp\{-[\epsilon^2(\tau - 1 - \zeta)^2 + 2\eta \epsilon(\tau - 1 - \zeta)]\}
+ \sqrt{\pi \eta} \exp(\eta^2) \left\{ \text{erf}(\epsilon(\tau - 1 - \zeta) + \eta) - \text{erf}(\eta) \right\} \frac{d[T_{x=0}(\zeta) - T_c]}{d\zeta} d\zeta
\]  

(2.49)

The case when the fluid temperature at \( x = 0 \) varies linearly with time is of special interest, because experimental data show that the gas turbine inlet temperature varies approximately of that fashion during start-up and shutdown. The results obtained from Equations (2.48) and (2.49) for that case are given in [17].

Analysis of results leads to the following conclusions:

1. Equations (2.46) and (2.47) show that the plate at position \( x \) does not respond to the fluid temperature change at \( x = 0 \) until the front reaches the position \( x \). This is a consequence of the neglect of axial convection in both plate and fluid and the slug velocity profile.

2. Because for laminar steady slug flow over an isothermal plate, the thermal boundary layer thickness is \( \delta_t = \sqrt{\alpha x/U} \) the coupling parameter can be presented as \( \epsilon = \rho c_p \delta_t / \rho c_p c_w \Delta \). Hence, \( \epsilon \) is a measure of the ratio of the thermal energy storage capacity per unit length of the boundary layer to that of the plate. Thus, for \( \epsilon \rightarrow 0 \), viewed as being caused by a plate of very large thermal energy capacity, one would expect, on physical grounds, that the plate remains isothermal at \( T_c \) regardless of \( \eta \), and according to Equation (2.47), the heat flux is \( q_w/\lambda \theta_c \sqrt{U/\pi \alpha x} = 1 \) for \( \tau \geq 1 \). For fixed \( \eta \), it is seen that the larger the value of \( \epsilon \), the shorter the duration of the transient. In the limit as \( \epsilon \rightarrow \infty \), viewed as caused by a zero thermal energy storage capacity plate, Equation (2.47) yields

\[
\frac{q_w}{\lambda \theta_c \sqrt{U/\pi \alpha x}} \rightarrow \sqrt{\pi \eta} \exp(\eta^2) \text{erfc}(\eta) \quad \text{for} \quad \tau \geq 1
\]  

(2.50)

That is, the plate responds instantly at \( \tau = 1 \) to the new fluid temperature, and there is only the simple transient due to the passage of the front fluid that was at \( x = 0 \) at \( t = 0 \).
3. In the case of the quasi-steady approach, the basic assumption is that the steady-state relations are valid at each instant of time. An expression for the quasi-steady surface heat flux in slug flow over a surface with an arbitrary temperature can be found using Lighthill’s formula (Equation 1.42). The result for the surface temperature and heat flux for a step change in fluid temperature at $x = 0$ are [17]

$$\frac{\theta_{w,q.s.}}{\theta_c} = 1 - \exp(\eta^2)[\text{erf}(\varepsilon \tau + \eta) - \text{erf}(\eta)]$$  \hspace{1cm} (2.51)

$$\frac{q_{w,q.s.}}{\lambda \sqrt{\nu / \pi \alpha x}} = \exp[-(\varepsilon^2 \tau^2 + 2\eta \varepsilon \tau)] + \sqrt{\pi \eta} \exp(\eta^2)[\text{erf}(\varepsilon \tau + \eta) - \text{erf}(\eta)]$$  \hspace{1cm} (2.52)

Comparisons show that the quasi-steady solution does not properly predict the nondimensional lag time, $\tau = 1$, which must expire before the plate can receive the information that the fluid temperature at $x = 0$ has changed. By examination of Equations (2.51) and (2.52), it is seen that if $\varepsilon \tau$ in the quasi-steady solution is replaced by $\varepsilon(\tau - 1)$, the quasi-steady solution becomes identical to the exact solution. Hence, in an attack on the more complicated problem involving a nonslug velocity profile, one might, as a first approximation, utilize a quasi-steady solution with the equivalent of $\tau$ replaced by $\tau - 1$, as long as axial conduction is still being neglected both in the plate and in the fluid. The error between the quasi-steady and exact solutions will be less than 10%, for both heat flux and temperature, for the step change in fluid temperature, if $\varepsilon \leq 0.02$.

Later, Sucec [19] considered a similar problem for the case when the fluid temperature at the leading edge suddenly starts to vary sinusoidally. Using the method of complex temperature in conjunction with the Laplace transform, the exact solution is obtained for the case of slug velocity distribution.

**Example 2.5: Heat Transfer between Two Fluids Separated by a Thin Plate [13]**

In the case of slug flow, the governing system for both fluids simplifies to

$$U_i \frac{\partial T_i}{\partial x_i} = \alpha_i \frac{\partial^2 T_i}{\partial y_i^2} \quad y_i = 0, \quad T_i = T_{i,w} \quad y_i \rightarrow \infty, \quad T_i \rightarrow T_{\infty} \quad i = 1, 2$$  \hspace{1cm} (2.53)

$$\lambda_2 \frac{\partial T_2}{\partial y_2} \bigg|_{y_2=0} = -\lambda_1 \frac{\partial T_1}{\partial y_1} \bigg|_{y_1=0} = (\lambda_2 / \Delta)(T_{w,2} - T_{w,1})$$  \hspace{1cm} (2.54)
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Introducing dimensionless variables, one presents the solution in the following form [13]:

\[
\theta_1 = b \left( 1 + \frac{2\zeta_2}{\lambda_1y_1} \text{erf} \left( \frac{y_1}{2\zeta_1} \right) + \exp (\gamma y_1 + \gamma_1^2 \zeta_1^2) \text{erfc} \left( \frac{y_1}{2\zeta_1} \right) + \gamma_1^2 \zeta_1^1 \right) \tag{2.55}
\]

\[
\theta_2 = b \left( \text{erfc} \left( \frac{y_2}{2\zeta_2} \right) - \exp (\gamma_2 y_2 + \gamma_2^2 \zeta_2^2) \text{erfc} \left( \frac{y_2}{2\zeta_2} \right) + \gamma_2^2 \zeta_2^1 \right) \tag{2.56}
\]

\[
\gamma_1 = \frac{\lambda_1 \left( \lambda_1 a_1 v^2 + \lambda_2 a_2 v^2 \right)}{\Delta \lambda_2 a_2 v^2}, \quad \gamma_2 = \gamma_1 \left( \frac{a_1}{a_2} \right)^{v^2} \tag{2.57}
\]

\[
b = \frac{\lambda_0 \lambda_2^2 \gamma_2}{\Delta}, \quad \zeta = \left( \frac{\alpha x}{U} \right)^{v^2}, \quad a = \frac{\alpha}{U}, \quad \sigma = \exp (\gamma^2 \zeta^2) \text{erfc} (\gamma \zeta)
\]

Setting \(y_1 = y_2 = 0, \gamma_1 y_1 = \gamma_2 y_2, q_1 = -q_2\) yields heat flux and heat transfer coefficients:

\[
\frac{q \Delta}{\lambda_0 (T_{in} - T_{out})} = \exp (\gamma^2 \zeta^2) \text{erfc} (\gamma \zeta), \quad h_1 = \frac{(\lambda/ \Delta)\sigma_1}{1 - b[1 + (\lambda_2 y_2 / \lambda_1 y_1)^2 \sigma_1]}, \tag{2.58}
\]

\[
h_2 = \frac{(\lambda_0 / \Delta)\sigma_2}{b(1 - \sigma_2)}
\]

The other solution to this problem that provides the desired accuracy is also presented in the literature [13]. (See also Example 6.22.) A comparison shows that the assumption of slug velocity may be used with reasonable accuracy when the velocity boundary layer is relatively thin (i.e., in the vicinity of the leading edge and for the large Biot numbers). The other result is the seriousness of neglecting the actual wall temperature variation which leads to considerable errors in prediction of the heat transfer coefficients when the constant wall temperature or heat flux boundary condition is used.

2.4 Solutions of the Conjugate Convective Heat Transfer Problems in the Power Series

Series are used to solve conjugate problems in the early works. The first such solutions were obtained even before Perelman [2] coined the expression “conjugate heat transfer.” For example, Sokolova [24] investigated the temperature of a radiated plate placed in supersonic gas flow using series expansion. Later, this method was applied to several problems and was grounded by proof of series convergence [25].
Example 2.6: A Thermally Thin Plate with Heat Sources in a Compressible Fluid [25]

The governing equations for a compressible fluid and a thermally thin plate are as follows:

\[
\frac{\partial \rho u}{\partial x} + \frac{\partial \rho v}{\partial y} = 0 \quad \rho u \frac{\partial u}{\partial x} + \rho v \frac{\partial u}{\partial y} = \frac{\partial}{\partial y} \left( \mu \frac{\partial u}{\partial y} \right)
\]  
\(2.59\)

\[
\rho u \frac{\partial T}{\partial x} + \rho v \frac{\partial T}{\partial y} = \frac{1}{Pr} \frac{\partial}{\partial y} \left( \lambda \frac{\partial T}{\partial y} \right) + \frac{\mu}{c_p} \left( \frac{\partial u}{\partial y} \right)^2
\]  
\(2.60\)

\[
\frac{d^2T_w}{dx^2} - 2 \frac{q_w}{\lambda_w \Delta} = -\frac{w(x)}{\lambda_w} \quad w(x) = \sum_{n=0}^{\infty} w_n x^n
\]  
\(2.61\)

where the heat source is presented in the power series. The boundary and conjugate conditions are Equations (2.5) and (2.6). For a symmetrically streamlined plate with insulated edges, the boundary conditions are

\[
\frac{\partial T_s}{\partial x} \bigg|_{x=0} = \frac{\partial T_s}{\partial x} \bigg|_{x=L} = \frac{\partial T_s}{\partial x} \bigg|_{(L/2)} = 0
\]  
\(2.62\)

The Chapman and Rubesin approximation is used for viscosity [26]:

\[
\frac{\mu}{\mu_\infty} = C \frac{T}{T_w} \quad C = \sqrt{\frac{T_{w,\infty}}{T_w}} \frac{T_{w} + S}{T_{w,\infty} + S} \quad S = \text{constant}
\]  
\(2.63\)

In the dimensionless variables, the energy equation (2.60) becomes

\[
\frac{\partial^2 \theta}{\partial \eta^2} + Pr \frac{\partial \theta}{\partial \eta} - 2Pr \phi' \frac{\partial \theta}{\partial x} = -\frac{Pr}{4} (k - 1) \theta''(\phi' \eta)^2
\]  
\(2.64\)

\[\phi(\eta) = \psi / \sqrt{x v U L C} \]

Here, \(\theta = T / T_w\) and dimensionless \(x\) are scaled by \(L\). The Blasius velocity \(\phi'(\eta)\) is a self-similar solution for \(\beta = 0\). The boundary conditions follow from Equation (2.5):

\[
\theta(x, 0) = \theta_w(x) = \theta_{ad} + \theta(x), \quad \theta(x, \infty) = 1
\]  
\(2.65\)

where \(\theta_{ad}\) is an adiabatic surface temperature.

The partial solution of a linear inhomogeneous differential equation (2.64) is [27]
\[
\theta(x, \eta) = N(\eta) = 1 + \frac{k-1}{2} M^2 r(\eta), \quad r(\eta) = \frac{Pr}{2} \int_0^\infty \left[ \varphi''(\zeta) \right]^{2-Pr} d\zeta \}
\]

(2.66)

Here, \( r(\eta) = 2c_0(T_{ad} - T_\infty) U^2 \) is a recovery factor, which is the ratio of the frictional temperature increase of the plate to that due to adiabatic compression. From this definition and Equation (2.66), one gets the surface adiabatic temperature:

\[
T_{ad} = N(0) = T_\infty + r(0) \frac{k-1}{2} M^2
\]

(2.67)

The solution of the homogeneous equation (2.64) may be found by the method of separation of variables. Assuming \( \theta = X(x) Y(\eta) \), one obtains

\[
\frac{Y'' + \varphi Y'}{\varphi Y} = 2Pr \frac{X'}{X} = \text{constant}
\]

(2.68)

If the constant is chosen to be equal \( 2Pr \), then \( X' = X \) and \( X = X^m \). The function \( Y(\eta) \) is determined from the following equation and boundary conditions:

\[
Y'' + Pr \varphi Y' - 2Pr \varphi' m Y = 0 \quad Y(0) = 1 \quad Y(\infty) = 0
\]

(2.69)

Assuming \( m = \alpha n, \alpha n + \gamma_1, \alpha n + \gamma_2 \) and using the principle of superposition lead to the solution of the energy equation:

\[
\theta(x, \eta) = N(\eta) + \sum_{n=0}^\infty \left[ a_n Y_{an}(\eta) + b_n Y_{an+\gamma_1}(\eta) x^{\gamma_1} + c_n Y_{an+\gamma_2}(\eta) x^{\gamma_2} \right] x^{an}
\]

(2.70)

Then the surface temperature and the surface heat flux are obtained:

\[
\theta_w(x, 0) = \sum_{n=0}^\infty \left[ a_n + b_n x^{\gamma_1} + c_n x^{\gamma_2} \right] x^{an}
\]

(2.71)

\[
q_w = \frac{\lambda_T \left[ 1 + (S/T) \right]}{2(\theta_w(x) + (S/T))} \left[ \frac{U}{\theta_w(x)} \right] v x L C
\]

\[
\times \left[ \sum_{n=0}^\infty a_n Y_{an}'(0) + b_n Y_{an+\gamma_1}'(0) x^{\gamma_1} + c_n Y_{an+\gamma_2}'(0) x^{\gamma_2} \right] x^{an}
\]

(2.72)
After using this result, Equation (2.61) for plate becomes

\[
\frac{\partial^2 \theta}{\partial x^2} + 2 \frac{\lambda \lambda^2}{\lambda \lambda^2} \left[ 1 + \frac{L}{S \ T} \right] \ \left[ \frac{U \theta}{S \ T} + \frac{1}{V \ T} \right] \sum_{n=0}^{\infty} \left( a_n Y^m_0 + a_n Y^m_1 \right) x^n = 0
\]

(2.73)

When substituting Equation (2.71) into Equation (2.73), it is seen that in order to obtain the identity, the numbers defining constant \( m \) should be \( \alpha = 3/2, \gamma_1 = 1/2, \gamma_2 = 1 \). Then, the surface temperature distribution (Equation 2.71) takes the form

\[
\theta_w(x, 0) = \sum_{n=0}^{\infty} \left[ a_n \xi_n x^{3/2} + c_n x^{(3/2)n} \right]
\]

(2.74)

Coefficients \( a_n, b_n, c_n \) are defining using \( a_0, c_0 \), coefficients of source, and values \( Y^m_0(0), Y^m_1(0) \), and \( Y^m_2(0) \). Condition (Equation 2.62) gives two equations defining \( a_0, c_0 \):

\[
\frac{\partial^2 \theta}{\partial x^2} \bigg|_{x=0} = 0, \quad \frac{\partial \theta}{\partial x} \bigg|_{x=1} = \sum_{n=1}^{\infty} \left[ \frac{3}{2} n a_n + \left( \frac{3}{2} n + \frac{1}{2} \right) b_n + \left( \frac{3}{2} n + 1 \right) c_n \right] = 0
\]

(2.75)

The first 12 coefficients of Equation (2.74) are calculated and given in Reference [25]. It is also demonstrated by the convergence of the series (Equation 2.74) and is presented as a discussion of the calculation of eigenfunctions \( Y^m(\eta) \). The important result of this work is that the solution of the conjugate problem shows that the surface temperature is not an analytic function of \( x \) at \( x = 0 \). Thus, surface temperature cannot be presented in the form of the Taylor series of \( x \).

The unsteady conjugate heat transfer problem for similar conditions and for flow of compressible fluid over a plate is solved by Perelman et al. The solution of this problem is published in three articles. In the first part [27], an integral relation is obtained using an approach similar to that described in this example. In the second part [28], the solution of this integral relation is given, and the function \( \Omega_n \) that depends on dimensionless time and does not depend on the source is introduced. Finally, the solution of the problem is expressed through this function so that only this function \( \Omega_n \) is required to calculate the temperature field. In the third article [29], the function \( \Omega_n \) is calculated.

In this study, the dimensionless parameter \( B = \sqrt{\frac{C}{\alpha}} \) is introduced. (\( \alpha \) is the constant in Chapman-Rubens's law [Equation 2.63]). This parameter is proportional to the ratio of two times \( B = \frac{t}{t_s} \). The time \( t_s \) in which heat impulse at some point of the plate appears at the point of the upper end of the boundary layer, has the order \( t = \delta^2 / C \alpha_s \), where \( \delta = L / \sqrt{\alpha} \) and \( C \alpha_s \) are the thermal diffusivity of the gas near a
plate. The time \( t_s \) in which the same impulse appears at the other plate point at the distance \( L \) has the order \( t_s \sim L^2/\alpha_\infty \). Then \( B \sim \alpha_w/\alpha_\infty \). The case \( B << 1 \) means that physically, the heating of a boundary layer occurs during a period when heat impulse covers a distance in the plate, which is much less than \( L \). Thus, conjugate unsteady heat transfer problems may be divided into two classes: if the number \( E = \alpha_w/C \alpha_\infty \) for compressible fluid or number \( E = \alpha_w/\alpha_\infty \) for incompressible fluid is introduced. At \( \text{Re} \leq E \), the problem may be solved as the unsteady one, both in the boundary layer and within the body, and at \( \text{Re} >> E \), as the unsteady one within the body and the quasi-steady one in the boundary layer. The quasi-steady approach is used by many authors. For example, Sokolova [24] and Pomaransev [30] applied the quasi-steady method in early works, and later Sucec [5], Karvinen [7], and Dorfman [8] used this approach as well. (See also Example 2.2.)

Gdalevich and Khusid [31] used the power series to solve the system of Navier-Stokes and energy equations for an incompressible fluid over plate.

**Example 2.7: Temperature of a Radiating Thin Plate Placed in Supersonic Gas Flow [24]**

This problem is solved using Dorodnizin's [32] independent variables, which transform the equations for a compressible gas into the form of incompressible fluid (see Section 3.7):

\[
\frac{u}{\partial \xi} + \frac{\bar{v}}{\partial \eta} = \nu_0 \left[ \frac{\partial}{\partial \eta} \left[ b(\phi) \frac{\partial u}{\partial \eta} \right] \right] \quad \bar{v} = (1-m^2) \frac{k-1}{\kappa} u \frac{\partial \eta}{\partial \xi} + \frac{v}{\phi} \quad (2.76)
\]

\[
\frac{\partial u}{\partial \xi} + \frac{\partial \bar{v}}{\partial \eta} = 0 \quad \frac{\partial \theta}{\partial \xi} + \frac{\partial \bar{v}}{\partial \eta} = \frac{\nu_0}{\text{Pr}} \frac{\partial}{\partial \eta} \left[ b(\phi) \frac{\partial \theta}{\partial \eta} \right] - \left( \frac{1}{\text{Pr}} - 1 \right) \nu_0 \left[ b(\phi) \frac{\partial m^2}{\partial \eta} \right] \quad (2.77)
\]

\[
\xi = (1-m_0^2)^{\frac{k-1}{k+1}} x, \quad \eta = \int_0^\gamma \frac{\rho}{\rho_0} d\bar{y} = \int_0^\gamma \frac{(1-m_0^2)^{\frac{k-1}{k}}}{\phi} d\bar{y}, \quad m_0^2 = \frac{k-1}{2} \frac{\text{M}_0^2}{\kappa - \frac{1}{2}} \text{M}_0^2,
\]

\[
\theta = \phi + m^2, \quad m^2 = \frac{u^2}{2c_p T_0}
\]

Here, \( \phi = T/T_0 \) and 0 denote stagnation parameters. Side conditions for Equation (2.77) are

\[
u(\xi,0) = \bar{v}(\xi,0) = 0 \quad u(\xi,\infty) = U, \quad \theta(\xi,\infty) = 1 \quad (2.78)
\]

Three assumptions of the resistance of a plate are considered taking into account the energy balance of heat that a plate gets from gas and loses by radiation:
1. Zero thermal resistance

\[
\frac{c_p \mu_0}{\text{Pr}} \int_0^1 b(\phi) \left( \frac{\partial \theta}{\partial \eta} \right) d\xi = \int_0^1 \sigma T_0^2 (\phi_u^4 - \phi_x^4) \frac{d\xi}{(1-m_0^2)k} 
\]

2. Infinite thermal resistance

\[
\frac{c_p \mu_0}{\text{Pr}} (1-m_0^2)^{k-1} b(\phi) \left( \frac{\partial \theta}{\partial \eta} \right) = \sigma T_0^2 (\phi_u^4 - \phi_x^4) 
\]

3. Finite thermal resistance

\[
\frac{c_p \mu_0}{\text{Pr}} (1-m_0^2)^{k-1} b(\phi) \left( \frac{\partial \theta}{\partial \eta} \right) = \sigma T_0^2 (\phi_u^4 - \phi_x^4) - \lambda_u (1-m_0^2)^{k-1} \frac{2k}{\partial^2 \theta / \partial \xi^2} 
\]

The function \( b(\phi) \) for \( \phi < 1 \) is close to 1, then the law for viscosity takes the form \( \mu = \mu_0 \).

New variables reduce the hydrodynamic problem to Blasius Equation (1.7) at \( \beta = 0 \):

\[
\zeta = \frac{1}{2} \eta \sqrt{\frac{U}{V_0}}, \quad \psi = \sqrt{U_0} \xi \phi(\zeta), \quad (2.79) 
\]

The energy equation (2.77) in new variables takes the form

\[
\frac{\partial^2 \theta}{\partial \zeta^2} + \text{Pr} \phi(\zeta) \frac{\partial \theta}{\partial \zeta} = 2 \text{Pr} \xi \phi'(\zeta) \frac{\partial \theta}{\partial \zeta} + m_0^2 \frac{2}{2} (1-\text{Pr}) [\phi^{'''}(\zeta) \phi'(\zeta) + \phi^{''''}(\zeta)] \quad (2.80) 
\]

1. Plate with zero thermal resistance — In this case, the plate temperature is constant and hence \( \partial \theta / \partial \xi = 0 \). Equation (2.80) and the energy balance in the variables (Equation 2.79) becomes

\[
\frac{\partial^2 \theta}{\partial \zeta^2} + \text{Pr} \phi(\zeta) \frac{\partial \theta}{\partial \zeta} = \frac{m_0^2}{2} (1-\text{Pr}) [\phi^{'''}(\zeta) \phi'(\zeta) + \phi^{''''}(\zeta)] \quad (2.81) 
\]

Assuming \( \theta = 1 + Bm_0^2 \), one gets

\[
B^{'''} + \text{Pr} \phi(\zeta) B' = \frac{1}{2} (1-\text{Pr}) [\phi^{'''}(\zeta) \phi'(\zeta) + \phi^{''''}(\zeta)] \quad (2.83) 
\]

with boundary conditions \( B(\infty) = 0 \) and \( B(0) = (\phi_u - 1) / m_0^2 \), which correspond to boundary conditions \( \theta(\infty) = 1 \) and \( \theta(0) = \phi_u \). The solution of this equation gives for \( B \) and \( \theta \).
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\[
\theta = m_0^2 \int_0^\infty A(\zeta) I(\zeta) d\zeta - \frac{m_0^2}{\int_0^\infty A(\zeta) d\zeta} \int_0^\infty A(\zeta) d\zeta + \phi_w
\]  
(2.84)

\[
A(\zeta) = \exp \left( -Pr \int_0^\zeta \phi(\zeta) d\zeta \right), \quad I(\zeta) = \int_0^\zeta \frac{f(\zeta)}{A(\zeta)} d\zeta,
\]

\[
f(\zeta) = \frac{1}{2} \left( 1 - Pr \right) \left[ \phi''''(\zeta) \phi'(\zeta) + \phi''^2(\zeta) \right]
\]  
(2.85)

Applying these results, one obtains \( \partial \theta / \partial \zeta \bigg|_{\zeta=0} \) and then after substitution into Equation (2.82), the equation for a desired plate temperature can be obtained:

\[
\left( \frac{\partial \theta}{\partial \zeta} \right)_{\zeta=0} = -0.08498 m_0^2 - \frac{\phi_w - 1}{1.6774} (\phi_w K_1)^4 + (\phi_w K_1) - K_2 = 0
\]  
(2.86)

\[
K = 0.5962 \frac{C_U \rho}{Pr \sigma \mu \nu} \left( 1 - m_0^2 \right)^2
\]

\[
K_1 = K^{-K^{-3}}
\]

(2.87)

\[
K_2 = \left( 1 - 0.14254 m_0^2 \right) K_1 + \phi_w K^{-K^{-3}}
\]

To determine the surface temperature, one should calculate from Equation (2.87) \( K, K_1, \) and \( K_2, \) then from Equation (2.86) determine \( \phi_w K_1, \) and finally estimate \( \phi_w = (\phi_w K_1) K_1. \)

2. Plate with infinite thermal resistance — In this case, the energy balance in variables (Equation 2.79) can be presented as

\[
\left( \frac{\partial \theta}{\partial \zeta} \right)_{\zeta=0} = \frac{2Pr \sigma T_0^2}{c_p \mu_0 (1 - m_0^2)^{1/2}} \sqrt{V_0^2} (\phi_0^4 - \phi_0^2)
\]

(2.88)

By introducing a new variable,

\[
\sqrt{S} = \frac{2Pr \sigma T_0^3}{c_p \mu_0 (1 - m_0^2)^{1/2}} \sqrt{V_0^2} \sqrt{S} = \frac{2Pr \sigma T_0^3}{c_p \sqrt{\mu_0 \rho U (1 - m_0^2)^2}} \sqrt{S},
\]

(2.89)

one gets Equation (2.80) with boundary conditions in the form

\[
\frac{\partial^2 \theta}{\partial \zeta^2} + Pr \phi(\zeta) \frac{\partial \theta}{\partial \zeta} = 2Pr \sigma \phi'(\zeta) \frac{\partial \theta}{\partial \zeta} + \frac{m_0^2}{2} \left( 1 - Pr \right) \left[ \phi''''(\zeta) \phi'(\zeta) + \phi''^2(\zeta) \right]
\]

\[
\theta(s, \infty) = 1 \left( \frac{\partial \theta}{\partial \zeta} \right)_{\zeta=0} \sqrt{S} (\phi_0^4 - \phi_0^2)
\]

(2.90)
For small $s$, solution of this equation and the plate temperature are presented by series

$$\theta(s, \zeta) = \sum_{n=0}^{\infty} \theta_n(\zeta)s^{n/2} \quad \phi_n = \sum_{n=0}^{\infty} \theta_n(0)s^{n/2} \quad (2.91)$$

Substituting the series for $\theta$ into Equation (2.90) gives the equations for coefficients $\theta_n(0)$. The first six coefficients given in [24] provide sufficient result for $s \leq 0.01$.

Calculation shows that the temperature distribution across the boundary layer for the plate with infinite resistances is very close to that for the plate with zero resistance. This fact is used to obtain an approximate solution of Equation (2.90), which can be applied for greater values of $s$. This solution is sought as a sum of two functions $\theta_0$ and $\theta_1$:

$$\theta = \theta_0 + \theta_1 \quad (2.92)$$

which satisfy the following equations and boundary conditions:

$$\frac{\partial^2 \theta_0}{\partial \zeta^2} + \text{Pr} \frac{\partial \varphi_0}{\partial \zeta} = \frac{m_0^2}{2} \{1 - \text{Pr}[\varphi''(\zeta)\varphi'(\zeta) + \varphi'''(\zeta)]\} \quad (2.93)$$

$$\theta_0'(0) = 0 \quad \theta_0(\infty) = 1$$

$$\frac{\partial^2 \theta_1}{\partial \zeta^2} + \text{Pr} \frac{\partial \varphi_1}{\partial \zeta} = 2\text{Pr} \varphi'(\zeta) \frac{\partial \theta_1}{\partial s} \quad (2.94)$$

$$\theta_1'(0) = \sqrt{s}(\phi_w - \phi^s) \quad \theta_1(\infty) = 0$$

The system of three equations (Equations 2.92 through 2.94) contains three unknowns: $\theta_0$, $\theta_1$, and $\phi_0$. Equation (2.93) is similar to Equation (2.80), and its solution satisfying conditions (Equation 2.93) is

$$\theta_0 = 1 - m_0^2 \int_{\zeta} \text{A}(\zeta) l(\zeta) d\zeta \quad (2.95)$$

Because it is assumed that $\theta$ is known and is given by solution (Equation 2.84), one determines from the sum (Equation 2.92) function $\theta_1$ as difference:

$$\theta_1 = \theta - \theta_0 = \left[1 - \frac{\int_{0}^{\zeta} \text{A}(\zeta) l(\zeta) d\zeta}{\int_{0}^{\zeta} \text{A}(\zeta) d\zeta} \right] \phi_w - 1 + m_0^2 \int_{0}^{\zeta} \text{A}(\zeta) l(\zeta) d\zeta \quad (2.96)$$
Substituting this expression into Equation (2.93) after integrating the result and taking into account conditions (Equation 2.93), gives an equation that determines the average value of \( \phi_w \):

\[
\frac{d\phi_w}{ds} + \frac{\phi_w}{2s} + 0.83800 \frac{\phi_w^4}{\sqrt{s}} = 0.83800 \frac{\phi_w^4}{\sqrt{s}} - \frac{0.14254 m_0^2 - 1}{2s} \quad (2.97)
\]

This equation is numerically integrated giving \( \phi_w \) as a function of \( s \) and \( m_0 \). Using these results from Table 3 in [24], one estimates the radiating plate temperature.

3. Plate with finite thermal resistance — In this case, the boundary conditions in variables \((\zeta, s)\) can be presented in the form

\[
\theta(s, \infty) = 1, \quad \left( \frac{\partial \theta}{\partial \zeta} \right)_{\zeta=0} = \sqrt{s}(\phi_w^4 - \phi_s^4) - \frac{2\lambda_w \Pr (1-m_0^{(k-1)})}{\sigma T_0^3} A_1 \sqrt{s} \frac{\partial^2 \theta}{\partial s^2} \quad (2.98)
\]

Solving the basic equation (2.80) with these side conditions, one obtains

\[
-\frac{a}{\sqrt{s}} \frac{d^2\phi_w}{ds^2} + \frac{d\phi_w}{ds} + \frac{\phi_w}{2s} + 0.83800 \frac{\phi_w^4}{\sqrt{s}} = 0.83800 \frac{\phi_w^4}{\sqrt{s}} - \frac{0.14254 m_0^2 - 1}{2s}
\]

\[
a = 0.83800 \lambda_w A_1^2 \frac{(1-m_0^{(k)})^{m_0}}{\sqrt{\sigma T_0^3}}, \quad A_1 = \frac{2\Pr \sigma T_0^3}{c_p \mu_0 \sqrt{U / \nu_0 (1-m_0^{(k-1)})}} \quad (2.99)
\]

Equation (2.99) differs from Equation (2.97) by the first term. The value of factor \( a \) of this term is not more than \( 10^{-4} \). Thus, the first term of Equation (2.99) can be neglected in the case of large variables. Physically, this means that the longitudinal conduction may be neglected far from the leading edge of the plate. Then, Equation (2.99) coincides with Equation (2.97), and its solution can be presented by series (Equation 2.91). Calculation shows that neglect of the plate conduction affects the results only near the leading edge where \( s < 0.0015 \), and the error due to that disregard is at the most 4%. Thus, estimation of the plate temperature can be done using the results obtained for the plate with infinite resistance. However, such an approximation is applicable only for plates without heat sources.

Calculation example [24] — A thin plate 5 m in length is flying on an altitude of 10 km with velocity 336 m/s, \( c_p = 1 \text{kJ/kgK}, \rho = 0.42 \text{kg/m}^3, \]

\[
T_s = 223 \text{K}, \mu = 0.151 \cdot 10^{-4} \text{kg/ms}, \sigma = 5.67 \cdot 10^{-11} \text{kJ/m}^2\text{K}^4, \Pr = 0.74, \text{speed of sound } U_{sd} = 20.1 \sqrt{T_s} = 300 \text{m/s}, m_0 = 0.2, \text{Re} = 4.68 \cdot 10^7, M = 1.12.
\]

The plate temperature with zero resistance is calculated using Equations (2.86) and (2.87): \( K = 13.6, K_1 = K^{1/2} = 0.419, K_2 = 0.42 \). For small \( K_2 \), the dependency between \( (\phi_w, K_1) \) and \( K_2 \) is close to linear.
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\[ (\phi_w K_j) = 0.93K_2 [24]. \] Then \( \phi_w = 0.932, T_0 = T_{\infty}/(1 - m_0^2) = 223/0.8 = 279, \]
\[ T_w = 0.932 \cdot 279 = 260K. \]

The plate temperature with infinite resistance is calculated using Equation (2.89), \( s = 0.00769. \) Because \( s \) is small, the series (Equation 2.91) can be used. Taken the coefficients from [24], one obtains \( \phi_w = 0.933, \) and then \( T_w = 260K, M = 4.47. \)

In the case of high Mach number \( U = 1342m/s, \) the plate temperature with zero resistance calculated using Equations (2.86) and (2.87) is \( T_w = 663K, \) the plate temperature with infinite resistance is \( T_w = 618K, \) and the plate temperature without radiation is \( T_w = 1028K. \) Thus, the radiating significantly reduces the plate temperature, especially in the case of high Mach numbers.

Similar problems are considered in References [3] and [33]. In the first article, the series for small and large distance from leading edge are used, similar to the series developed by Perelman [1] (Example 2.1). The authors of the second work first used the integral transform to simplify the initial system of equations and then applied the series. Their results are in agreement with that obtained in this example from [24].

Example 2.8: Temperature of a Thin Plate after an Oblique Shock [30]

This problem is solved by Chapman and Rubesin's method [26]. The plate temperature distribution is described by polynomial

\[ T_w = T_2 - B(t)\xi(2 - \xi) \] (2.100)

Here, \( \xi = x/L, \) subscript 2 denotes parameters after shock, and \( T_2 \) is the plate temperature at the leading edge, which is close to the temperature after shock:

\[ T_2 = T_{\infty} + \frac{2kU_{sd}}{(k + 1)^2c_p}M^2 \left(1 - \frac{1}{1 - M^2}\right) \left(1 + \frac{1}{kM^2}\right) \] (2.101)

Here, \( U_{sd} \) is the speed of sound and Mach number is calculated using the free stream velocity component normal to the shock. Equation (2.100) also satisfies the condition \( \frac{\partial T_w}{\partial \xi}\bigg|_{\xi=1} = 0, \) which follows from the fact that far from the leading edge the temperature is approximately constant. The energy balance for a thermally thin plate follows from Equation (2.7), which after using Equation (2.100) gives

\[ \rho_u c_w \Delta \frac{dT_w}{dt} - \frac{dB}{dt} \left(2\xi - \xi^2\right) = q_w \] (2.102)

Chapman and Rubesin's equation (2.64) is used to calculate the heat flux.
\[
\frac{\partial^2 T}{\partial \eta^2} + Pr \varphi(\eta) \frac{\partial T}{\partial \eta} - 2Pr\varphi'(\eta)\frac{\partial T}{\partial \xi} = -\frac{1}{4}Pr(k - 1)M^2\varphi''^2
\] (2.203)

In this case, the solution of Equation (2.103) is presented as

\[
T = \theta - B[2Y_1(\eta)\xi - Y_2(\eta)\xi^2]
\]

\[
\theta = T_2 \left\{ 1 + \frac{Pr(k - 1)}{4} M^2 \varphi(0) \right\} - g(\eta) \left\{ 1 + \frac{Pr(k - 1)}{4} M^2 \varphi(0) \right\} + T_w g(\eta) + (T_2 - T_w) - y(\eta)
\]

\[
r(\eta) = \int_\eta^{\eta_2} \phi''(\xi)\varphi d\xi \int_{\eta_2}^{\eta} (\phi''(\xi))\varphi d\xi d\omega,
\]

\[
g(\eta) = \left[ \int_\eta^{\eta_2} \phi''(\xi)\varphi d\xi \right] / \left[ \int_\eta^{\eta_2} (\phi''(\xi))\varphi d\xi \right]
\]

(2.104)

where \(T_w\) is the wall temperature at the first moment when the flow starts. Calculating heat flux by differentiating the first Equation (2.104) and substituting the result in Equation (2.102) gives the differential equation determining \(B(t)\) in Equation (2.100):

\[
\rho_w c_w A \left( \frac{dT_2}{dt} - \frac{dB}{dt} (2\xi - \xi^2) \right) = \frac{\lambda_2^2}{2\kappa} \sqrt{Pe_2} \left[ \frac{d\theta}{d\eta} - B[2Y_1(\eta)\xi - Y_2(\eta)\xi^2] \right]_{\eta \to 0}
\] (2.105)

where \(Pe_2 = (c_w \rho U / \lambda_2)\). Averaging Equation (2.105) and using \(Y'(0)\) from Reference [26] yield

\[
\frac{dB}{dt} + 0.62 \frac{\lambda_2^2 \sqrt{Pe_2}}{c_w \rho_w L\Delta} B = -1.5 \left[ \frac{\lambda_2^2 \sqrt{Pe_2} d\theta}{c_w \rho_w L\Delta d\eta} \right]_{\eta \to 0} + \frac{dT_2}{dt}
\] (2.106)

Using Equation (2.104) gives \(d\theta/d\eta\) \(\eta \to 0 = 0.252M^2T_2\). Then Equation (2.106) and its solution become

\[
\frac{dB}{dt} + m(t)B = 1.5T_2(t) - N(t), \quad m(t) = 0.62 \frac{\lambda_2^2 \sqrt{Pe_2}}{c_w \rho_w L\Delta}, \quad N(t) = 0.378 \frac{\lambda_2^2 \sqrt{Pe_2} M^2 T_2}{c_w \rho_w L\Delta}
\]

\[
B = B_0 \exp \left[ -\int_0^t m(\tau) d\tau \right] + \int_0^t \left[ 1.5 \left( \frac{dT}{dt} \right)_2 (\tau) - N(\tau) \right] \exp \left[ -\int_0^\tau m(\tau) d\tau \right] d\tau
\] (2.107)

Calculation results obtained using this equation are compared with observations during the supersonic flight of a rocket V-2.
2.5 Solutions of the Conjugate Heat Transfer Problems by Integral Methods

Integral methods are used to study conjugate heat transfer significantly less than series. Yet, at least two early works are performed. Luikov [12] and Olsson [34] both considered the heat transfer from incompressible fluid flow to a plate and a wedge-shaped fin, respectively, applying integral methods.

Example 2.9: Heat Transfer between a Thin Plate and an Incompressible Flow Past It [12]

The integral heat transfer equation is used in the form (Section 1.4)

\[
\frac{\partial}{\partial x} \int_0^\delta (T_w - T) u(y) dy = \alpha \left( \frac{\partial T}{\partial y} \right)_{y=0}
\]  

(2.108)

The approximate velocity and temperature distribution are presented as

\[
u = \frac{3y}{2\delta} \left( \frac{y}{\delta} \right)^3, \quad \vartheta = T - T_w = a_1 + b_2y + c_3y^2 + d_5y^3, \quad \vartheta_s = a_2 + b_2y
\]

(2.109)

where \(T_w\) is the isothermal wall temperature. Satisfying side conditions (2.5) and (2.6) leads to the temperature distributions across the thermal boundary layer and a plate:

\[
\vartheta = \vartheta_w + \frac{3(\vartheta_s - \vartheta_w)}{2\delta t} y - \frac{\vartheta_s - \vartheta_w}{2\delta^3} y^3, \quad \vartheta_s = \vartheta_w + \frac{\vartheta_w}{\Lambda} y,
\]

(2.110)

where \(\vartheta_0\) is the temperature of the plate with zero thermal resistance. Substituting Equation (2.110) into Equation (2.108) and taking into account that \(\vartheta = \vartheta_w\) at \(y > \delta\) (Example 1.2), one obtains

\[
\frac{3}{20} \frac{\vartheta_w}{\Delta t} \frac{d}{dx} \left[ \frac{1}{1+z} \left( \frac{\xi^2}{z^2\delta^2} - \frac{\xi^4}{14z^6\delta^3} \right) \right] = \frac{3\alpha \vartheta_0}{2\Lambda \delta^2}
\]

(2.111)

where \(\xi = \delta / \delta\). Neglecting the small second term and putting \(z \to 0\), one gets the equation and its solution:

\[
\frac{d}{dx} \left( \frac{1}{z^2\delta} \right) = \frac{10\alpha}{z^2\xi^2\delta^3}, \quad \xi = \frac{\delta}{\delta}, \quad \frac{\xi}{\delta} = \sqrt{\frac{13}{14\Pr}} \quad \text{Nu}_{x^*} = 0.332 \Pr^{1/3} \text{Re}^{1/2} \quad (2.112)
\]
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This is the same as the solution presented in [35].

Asymptotic solutions of Equation (2.111) for the case of conjugate heat transfer are obtained for small and large Brun numbers, which characterize nonuniformity of the plate temperature [12]:

\[
\frac{Nu_{x^*}}{Nu_{x^*}} = 1 + 0.33 Br_x, \quad Br_x < 1.5, \quad \frac{Nu_{x^*}}{Nu_{x^*}} = 1.66 - 0.34 \frac{Nu_{x^*}}{Nu_{x^*}}
\]

(2.113)

\[
Br_x > 1.5, \quad Br_x = \frac{\lambda}{\lambda_x} \frac{Pr}{Re^*}
\]

Example 2.10: Heat Transfer between a Thin Radiating Wedge and an Incompressible Fluid Flow Past It [34]

The free stream velocity in such a case is given by the power function (Equation 1.5). Using polynomials and boundary and conjugate conditions (Equations 2.5 and 2.6), two functions describing the velocity and temperature distributions across the layers are obtained. Two cases are considered: when the thermal boundary layer is thinner \((\xi = \frac{\tau}{\tau} < 1)\) and thicker \((\xi > 1)\) than the velocity boundary layer:

\[
G_1(\xi) = \frac{2}{15} \xi^2 - \frac{3}{140} \xi^4 + \frac{1}{180} \xi^5
\]

(2.114)

\[
G_2(\xi) = \frac{1}{90} \xi^2 - \frac{1}{84} \xi^3 + \frac{3}{560} \xi^4 - \frac{1}{1080} \xi^5
\]

\[
G_1(\xi) = -\frac{3}{10} - 10 \xi + \frac{2}{15} \xi^2 - \frac{3}{140} \xi^3 + \frac{1}{180} \xi^4
\]

(2.115)

\[
G_2(\xi) = -\frac{1}{120} - \frac{1}{180} \xi + \frac{1}{840} \xi^3 - \frac{1}{3024} \xi^4
\]

Then the momentum and energy integral equations lead (Section 1.4) to an equation:

\[
\left[ G_1(\xi) + \frac{1260 m}{37 + 300 m} G_2(\xi) \right] = \frac{37 + 300 m^2}{630 Pr \theta_0 (L)L[(m+1)^{1/2} - 1]},
\]

(2.116)

\[
B = \int_0^1 \theta_0 (x)x^{m-1} dx
\]

where \(\theta_\star = T_\star - T_\infty, m = \beta/(2\pi - \beta)\) is the temperature head, and \(\beta\) is the leading edge angle. Because the wedge is assumed to be thin \((m \ll 1)\), the temperature approximately may be considered as a function of \(x\) only \(\theta_\star (x)\).

The balance for the wedge in the case of the linearized radiative law is

\[
\lambda_\star \frac{d}{dx} \left( x \frac{d\theta_\star}{dx} \right) = 2\theta_\star \left[ \frac{2\lambda}{\xi} \left( \frac{37 + 300 m C}{1260 v} \right)^{1/4} x^{(m+1)/2 + 4\pi T_\infty^3} \right]
\]

(2.117)
and \( \theta_w(L) = \theta_0, \theta_x(0) \) – finite are boundary conditions, where \( \theta_0 \) is the temperature of the wedge base. Here, \( C \) is constant in Equation (1.5) for power free stream flow. The system of two equations (2.116) and (2.117) determines two unknowns, \( \xi \) and \( \theta_w(x) \). In the case of neglecting convection, Equation (2.117) becomes a Bessel differential equation that under the indicated conditions has the solution

\[
\theta_w = \theta_0 \frac{l_0(\frac{\xi r}{L})}{l_0(\xi)}, \quad \xi = \left( \frac{32\pi \sigma T^4}{\beta \lambda_w} \right)^{1/2} \tag{2.118}
\]

Similarly, if radiation is neglected,

\[
\theta_w = \theta_0 \frac{l_0(\frac{\xi c r}{L})}{l_0(\xi c)}, \quad \xi_c = \frac{1}{m+1} \left( \frac{64 \lambda}{\beta \lambda_w \xi} \right)^{1/2} \left( \frac{37 + 300 m C}{1260 n} \right)^{1/4} L^{(m+1)/4} \tag{2.119}
\]

For combined convection and radiation, Equation (2.117) becomes

\[
\frac{d}{dx} \left( z \frac{d\theta_w}{dz} \right) = \theta_w \left[ \frac{\xi_c^2}{4L(m+1)^2} + \frac{\xi_f^2}{L(m+1)^2} \right], \quad z = x^{(m+1)/2} \tag{2.120}
\]

Neglecting \( m \) with respect to 1 in the radiative term allows us to determine the solution in the series:

\[
\theta_w = \theta_0 \left[ \sum_{n=0}^{\infty} \frac{C_n}{\sum_{n=0}^{\infty} C_n} \left( \frac{x}{L} \right)^{n(m+1)/2} \right], \tag{2.121}
\]

\[
C_{n+2} = \frac{\xi_c^2 C_{n+1} + 2 \xi_c^2 C_n}{4(n+2)^2}, C_0 = 1, C_1 = \frac{\xi_c^2}{4}, n = 1, 2, \ldots
\]

Introducing this solution into Equation (2.116) makes it possible to calculate \( \xi \). Then the heat flux and temperature fields may easily be found by the usual methods. In order to estimate the accuracy of the approximate integral solution, the Blasius series is used to solve the same problem (Section 1.3). The system of Equations (2.1) to (2.6) for conjugate steady-state heat transfer is applied with two changes due to the specifics of the problem. The term \( U \frac{du}{dx} \) is added instead of \( \frac{1}{r} \frac{dp}{dx} \) to take into account the gradient of the stream velocity, and Equation (2.4) for the body is used in cylindrical coordinates \( (r, \phi) \):

\[
u \frac{du}{dx} + \frac{d}{dy} \frac{du}{dy} = U \frac{du}{dx} + \nu \frac{d^2 u}{dy^2}, \quad \frac{\partial^2 \theta_x}{\partial r^2} + \frac{1}{r} \frac{\partial \theta_x}{\partial r} + \frac{1}{r^2} \frac{\partial^2 \theta_x}{\partial \phi^2} = 0 \tag{2.122}
\]
The free stream velocity and surface temperature distributions are presented as

\[ U = x^n \sum_{i=0}^{\infty} u_i x^i, \quad \theta = T - T_\infty = \sum_{i=0}^{\infty} T_i x^i, \quad T_0 \neq 0, u_0 \neq 0 \quad (2.123) \]

The solution is sought in the form of the same series:

\[ \psi = x^{(m+\frac{1}{2})} u_0^2 \sum_{j=0}^{\infty} \left( \frac{u_1}{u_0} \right)^j f_j(\eta)x^j, \quad \theta_i = T \sum_{j=0}^{\infty} \left( \frac{u_1}{u_0} \right)^{j-i} F_{ij}(\eta)x^i, F_{ij} = 0, i > j \]

Here, \( \eta = (1/2)\sqrt{x}x^{(m+\frac{1}{2})} u_0^2 \frac{2}{\nu^2} \) is the Blasius variable. The expression for \( \theta_i \) represents the solution for each term of the series (Equation 2.123) for determining \( \theta \). Introducing the series (Equation 2.124) in momentum and energy boundary layer equations and in side conditions and singling out coefficients for \( x \) give a recursive system of ordinary differential equations and boundary conditions for the functions \( f_j(\eta) \) and \( F_{ij}(\eta) \). Because the function \( F_{ij}(\eta) \) is determined for each term of the series (Equation 2.123), the total solution for \( \theta \) is obtained by a summation of these functions. Such a procedure is possible because the energy equation is linear.

The solution of Equation (2.122) for a wedge should satisfy the boundary condition of continuity in temperature across the body-fluid interface:

\[ x = L, \theta_w = \theta_0 = \sum_{i=0}^{\infty} T_i L^i, \quad \phi = \beta/2, \theta_s = \theta_w = \sum_{i=0}^{\infty} T_i x^i \quad (2.125) \]

Furthermore, the solution should be finite at \( x = r = 0 \) and symmetric with respect to \( \phi = 0 \). A solution that satisfies these conditions is as follows:

\[ \theta_s = \sum_{i=0}^{\infty} \frac{T_i L_i}{\cos(m\beta/2)} \left( \frac{r}{L} \right)^i \cos(i\phi) + \sum_{i=0}^{\infty} B_i \left( \frac{r}{L} \right)^i \cos(2i + 1)\frac{\pi \phi}{\beta} \quad (2.126) \]

The coefficient \( B_i \) was obtained through development of the first boundary condition (2.125) into a series of \( \cos(2i + 1)(\pi \phi / \beta) \).

The obtained expressions for the temperatures in the fluid and in the body contain yet unknown coefficients \( T_i \). These coefficients may be found through satisfying the demand of continuity in the heat flux...
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across the fluid–body interface. This is achieved by selecting the coefficients so that the heat flux in the fluid and in the body as obtained from Equations (2.124) and (2.126), respectively, match each other as well as possible according to the discrete least squares method.

Both results obtained by series and by integral approach are compared with surface temperature distribution determined experimentally on black-painted fins of copper and iron. Both results give a relatively exact description of the measured temperature distribution. The difference between the two results is less than the difference between either of them and experimental data.

The obtained results are used for discussion of difference between conjugate and usual approaches. Values of \( \frac{Nu_x Re^{1/2}}{Re - x^{12}} \) calculated by conjugate approach for different values of wedge conductivity and different cooling media vary considerably from the values being obtained for infinite heat conductivity. The calculation indicates that these differences could lead to large errors in temperature and heat flux.

The values of heat flux obtained by \( \frac{Nu_x Re^{1/2}}{Re - x^{12}} \) which corresponds to isothermal surface, are underestimated. For air, this approximation gives relatively good results, especially at high conductivities, but it leads to large errors for the other fluids. Studies indicate that the temperature distribution is more uniform at larger wedge angles, shorter fin lengths, and lower fluid velocities.
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3

Heat Transfer from Arbitrary Nonisothermal Surfaces in a Laminar Flow

In essence, the conjugate heat transfer problem considers the thermal interaction between a body and a fluid flowing over or inside it. As a result of such interaction, a particular temperature distribution establishes on the body-fluid interface. This temperature field determines the heat flux distribution on the interface and virtually the intensity of heat transfer. Hence, the properties of heat transfer of any conjugate problem are actually the same as those of some nonisothermal surface with the same temperature field, no matter how this field is established, as a result of conjugate heat transfer or given a priori. Thus, in general, a theory of conjugate heat transfer is in fact a theory of an arbitrary nonisothermal surface, because the temperature distribution on the interface in a conjugate problem is unknown a priori.

Such theory applicable to both arbitrary nonisothermal and conjugate convective heat transfer presented in this and the next two chapters was developed by the author as a result of studying this subject since 1970 [1]. The main part of this work was performed together with graduate students and colleagues from the Ukrainian Academy of Science and then by the author during his time as a visiting professor at the University of Michigan since 1996. Different parts of this theory have been published in many articles and in a book [2] that was the author’s doctoral thesis. Although many of these publications were originally published in Russian, almost all are available in English.

3.1 The Exact Solution of the Thermal Boundary Layer Equation for an Arbitrary Surface Temperature Distribution [3]

There are only a few exact solutions of the thermal boundary layer equation. Most of them are derived for a specific surface temperature distribution. The first exact solution of the steady-state boundary layer equation was given by Pohlhausen [4] for a plate with constant surface temperature and free stream velocity. The same problem for a plate with a polynomial surface temperature distribution was solved by Chapman and Rubesin [5]. Levy [6] gave the exact solution for the case of a power law distribution of both surface temperature and free stream velocity. Solution in the form of multiple series in
terms of dynamic and thermal shape parameters was given by Bubnov and Grishmanovskaya [7] and Oka [8] (Section 1.6).

Here is given an exact solution to the thermal boundary layer equation for an arbitrary temperature distribution and a power law of the free stream velocity. The solution is constructed in the form of series containing consecutive derivatives of the temperature head distribution. Such series converge much more rapidly than multiple series of shape parameters.

The thermal boundary layer equation and the boundary conditions are used in the Prandtl-Mises form (Equation 1.3), which in Görtler variables (Equation 1.12) \( \Phi, \varphi \) becomes

\[
2\Phi \frac{\partial \theta}{\partial \Phi} - \varphi \frac{\partial \theta}{\partial \varphi} - \frac{1}{Pr} \frac{\partial}{\partial \varphi} \left( \frac{u}{U} \frac{\partial \theta}{\partial \varphi} \right) = U^2 \frac{u}{c_p} \left[ \frac{\partial}{\partial \varphi} \left( \frac{u}{U} \right) \right]^2
\]

(3.1)

\[
\varphi = 0, \theta = \theta_\infty(\Phi) \quad \varphi \rightarrow \infty, \theta = 0
\]

(3.2)

\[
\Phi = \frac{1}{\nu} \int_0^\infty U d\zeta \quad \varphi = \frac{\psi}{\sqrt{2\Phi}} \quad \theta = T - T_\infty
\]

(3.3)

The solution of Equation (3.1) is sought in the form

\[
\theta = \sum_{k=0}^{\infty} G_k(\varphi) d_k + G_d(\varphi) \frac{U^2}{c_p}
\]

(3.4)

Substitution of Equation (3.4) into Equation (3.1) and replacement of the index \( k + 1 \) by \( k \) in one of the sums yields the following two equations:

\[
\sum_{k=0}^{\infty} \Phi^k \frac{d_k}{d\Phi^k} \left[ 2kG_k + 2G_{k-1} - \varphi G'_k - \frac{1}{Pr} \frac{\partial}{\partial \varphi} \left( \frac{u}{U} G_k \right) \right] = 0
\]

(3.5)

\[
2\frac{\Phi}{U^2} \frac{dU^2}{d\Phi} G_d - \varphi G'_d - \frac{1}{Pr} \frac{\partial}{\partial \varphi} \left( \frac{u}{U} G'_d \right) - \frac{u}{U} \left[ \frac{\partial}{\partial \varphi} \left( \frac{u}{U} \right) \right]^2 = 0
\]

(3.6)

Here, prime denotes a derivative with respect to variable \( \varphi \).

If the free stream velocity has power law dependence \( U = Cx^n \), the velocity distribution in the layer is self-similar (Section 1.2). In this case, the ratio of velocities in the layer and in the outer flow \( u/\hat{U} = \varphi(\eta, \beta) \) depends only on variable \( \eta \) and parameter \( \beta \), while the coefficient in the first term of the second equation equals \( 2\beta \). The expressions in brackets in Equation (3.5) also turn out to depend only on \( \varphi \) and \( \beta \).

Equating these expressions to zero leads to a system of ordinary equations:

\[
(1/Pr)[\omega(\varphi, \beta)]G'_\varphi + \varphi G' - 2kG_k = 2G_{k-1} \quad (k = 0, 1, 2, \ldots)
\]

(3.7)
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determining the coefficients of series (3.4), where \( \omega(\varphi, \beta) \) denotes the ratio \( u/U \) in self-similar flows. The boundary conditions for these equations follow from conditions (3.2):

\[
\varphi = 0, \quad G_0 = 1, \quad G_k = 0 \quad (k = 1, 2, 3...) \quad \varphi \to \infty, \quad G_k = 0 \quad (k = 0, 1, 2...) \quad (3.8)
\]

The equation and the boundary conditions for \( G_d(\varphi) \) are found from Equation (3.6):

\[
(1/\text{Pr})[(\omega(\varphi, \beta)G_d)' + \varphi G_d'] - 2\beta G_d = \omega(\varphi, \beta)[\omega'(\varphi, \beta)]^2
\]

\[
\varphi = 0, \quad G_d = 0 \quad \varphi \to \infty, \quad G_d = 0 \quad (3.9)
\]

The heat flux at the wall is defined via shear stress assuming that close to the wall \( \tau \approx \tau_w \):

\[
q_w = \lambda \left( \frac{\partial \theta}{\partial \gamma} \right)_{y=0} = \frac{\lambda}{\sqrt{2\Phi}} \left( -u \frac{\partial \theta}{\partial \varphi} \right)_{\varphi=0} \quad \tau = \mu \left( \frac{\partial u}{\partial \gamma} \right) = -\frac{\rho}{\sqrt{2\Phi}} u \left( \frac{\partial u}{\partial \varphi} \right) \quad (3.10)
\]

Integrating both sides of the last equation, one finds that close to the wall (except near the separation point where \( \tau_w = 0 \)), the velocity \( u_{\varphi \to 0} \) is determined via shear stress as

\[
u = 2^\nu 4 \Phi \nu(\tau_w \varphi/\rho)\nu^2 \quad (3.11)
\]

Using this result and determining the derivative \( \partial \theta/\partial \varphi \) from Equation (3.4), one gets

\[
q_w = h \left[ \theta_w + \sum_{k=1}^\infty g_k \Phi \frac{d^k \theta_w}{d \Phi^k} - g_d \frac{U^2}{C_p} \right] \quad \text{St}_\nu = \frac{q_0}{\text{Pr} \left( \frac{C_f}{2} \right)^\nu} \Phi^{-\nu^4} \quad (3.12)
\]

Here, \( g_d = -2^\nu 4(\varphi^2 G_d')_{\varphi=0}, \quad g_k = (G_k'/G_k)_{\varphi=0}, \quad g_d = (G_d'/G_d)_{\varphi=0}, \quad h \) is the heat transfer coefficient for an isothermal surface in the case of negligible dissipation. In that case, the sum in series (Equation 3.12) becomes zero, and this equation reduces to the boundary condition of the third kind, and Equation (3.12) for the Stanton number gives for \( \text{Pr} = 1 \) and \( \beta = 0 \) (Figure 3.1)

\[
\text{St}_\nu = 0.576 \text{Re}_{x}^{-\nu^4}(C_f/2)^\nu^2 = C_f/2 \quad (3.13)
\]

as it should be according to the Reynolds analogy.
Series (3.12) is an exact solution for a power law free stream velocity. For gradientless flow, $\Phi = U x / \nu$, and this series becomes

$$q_w = h_x \left[ \theta_w + \sum_{k=1}^{\infty} g_k x^k \frac{d^k \theta_w}{dx^k} - g_a \frac{U^2}{C_p} \right]$$  \hspace{1cm} (3.14)$$

It is seen that in this case, the heat flux is governed by the derivatives of temperature head with respect to the coordinate $x$. It follows from Equation (3.12) that when there is a pressure gradient, the role of the longitudinal coordinate plays the variable $\Phi$, and the heat flux is determined by the derivatives of the temperature head with respect to $\Phi$. Thus, the function $\theta_w(\Phi)$ plays the same role in the case of a pressure gradient flow as the function $\theta_w(x)$ does for gradientless flow. This situation is plausible physically and reflects the fact that the flow characteristics at a given point are governed not only by local quantities but also by the prehistory of the flow, which is taken into account by the variable $\Phi$.

The coefficients $G_k$ are determined by inhomogeneous Equation (3.7). Presenting these coefficients by sum gives for $G_k$ and $kG_k$ the following expressions:

$$G_k = \sum_{i=0}^{i=k} \frac{(-1)^{k+i}}{(k-i)!} F_i,$$

$$kG_k = \sum_{i=0}^{i=k} \frac{(-1)^{k+i}}{(k-i)!} iF_i = \sum_{i=0}^{i=k-1} \frac{(-1)^{k+i}}{(k-i)!} kF_i + kF_k - \sum_{i=0}^{i=k-1} \frac{(-1)^{k+i-1}}{(k-i)!} (k-i)F_i$$  \hspace{1cm} (3.15)$$
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Substituting the sums (Equation 3.15) into Equations (3.7) and (3.8) transforms these into homogeneous equations and the following boundary conditions:

\[(1 / \text{Pr})[(\omega(\varphi, \beta)F_{i}’)’ + \varphi F_{i}’ - 2iF_{i} = 0 \quad (i = 0, 1, 2...k) \quad (3.16)]\]

\[F_0(0) = 1, \quad \sum_{i=0}^{k} \frac{(-1)^{k+i}}{(k-i)!} F_i(0) = 0, \quad \sum_{i=0}^{k} \frac{(-1)^{k+i}}{(k-i)!} F_i(\infty) = 0 \quad (3.17)\]

From the last sum, one gets \(F_i(\infty) = 0\). Because \(F_0(0) \neq 0\), the other values of \(F_i(0)\) in the second sum cannot be equal to zero. In this case, one should take \(F_i(0) = 1 / i!\). Then, the second sum becomes zero as a sum of binomial coefficients with alternate signs. Thus, the boundary conditions for the functions \(F_i(\varphi)\) are

\[\varphi = 0, F_i = 1 / i!, \quad \varphi \to \infty, F_i \to 0 \quad (3.18)\]

Equation (3.16) at the wall (\(\varphi = 0\)) in the case when \(i \neq 0\) has a singularity as well as the Prandtl-Mises equation (Equation 1.3). This singularity can be removed by using a new variable \(z = \varphi^{1/2}\), which transforms Equation (3.16) and boundary conditions (Equation 3.18) into the form

\[(1 / \text{Pr})[(\omega(z, \beta)F_{i}’)’ + 2z^2 F_{i}’ - 8z^3 F_i = 0, \quad F_i(0) = 1 / i!, \quad F_i(\infty) \to 0 \quad (3.19)\]

The solution of this linear problem can be presented as a sum of two others:

\[F_i(z) = \frac{1}{i!} \left[ V_i(z) - \frac{V_i(\infty)}{W_i(\infty)} W_i(z) \right], \quad V_i(0) = 1, W_i(0) = 0, \quad V_i’(0) = 0, W_i’(0) = 1 \quad (3.20)\]

Using the Runge-Kutta method for numerical integration, one gets \(V_i(z)\) and \(W_i(z)\) and then \(F_i(\varphi)\), coefficients \(G_k(\varphi)\) from sum (Equation 3.4), and finally, coefficients of the series (3.12):

\[g_0 = \frac{V_0(\infty)}{W_0(\infty)}, \quad g_k = \sum_{i=0}^{k} \frac{(-1)^{k+i}}{(k-i)!} \frac{V_i(\infty)}{W_i(\infty)} / \frac{V_0(\infty)}{W_0(\infty)} \quad (3.21)\]

Equation (3.16) simplifies in the limiting cases \(\text{Pr} \to 0\) and \(\text{Pr} \to \infty\). In the first case, a slug velocity profile may be used (Section 2.3). Then, Equations (3.16) and (3.18) become

\[F_i'' + \text{Pr}(\varphi F_i' - 2iF_i) = 0, \quad \varphi = 0, F_i = 1 / i!, \quad \varphi \to \infty, F_i \to 0 \quad (3.22)\]
The functions giving the solution of this problem and its first derivative at \( \varphi = 0 \) are [9]

\[
F_i = \frac{1}{2i!(2i-1)!} \exp(-\xi^2) \frac{d^{2i}}{d\xi^{2i}} \left[ \exp(\xi^2) \left( 1 - \frac{2}{\sqrt{\pi}} \int_0^\infty \exp(-t^2) dt \right) \right] \xi = \varphi \left( \frac{Pr}{2} \right)^{1/2} 
\]

\[
F_i'(0) = - \frac{2}{\sqrt{\pi}} e^{(-1)i} \left[ 1 + (2i + 1) \left( -1 \right)^i + \sum_{m=1}^{\infty} \frac{(-1)^m i!}{(2i - 2m + 1)m!(1 - m)!} \right] 
\]

(3.23)

Calculation shows that the following simple formulae are valid:

\[
\sqrt{\frac{\pi}{2}} F_i'(0) = - \frac{1}{1 \cdot 3 \cdot 5 \cdot \ldots \cdot (2i - 1)} = - \frac{2}{(2i - 1)!!} \quad g_k = \frac{(-1)^{k+1}}{k!(2k-1)} 
\]

(3.24)

The coefficients decrease rapidly with increasing number:

\[
g_1 = 1, \quad g_2 = -1/6, \quad g_3 = -1/30, \quad g_4 = 1/168, \quad g_5 = 1/1080, \quad g_6 = -1/7920 \quad (3.25)
\]

In the other limiting case, when \( Pr \to \infty \), the linear velocity profile \( c\varphi^{1/2} \) may be used (Section 2.2), and Equation (3.16) and boundary conditions (Equation 3.18) take the form

\[
(c\varphi^{1/2}F_i)' + Pr(\varphi F_i - 2F_i) = 0, \quad \varphi = 0, F_i = 1 / i! \quad \varphi \to \infty, F_i \to 0 \quad (3.27)
\]

The new variables \( H_i = \exp(z)(2i/3)^{-1/2}F_i \) and \( z = (2Pr/3c)\varphi^{1/2} \) transform Equation (3.27) into a confluent hypergeometric equation:

\[
zH_i'' + [(4/3 - z)]H_i' - [(4/3 + 1)]H_i = 0 \quad (3.28)
\]

To satisfy the corresponding boundary conditions, one should use the asymptotic expression for the confluent hypergeometric function \( H(a, b, z) \). Then, the function \( F_i(z) \) and the coefficients of series (3.12) are obtained as follows:

\[
F_i = \frac{1}{i!} \exp(z) \left[ H \left( \frac{2}{3} (2i + 1), \frac{2}{3}, z \right) \right]
\]

\[
- \frac{\Gamma(2/3)\Gamma[(4i/3) + 1]}{\Gamma(4/3)\Gamma[(4i/3) + 2/3]} z^{2/3} \left[ [(4i/3) + 1, 4/3, z] \right] \quad (3.29)
\]

\[
g_k = \frac{1}{3} \Gamma \left( \frac{2}{3} \right) \sum_{i=0}^{k} \frac{(-1)^{k+i} \Gamma(4i/3)}{(k-i)!(i-1)!\Gamma[(4i/3) + 2/3]} \quad (3.30)
\]
The calculation gives

\[ g_1 = 0.6123, \quad g_2 = -0.1345, \quad g_3 = 0.0298, \quad g_4 = -0.0057 \]  

Coefficients \( g_k \) calculated by Equation (3.16) for different free stream velocity gradients (different \( \beta \)) and various Prandtl numbers are plotted in Figures 3.1, 3.2, and 3.3. These are compared with limiting values (Equations 3.26 and 3.31). It follows from Figures 3.2 and 3.3 that

1. Coefficient \( g_1 \) depends on the velocity gradient and on the Prandtl number; this dependence is more significant for small Prandtl numbers \( \text{Pr} < 0.5 \); for \( \text{Pr} \to 0 \) and \( \text{Pr} \to \infty \), the values of \( g_1 \) for all \( \beta \) tend to the greatest \( g_1 = 1 \) and to the lowest \( g_1 = 0.6123 \) values, respectively.

FIGURE 3.2
Dependence of coefficient \( g_1 \) on Pr and \( \beta \) for a laminar boundary layer.

FIGURE 3.3
Dependence of coefficients \( g_k \) on Pr and \( \beta \) for a laminar boundary layer. – Numerical solution of Equation (3.16), 1– \( \text{Pr} \to \infty \), 2, 3, 4– \( \text{Pr} \to 0 \).
2. Coefficient $g_2$ is practically independent of the velocity gradient and depends slightly on the Prandtl number in the region of small Prandtl numbers; for $Pr \to 0$ and $Pr \to \infty$, the values of $g_2$ also tend to the greatest absolute value $|g_2| = 1/6$ and to the lowest absolute value $|g_2| = 0.1345$, respectively.

3. Coefficients $g_3$ and $g_4$ are independent of both the velocity gradient and the Prandtl number. Therefore, the values obtained by numerical integration of Equation (3.16) practically coincide with the limiting values $g_3 = 1/30$ and $g_4 = -1/168$.

4. All subsequent coefficients will apparently be more independent of the velocity gradient and of the Prandtl. This follows from Equation (3.7) because the role of the first term, which depends only on $Pr$ and $\beta$, reduces as the number $k$ increases.

The independence of the coefficients of both $\beta$ and $Pr$ for large $k$ makes it possible to use for all Prandtl numbers and for arbitrary pressure gradient the limiting values of $g_k$ (3.26) for $Pr \to 0$.

### 3.2 Generalization for an Arbitrary Velocity Gradient in a Free Stream Flow

The results obtained above, in particular, series (Equations 3.12 and 3.14), are exact solutions for a power law velocity in a free stream flow. These expressions are also a highly accurate approximate solution for an arbitrary free stream velocity. The following considerations show this fact. If the coefficients $g_k$ were independent of the pressure gradient (i.e., of parameter $\beta$), Equations (3.12) and (3.14) would be exact solutions for an arbitrary pressure gradient. Actually, all coefficients $g_k$ are practically independent of $\beta$, except $g_1$. So, the exactness of series (Equations 3.12 and 3.14) for an arbitrary pressure gradient depends only on variation of coefficients $g_1$ via parameter $\beta$.

According to Figure 3.2, coefficient $g_1$ slightly depends on $\beta$ in the range of mean Prandtl numbers, but for limiting cases $Pr \to 0$ and $Pr \to \infty$, this dependence deteriorates. The greatest effect of the pressure gradient on $g_1$ is in the range of Prandtl numbers close to $Pr = 0.1$, where the deviation from the average value of the first coefficient $g_1 = 0.675$ reaches ±12% when the velocity gradient in the self-similar flow changes from $\beta = 1$ (accelerated flow) to $\beta = -0.16$ (close to separation flow).

Thus, the relations (Equations 3.12 and 3.14)

$$
q_w = h \left[ \theta_w + \sum_{k=1}^{\infty} g_k x^k \frac{d^k \theta_w}{d\Phi^k} \right], \\
q_w = h \left[ \theta_w + \sum_{k=1}^{\infty} g_k x^k \frac{d^k \theta_w}{d^k x^k} \right]
$$

(3.32)
give the high-accuracy expression for heat flux from nonisothermal surfaces in the case of an arbitrary free stream velocity gradient. Dividing both sides of these equations by \( \frac{q_w}{q_w^*} = \theta \), one obtains corresponding relations for the coefficient of nonisothermicity:

\[
\chi_t = \frac{q_w}{q_w^*} = 1 + \sum_{k=1}^{\infty} g_k \frac{\Phi k}{\theta_w} \frac{d k \theta_w}{d \Phi_k}, \quad \chi_t = \frac{q_w}{q_w^*} = 1 + \sum_{k=1}^{\infty} g_k \frac{\chi k}{\theta_w} \frac{d k \theta_w}{d x_k},
\]

which shows how much the heat transfer intensity from a particular nonisothermal surface is more or less than that from an isothermal surface.

The value of the parameter \( \beta \) in a general case should be determined satisfying an integral equation that can be obtained by integrating Equation (3.1) across the boundary layer. Omitting the dissipative term, one gets

\[
\int_0^\infty \left[ 2 \Phi \frac{\partial \theta}{\partial \Phi} - \varphi \frac{\partial \theta}{\partial \varphi} - \frac{1}{Pr} \frac{\partial}{\partial \varphi} \left( \omega(\varphi, \beta) \frac{\partial \theta}{\partial \varphi} \right) \right] d\varphi = 0
\]

Substituting the self-similar solution \( \omega(\varphi, \beta) \) for the velocity ratio \( u/U \), yields

\[
\int_0^\infty \left[ 2 \Phi \frac{\partial \theta}{\partial \Phi} - \varphi \frac{\partial \theta}{\partial \varphi} - \frac{1}{Pr} \frac{\partial}{\partial \varphi} \left( \omega(\varphi, \beta) \frac{\partial \theta}{\partial \varphi} \right) \right] d\varphi = 0
\]

The parameter \( \beta \) should be determined from this equation. However, Equation (3.35) is satisfied by any value of \( \beta \). This is clearly seen by subtracting Equations (3.34) and (3.35):

\[
\int_0^\infty \frac{\partial}{\partial \varphi} \left[ \left[ \frac{u}{U} - \omega(\varphi, \beta) \right] \frac{\partial \theta}{\partial \varphi} \right] d\varphi = \left[ \frac{u}{U} - \omega(\varphi, \beta) \right] \frac{\partial \theta}{\partial \varphi} \bigg|_0^\infty = 0
\]

This equation is satisfied by any value of \( \beta \) because both exact and self-similar velocity profiles satisfy the same boundary conditions at the end points of interval \((0, \infty)\). This means that solutions (Equation 3.32) satisfy the exact integral equation (Equation 3.34), in other words it means that series (Equation 3.32) in the case of an arbitrary free stream velocity are on the average (across the boundary layer) exact solutions.

Because the integral equation is satisfied, one can increase the exactness of solutions (Equation 3.32) by using some additional condition to estimate the parameter \( \beta \). The simplest such condition is obtained by equating the average values of the given \( U(x) \) and power law \( C x^n \) velocity distributions on each interval \((0, x)\):

\[
\int_0^x C x^n d\xi = \int_0^x U(\xi) d\xi, \quad \beta = 2 \left( 1 - \frac{\Phi}{Re_x} \right)
\]
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As the coefficient $g_1$ slightly depends on parameter $\beta$, the method of determining the latter is not important, and so $\beta$ may be estimated in some other way, for instance, by approximating $U(x)$ by the power function $U = Cx^m$, as in [10]. In fact, different estimations of $\beta$ lead to practically the same final values of coeff cient $g_1$.

The heat transfer coeff cient for isothermal surface $h_*$ in Equation (3.32) is determined using Equation (3.12) for the Stanton number and Figure 3.1. For laminar flow, the heat transfer coeff cient can also be calculated by methods such as those reviewed by Spalding and Pun [11].

### 3.3 General Form of the Influence Function of the Unheated Zone: Convergence of the Series [12]

The superposition principle leads to Equation (1.38) for the heat flux on a surface with an arbitrary temperature distribution. In the case of a continuous temperature head distribution without breaks for gradientless flow over a plate, this equation has the form

$$q_w = h_* \left[ \theta_w(0) + \int_0^x f(\xi/\xi) d\theta_w d\xi \right]$$

(3.38)

The influence function of an unheated zone $f(\xi/\xi)$ is calculated for some simple cases using approximate methods. All of these functions have a form (Section 1.5):

$$f(\xi/\xi) = \left[ 1 - (\xi/\xi)^C_1 \right]^{-C_2}$$

(3.39)

Because series (3.32) is an exact solution for the case of power law free stream velocity, one can estimate exactness of the function (Equation 3.39) by comparing two forms of solution defining heat flux: differential (Equation 3.32) and integral (Equation 3.38). This can be done by determining the relation between these two expressions [12].

It is shown above that in the case of the gradient free stream flow, the variable $x$ in Equation (3.14) should be substituted for by $\Phi$. To compare both differential and integral forms for heat flux in the general case, the same substitution should be done in Equation (3.38) to get

$$q_w = h_* \left[ \theta_w(0) + \int_0^\Phi f(\xi/\Phi) d\theta_w d\xi \right]$$

(3.40)

This equation is transformed using integration of parts assuming for the $k$-transform:
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\[ u_k = \frac{d^k \theta_w}{d \zeta^k}, \quad v_k = \int_0^\xi v_{k-1} d\gamma + \frac{(-1)^k \Phi}{k!}, \quad \zeta = \frac{\xi}{\Phi} \] (3.41)

Taking \( v_0 = \Phi \xi (\zeta) \), one obtains for \( k = 1 \), \( v_1 = \Phi \int_0^\xi f(\gamma) d\gamma - \Phi \) and then

\[ q_w = h \left\{ \Phi \frac{d \theta_w}{d \Phi} \left[ \int_0^1 f(\zeta) d\zeta - 1 \right] + \Phi \frac{d^2 \theta_w}{d \Phi^2} \left[ \int_0^\Phi f(\gamma) d\gamma - 1 \right] + \Phi \frac{d^k \theta_w}{d \Phi^k} f_k(1) \right\} \] (3.42)

Repeating integration by parts yields

\[ q_w = h \left[ \Phi \frac{d \theta_w}{d \Phi} f_1(1) - \Phi^2 \frac{d^2 \theta_w}{d \Phi^2} f_2(1) + \cdots + (-1)^{k+1} \Phi^k \frac{d^k \theta_w}{d \Phi^k} f_k(1) + \theta_w(0) \right] \]

\[ + \frac{\Phi}{1!} \frac{d \theta_w}{d \Phi} \bigg|_{\Phi=0} + \frac{\Phi^2}{2!} \frac{d^2 \theta_w}{d \Phi^2} \bigg|_{\Phi=0} + \cdots + \frac{\Phi^k}{k!} \frac{d^k \theta_w}{d \Phi^k} \bigg|_{\Phi=0} + (-1)^k \Phi^k \int_0^\Phi \frac{d^{k+1} \theta_w}{d \Phi^{k+1}} f_k(\zeta/\Phi) d\zeta \] (3.43)

\[ f_k(\zeta) = \int_0^\zeta \int_0^\zeta \int_0^\zeta f(\xi) d\xi d\eta d\zeta + \sum_{n=1}^{n=k} \frac{(-1)^n \zeta^{k-n}}{n!(k-n)!} \] (3.44)

In the last expression, the integral is repeated \( k \) times. The second sum in Equation (3.43) beginning from \( \theta_w(0) \) represents an expansion of function \( \theta_w(\Phi) \) as a Taylor series at \( \Phi = 0 \). Therefore, one concludes that the expression (Equation 3.43) coincides with Equation (3.32) if the remainder in the form of the integral in Equation (3.43) goes to zero when \( k \to \infty \) and if it is set

\[ \lim_{k \to \infty} \Phi^k \int_0^\Phi f_k \left( \frac{\zeta}{\Phi} \right) \frac{d^{k+1} \theta_w}{d \zeta^{k+1}} d\zeta \to 0 \quad g_k = (-1)^{k+1} f_k(1) \] (3.45)

Then, because

\[ \int_0^1 \int_0^\zeta \int_0^\zeta f(\xi) d\xi d\eta d\zeta = \frac{1}{(k-1)!} \int_0^1 (1-\zeta)^{k-1} f(\zeta) d\zeta \] (3.46)

\[ \sum_{n=1}^{n=k} \frac{(-1)^n \zeta^{k-n}}{n!(k-n)!} = \frac{1}{k!} \left[ (\zeta - 1)^k - \zeta^k \right] \]
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one obtains, according to Equations (3.45) and (3.46), the relation between the coefficients $g_k$ and the influence function of an unheated zone in the form

$$g_k = \frac{(-1)^{k+1}}{k!} \left[ k \int_0^1 (1-\zeta)^{k-1} f(\zeta)d\zeta - 1 \right]$$  \hspace{1cm} (3.47)

Thus, expressions (Equations 3.38 and 3.40) determining the heat flux are integral sums of series (Equation 3.32), which present the same heat flux in equivalent differential forms.

Corresponding integral forms for a nonisothermicity coefficient equivalent to (Equation 3.33) are

$$\chi_{t} = \frac{1}{\theta_w} \int_0^x f \left( \frac{x}{\Phi} \right) \frac{d\theta_w}{d\xi} d\xi + \theta_w(0) \quad \chi_{f} = \frac{1}{\theta_w} \left[ \int_0^x f \left( \frac{x}{\Phi} \right) \frac{d\theta_w}{d\xi} d\xi + \theta_w(0) \right]$$  \hspace{1cm} (3.48)

Results just obtained make it possible to find the relation between exponents $C_1$ and $C_2$ in the influence function (Equation 3.39) and coefficients $g_k$. Substituting Equation (3.39) into Equation (3.47), expanding $(1-\zeta)^{k-1}$ via a binomial formula, and introducing a new variable $r = \zeta^{C_1}$, one reduces the integral to the sum of beta functions, and Equation (3.47) becomes

$$g_k = \frac{(-1)^{k+1}}{k!} \left[ \frac{k}{C_1} \sum_{n=0}^{k-1} (-1)^n \frac{(k-1)!}{n!(k-n-1)!} B \left( \frac{n+1}{C_1}, 1-C_2 \right) - 1 \right]$$  \hspace{1cm} (3.49)

According to Equation (1.40), the exponents in Equation (3.39) in the case of the gradientless free stream flow are $C_1 = 3/4$ and $C_2 = 1/3$. The values of coefficients $g_1 = 0.612, g_2 = -0.131, g_3 = 0.030, g_4 = -0.0056$ obtained from Equation (3.49) using these exponents differ only little from the results (Equation 3.31) obtained from the exact solution for $Pr \to \infty$.

Thus, although Equation (3.39) is found by an approximate integral method, it is reasonably accurate, so that the calculation by Equation (3.38) with function (Equation 3.39) and $C_1 = 3/4$ and $C_2 = 1/3$ gives virtually the same result as that obtained by the exact solution (Equation 3.32).

Another result derived from comparing the solutions in two forms, of the series and of the integral, is the influence function of the unheated zone in the general case. A comparison of Equations (3.32) and (3.38) shows that if one neglects the slight dependence $g_1(\beta)$, Equation (3.39) can be used for the influence function in the general case after substituting
variable $\xi/\Phi$ for $\xi/x$:

$$f(\xi/\Phi) = (1 - (\xi/\Phi)^{C_1})^{-C_2} \quad (3.50)$$

In such a case, the exponents $C_1$ and $C_2$ should be determined so that the values of $g_1$ and $g_2$ obtained by applying Equation (3.50) would be the same as those given by Figures 3.2 and 3.3.

First, it should be considered how formula (Equation 3.50) conforms to known cases. In particular, for the case of self-similar gradient flows and for $Pr > 0.5$, for which the coefficients $g_k$ are practically independent on $Pr$ (Figure 3.2), Equation (3.50) should yield formula (1.44) derived by Lighthill. Because for the self-similar flows $U = Cx^m$ and, consequently, $\Phi = [C/ \nu (m + 1)]x^{m+1}$, it is evident that in this case Equation (3.50) gives Lighthill’s formula. It is also readily seen that the result obtained by Equation (3.50) with exponents $C_1 = 1$ and $C_2 = 1/2$ corresponds to the exact solution in the limiting case $Pr \to 0$. This follows from the fact that for $C_1 = 1$ and $C_2 = 1/2$, the beta function and the expression (3.49) for $g_k$ can be presented in the following form:

$$B(n + 1, 1/2) = \frac{\Gamma(n + 1)\Gamma(1/2)}{\Gamma(n + 1 + (1/2))} = \frac{n!}{[n + (1/2)][n - (1/2)][n - (3/2)]\ldots(1/2)} \quad (3.51)$$

$$g_k = (-1)^{k+1} \left[ \sum_{n=0}^{k-1} \frac{(-1)^n 2^n}{(2n + 1)! (k - n - 1)!} - \frac{1}{k} \right] \quad (3.52)$$

Direct calculations show that $g_k$ given by this formula are in agreement with the values (Equation 3.26) obtained from the exact solution for $Pr \to 0$.

Thus, the influence function (Equation 3.50) describes quite accurately the effect of an unheated zone in the known cases for self-similar flows with pressure gradient and for practically all relevant values of Prandtl numbers. In these cases, the exponents $C_1$ and $C_2$ vary relatively little from $3/4$ and $1/3$ at medium and high Prandtl numbers to 1 and $1/2$ for $Pr \to 0$. Figure 3.4 shows the exponents $C_1$ and $C_2$ for the general case as the functions of $Pr$ for various $\beta$. These are found by solving a system of two equations obtained by substituting $g_1$ and $g_2$ into Equation (3.49).

To estimate $\beta$ for determining exponents $C_1$ and $C_2$, in the general case, Equation (3.37) can be used in the same way as for estimating coefficients $g_1$ and $g_2$.

Considering function (Equation 3.50) and expression (Equation 3.45), the convergence of series (Equation 3.32) is studied. According to the theorem of the mean value, one gets

$$J_k = \Phi^k \int_0^\Phi f_k \left( \frac{\xi}{\Phi} \right) \frac{d^{k+1} \theta_w}{d\xi^k} d\xi \leq \Phi^k \int_0^\Phi f_k \left( \frac{\xi}{\Phi} \right) \left| \frac{d^{k+1} \theta_w}{d\xi^k} \right| d\xi = \Phi^k \left| \frac{d^{k+1} \theta_w}{d\xi^k} \right| \int_0^\Phi f_k \left( \frac{\xi}{\Phi} \right) d\xi$$

$$\leq \Phi^k \left| \frac{d^{k+1} \theta_w}{d\xi^k} \right| \int_0^1 f_k \left( \frac{\xi}{\Phi} \right) d\xi$$

$$\leq \Phi^k \left| \frac{d^{k+1} \theta_w}{d\xi^k} \right| \int_0^1 f_k \left( \frac{\xi}{\Phi} \right) d\xi$$

$$(3.53)$$
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where $\Phi$ is a suitable value of $\Phi$ from segment $[0, \Phi]$. Applying Equation (3.47) gives an estimation for the integral in Equation (3.53):

$$\int_0^1 f_k(\zeta) \, d\zeta \leq \frac{1}{k!} \left[ \int_0^1 (1-\zeta)^k f_k(\zeta) \, d\zeta + \int_0^1 (1-\zeta)^{-1} \, d\zeta \right]$$

$$\leq \frac{1}{k!} \left[ \int_0^1 (1-\zeta)^k f_k(\zeta) \, d\zeta + \int_0^1 (1-\zeta)^{k+1} \, d\zeta \right]$$

$$= \frac{1}{k!} \left[ \int_0^1 (1-\zeta)^k f_k(\zeta) \, d\zeta + \frac{2}{k+1} \right] \quad (3.54)$$

The influence function (Equation 3.50) increases as the exponent $C_1$ decreases and as the exponent $C_2$ increases. Because the range of the values

**Figure 3.4**
Dependence of exponents $C_1$ and $C_2$ on $Pr$ and $\beta$ for a laminar boundary layer.
of these exponents is $3/4 \leq C_1 \leq 1/2$ and $1/3 \leq C_2 \leq 1/2$, the maximum value
of the function (Equation 3.50) is when $C_1 = C_2 = 1/2$. Hence, the integrand
in Equation (3.54) can be estimated using these values of the exponents:

$$(1 - \zeta)^{1/2} f_k(\zeta) < (1 - \zeta)(1 - \zeta^{1/2})^{-1/2} < 8\sqrt{3}/9\sqrt{2} < 10/9 \tag{3.55}$$

where $8\sqrt{3}/9\sqrt{2}$ is the maximum value of function (Equation 3.55) in inter-
val $[0,1]$. Thus,

$$\int_0^1 f_k(\zeta) d\zeta \leq \frac{1}{k!} \left( \frac{10}{9k} + \frac{2}{k + 1} \right) = \frac{1}{(k + 1)!} \left( \frac{10k + 1}{9} + 2 \right) < \frac{5}{(k + 1)!} \tag{3.56}$$

and finally, estimation of the remainder (3.45) is obtained as follows:

$$J_k = \Phi^0 \int_0^\Phi f_k \left( \frac{\xi}{\Phi} \right) \frac{d^{k+1}\theta_w}{d\xi^{k+1}} d\xi < \frac{5}{(k + 1)!} \Phi^{k+1} \left| \frac{d^{k+1}\theta_w}{d\Phi^{k+1}} \right|_{\Phi = 0} \tag{3.57}$$

This expression differs from the estimation of the Taylor series remain-
der only by factor 5. Therefore, the known results for Taylor series conver-
gence are valid for series (3.32) as well. In particular, if the function $\theta_w(\Phi)$
has derivatives of all orders in an interval $[0,\Phi]$, the series (3.32) converges to
integral (3.40).

### 3.4 The Exact Solution of the Thermal Boundary Layer Equation for an Arbitrary Surface Heat Flux Distribution [13]

This section considers the inverse problem when surface heat flux distribution
is specified and the corresponding temperature head distribution needs to be
established. Accordingly, Equation (3.32) is solved for the heat flux to obtain

$$\theta_w + \sum_{k=1}^{n} q_k \Phi^k \frac{d^k \theta_w}{d \Phi^k} = \frac{q_w}{h_s} = \theta_w^\infty(\Phi), \tag{3.58}$$

where $\theta_w^\infty(\Phi)$ determines the temperature head on an isothermal surface with
the same heat flux distribution and is a known function of $x$ and, hence, of $\Phi$, because $q_w(x)$ is given. Equation (3.58) can be considered as a differential
equation defining the unknown function \( \theta_w(\Phi) \). The solution of this equation is sought in a form similar to that of series (Equation 3.32):

\[
\theta_w = \theta_{w*} + \sum_{n=1}^{\infty} h_n \Phi^n \frac{d^n \theta_{w*}}{d\Phi^n}
\]  

(3.59)

where \( h_k \) are coefficients similar to \( g_k \). Substituting Equation (3.59) into Equation (3.58), one gets

\[
\sum_{n=1}^{\infty} h_n \Phi^n \frac{d^n \theta_{w*}}{d\Phi^n} + \sum_{k=1}^{\infty} g_k \Phi^k \frac{d^k \theta_{w*}}{d\Phi^k} + \sum_{k=1}^{\infty} g_k \Phi^k \frac{d^k \Phi^k}{d\Phi^k} \sum_{n=1}^{\infty} h_n \Phi^n \frac{d^n \theta_{w*}}{d\Phi^n} = 0
\]  

(3.60)

Performing the differentiation in the last term and assembling terms containing like expressions of \( \Phi^k (d^k \theta_{w*}/d\Phi^k) \) and \( \Phi^n (d^n \theta_{w*}/d\Phi^n) \) yields the relation

\[
h_k + g_1(kh_k + h_{k-1}) + g_2[k(k-1)h_k + 2(k-1)h_{k-1} + h_{k-2}]
+ g_3[k(k-1)(k-2)h_k + 3(k-1)(k-2)h_{k-1} + 3(k-2)h_{k-2} + h_{k-3}]
+ g_4[k(k-1)(k-2)(k-3)h_k + 4(k-1)(k-2)(k-3)h_{k-1}
+ 6(k-2)(k-3)h_{k-2} + 4(k-3)h_{k-3} + h_{k-4}] + \ldots = 0 \quad k = 1, 2, 3, \ldots, h_0 = 1
\]  

(3.61)

Then, the expressions determining coefficients \( h_k \) via known \( g_k \) are obtained:

\[
\begin{align*}
h_1 + g_1(h_1 + 1) & = 0, \\
h_2 + g_2(2h_2 + h_1) + g_2(2h_2 + 2h_1 + 1) & = 0, \\
h_3 + g_1(3h_3 + h_2) + g_2(6h_3 + 4h_2 + h_1) + g_3(6h_3 + 6h_2 + 3h_1 + 1) & = 0, \\
h_4 + g_1(4h_4 + 3h_3) + g_2(12h_4 + 6h_3 + h_2) + g_3(24h_4 + 18h_3 + 6h_2 + h_1) \\
+ g_4(24h_4 + 24h_3 + 12h_2 + 4h_1 + 1) & = 0 + \ldots
\end{align*}
\]  

(3.62)

Figure 3.5 presents the values of the first four coefficients \( h_k \) as functions of the Prandtl number and \( \beta \). For the limiting cases \( Pr \to 0 \) and \( Pr \to \infty \), the coefficients \( h_k \) are

\[
\begin{align*}
h_1 & = -1/2, \\
h_2 & = 3/16, \\
h_3 & = 5/96, \\
h_4 & = 35/1968
\end{align*}
\]  

(3.63)

Like the coefficients \( g_k \), the first few coefficients \( h_k \) are weak functions of \( \beta \), and the rest are practically independent of \( \beta \) and \( Pr \).

The weak dependence of the coefficients \( h_k \) on \( \beta \) means that Equation (3.59), like Equation (3.32), can be used with high accuracy for arbitrary free stream flows. In this case, \( \beta \) can be found as before using Equation (3.37).
It was shown in the preceding section that differential form (3.32) for the heat flux corresponds to the integral presentation (Equation 3.40). To obtain a solution of the inverse problem in an integral form corresponding to differential form (Equation 3.59), the temperature head from Equation (3.40) should be found, taking \( q_w(\Phi) \) as a given function. For the case of gradient-less free stream flow, such a problem was considered in Chapter 1, and the solution for the temperature head was obtained in the form (Equation 1.50). Because the expressions for gradient and gradientless flows differ only by variables \( \Phi \) and \( x \), the solution of the inverse problem for gradient flows is found by substituting variable \( \Phi \) for \( x \) in Equation (1.50) to get

\[
\theta_w = \frac{C_1}{\Gamma(C_2)\Gamma(1-C_2)} \int_0^\Phi \left[ 1 - \left( \frac{\xi}{\Phi} \right)^{C_2-1} \right] \left( \frac{\xi}{\Phi} \right)^{C_1(1-C_2)} \frac{q_w(\xi)}{h(\xi)\xi} d\xi
\]  

(3.64)

In the simplest case of gradientless flow and \( Pr \approx 1 \) for which \( \Phi = x, C_1 = \frac{3}{4}, C_2 = \frac{1}{3} \), and \( h = 0.332 \lambda(U/xv)^{1/2} Pr^{1/3} \), Equation (3.64) reduces to the following well-known relation [14]:

\[
\theta_w = 0.623 \Re_x^{\frac{3}{2}} Pr^{-\frac{1}{3}} \int_0^x \left[ 1 - \left( \frac{\xi}{x} \right)^{\frac{3}{4}} \right]^{2/3} d\xi
\]  

(3.65)

FIGURE 3.5
Dependence of coefficients \( h \) on \( Pr \) and \( \beta \) for a laminar boundary layer.
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For the case of a constant heat flux, Equations (3.59) and (3.64) can be used to obtain a relation between heat transfer coefficients for an isothermal \((T_w = \text{const.})\) and for the surface with \(q_w = \text{const.}\). Dividing each term of Equations (3.59) and (3.64) by \(q_w\), one gets

\[
\frac{1}{h_q} = \frac{1}{h_w} + \sum_{k=1}^{\infty} h_k \Phi^k \frac{d^k}{d\Phi^k} = \frac{C_1}{\Gamma(C_2)\Gamma(1-C_2)} \int_0^\Phi \left[ 1 - \left( \frac{\xi}{\Phi} \right)^{C_1} \right]^{C_2-1} \times \left( \frac{\zeta}{\Phi} \right)^{C_1(1-C_2)} \frac{d\xi}{h(\zeta)\zeta} \tag{3.66}
\]

If the customary power law relation is used for the isothermal heat transfer coefficient, \(h = C\Phi^{-n}\), the ratio \(h/h_q\) is independent of \(x\) and is determined by one of the relations

\[
\frac{h}{h_q} = 1 + \sum_{k=1}^{\infty} n(n-1)(n-2)\ldots(n-k+1),
\]
\[
\frac{h}{h_q} = \frac{\Gamma\left(1-C_2 + \frac{n}{C_1}\right)}{\Gamma(1-C_2)\Gamma\left(1+\frac{n}{C_1}\right)} \tag{3.67}
\]

These expressions give the ratio \(h/h_q\) for arbitrary gradient flow and arbitrary Prandtl number. For gradientless flow, the well-known results follow from Equation (3.67). For \(Pr \approx 1\) and \(Pr \rightarrow 0\), one gets \(h/h_q = 0.74\) and \(h/h_q = 2/\pi\), respectively. For the stagnation point, the isothermal heat transfer coefficient is independent of \(x\), so \(n = 0\), and \(h/h_q = 1\).

To derive the influence function of an unheated zone for the case of the heat flux jump, Equation (3.64) is integrated by parts setting

\[
u(\xi, \Phi) = q_w, \quad v(\xi, \Phi) = \frac{C_1}{\Gamma(C_2)\Gamma(1-C_2)} \int_0^\Phi \left[ 1 - \left( \frac{\xi}{\Phi} \right)^{C_1} \right]^{C_2-1} \left( \frac{\zeta}{\Phi} \right)^{C_1(1-C_2)} \frac{d\xi}{h(\zeta)\zeta} \tag{3.68}
\]

Because according to Equations (3.66) and (3.68) \(v(\Phi, \Phi) = 0\) and \(v(0, \Phi) = 1/h_q\), one has

\[
\theta_w = \frac{q_w(0)}{h_q} + \int_0^\Phi v(\xi, \Phi) \frac{dq_w}{d\xi} d\xi \tag{3.69}
\]

Because ratio \(q_w(0)/h_q\) determines the temperature head \((\theta_w)\) on the surface with \(q_w = \text{const.}\), Equation (3.69) has the same form as Equation (3.40).
This implies that quantity $v(\xi, \Phi)$ in front of the derivative in the integrand, like $f(\xi, \Phi)$ in Equation (3.40), gives the influence function of the unheated zone. The integrand in Equation (3.69) is the increment of the temperature head, and the value $(dq/d\xi)d\xi$ is the corresponding increment of the heat flux. Consequently, the function $v(\xi, \Phi)$ is equal to the reciprocal of the heat transfer coefficient $h(\xi)$ after the heat flux jump at the point $\Phi = \xi$, and the influence function $f_q(\xi, \Phi)$ in this case is determined as follows:

$$\frac{1}{f_q(\xi, \Phi)} = \frac{h(\xi)}{(h(\xi))} = \frac{C_1 h(\xi)}{\Gamma(C_2)\Gamma(1-C_2)} \int_{\Phi/\xi}^{1} (1-\zeta)^{C_1-1}\zeta^{C_2-1} \left(1-C_2\right)^{-1} \frac{d\zeta}{h(\Phi\xi)}$$ (3.70)

Because in the problem at hand the heat flux is given and $h(\xi) = q_w/\theta_w$, Equation (3.70) in fact determines the distribution of the temperature head after the heat flux jump for the arbitrary gradient flows. To obtain the well-known expression for the gradientless flow from Equation (3.70), consider that in this case, $\Phi = Re_x h_\infty Re - \frac{v^2}{2}$, and hence, $h(\Phi\xi) = h_\infty(\xi) \xi^{-2}$. Then, using variable $\sigma = 1-\zeta^{C_1}$ and beta function (3.49), Equation (3.70) is transformed to the following form:

$$f_q(\xi, \Phi) = \frac{h(\xi)}{h_\infty} \frac{B(C_2,1-C_2)}{B_\sigma(\xi, [C_1(1-C_2) + 1/2] C_1)} \int_0^\sigma r^{-1}(1-r)^{-1} dr \quad (3.71)$$

where $B_\sigma(i, j)$ is an incomplete beta function. The well-known formula

$$\theta_w = 0.276(q_w/h_\infty)B_\sigma(1/3, 4/3)$$ (3.72)

determining the temperature head after the heat flux jump for gradientless flow follows from Equation (3.71) for $Pr = 1$ and $C_1 = 3/4$ and $C_2 = 1/3$.

It is evident from Equation (3.70) that influence function $f_q(\xi, \Phi)$ for the case of known heat flux, unlike the influence function $f(\xi, \Phi)$ for the case of known temperature, depends not only on the ratio $\xi/\Phi$ but also on the function $h(\xi)$. Therefore, the function $f_q(\xi, \Phi)$ in contrast to the function $f(\xi/\Phi)$ depends on each of the variables $\xi$ and $\Phi$.

### 3.5 Temperature Distribution on an Adiabatic Surface in an Impingent Flow

This problem is considered as an example when the heat flux naturally is prescribed and temperature head distribution needs to be found.
Let a thermally insulated section of a surface be preceded by an isothermal section. At the entrance to the adiabatic section, the heat flux drops abruptly to zero, whereas the temperature head decreases gradually, becoming practically equal to zero only at a certain distance from entrance point. To determine the variation of the temperature head in this case, Equation (3.64) is again integrated by parts putting

$$u(\xi) = \frac{q_w}{h_w} = \theta_{w*}, \quad v\left(\frac{\xi}{\Phi}\right) = \frac{C_1}{\Gamma(C_2)\Gamma(1-C_2)} \int_{\xi}^{\Phi} \left[1 - (\zeta)C_1\right]^{C_1-1} (\zeta)^{C_2(1-C_2)} \frac{d\zeta}{\zeta}$$ (3.73)

Because in this case $v(1) = 0$, $v(0) = 1$, and $q_w(0)/h_w(0) = \theta_w(0)$, Equation (3.64) becomes

$$\theta_w = \theta_{w*}(0) + \int_0^\Phi v\left(\frac{\xi}{\Phi}\right) \frac{d\theta_{w*}}{d\xi} d\xi$$ (3.74)

where $\theta_{w*}(0)$ is the temperature head on the isothermal section at the entrance to the adiabatic section. It is seen that the function $v(\xi/\Phi)$ of the integrand in Equation (3.74) is sought. Reasoning as in the derivation of Equation (3.70), one arrives at the conclusion that the function $v(\xi/\Phi)$ describes the variation of the temperature head after the heat flux jump, referring to the corresponding variation of the temperature head that would occur on an isothermal surface for the same heat flux. In the studied case of flow impinging on the adiabatic section, the temperature head changes from the temperature head $\theta_{w*}(0)$ on the preceding isothermal surface at the entrance to the adiabatic section to some value $\theta_w$ after the heat flux jump (i.e., on $\theta_{w*}(0) - \theta_w$). Hence, in the problem in question, the function in Equation (3.74) is $v(\xi/\Phi) = [\theta_{w*} - \theta_w] v(\theta_w)$. Solving this equation for $\theta_w$ and using Equations (3.73) and (3.49), one finds the temperature head variation on the adiabatic section in an impingement flow in the general case:

$$\theta_w = \theta_{w*}(0) \left[1 - \frac{B(1-C_2, 1-C_2)}{B(1-C_2, 1-C_2)} \right], \quad \sigma = 1 - \left(\frac{\xi}{\Phi}\right)^{C_1}$$ (3.75)

For gradientless flow and $Pr = 1$, the familiar relation follows from Equation (3.75):

$$\theta_w = \theta_{w*}(0) \left[1 - \frac{B(1, 3/2, 3/2)}{B(1, 3/2, 3/2)} \right], \quad \sigma = 1 - \left(\frac{\xi}{x}\right)^{3/4}$$ (3.76)
3.6 The Exact Solution of an Unsteady Thermal Boundary Layer Equation for Arbitrary Surface Temperature Distribution

Consider an incompressible laminar steady-state flow with the free stream velocity $U(x)$ and temperature $T_\infty$ past a body with surface temperature $T_x(x)$. At the moment $t = 0$, the surface temperature starts to change with time according to a function $T_x(t, x)$. The problem is to determine the temperature field and the surface heat flux distribution for $t \geq 0$ [15].

The unsteady boundary layer Equation (2.3) in dimensionless variables (Equation 3.3) becomes

$$2 \Phi \frac{\nu}{U x} \left[ \frac{1}{u - z} + \frac{2 \Phi \nu}{U z} \frac{dU}{dx} z \right] \frac{\partial \theta}{\partial z} + 2 \Phi \frac{\partial \theta}{\partial \phi} - \varphi \frac{\partial \theta}{\partial \phi} - \frac{1}{Pr} \frac{\partial}{\partial \phi} \left( \frac{U \partial \theta}{\partial \phi} \right) = 0 \quad z = \frac{Ut}{x} \quad (3.77)$$

The initial and boundary conditions are as follows:

$$z \geq 0, \varphi = 0, \theta = \theta_w(x, z) \quad \varphi \rightarrow \infty, \theta \rightarrow 0 \quad (3.78)$$

In the case of power law free stream velocity $U = C x^m$, the terms $2 \Phi \nu / U x$ and $(2 \Phi \nu / U z)(dU / dx)$ depend only on exponent $m$, and the term $\Phi(\partial \theta / \partial \phi)$ is equal to $x(\partial \theta / \partial x) / (m + 1)$. Then, Equation (3.77) takes the following form:

$$\frac{2}{m + 1} \left[ \frac{U}{u} + (m - 1)z \right] \frac{\partial \theta}{\partial z} + \frac{2}{m + 1} x \frac{\partial \theta}{\partial x} - \varphi \frac{\partial \theta}{\partial \phi} - \frac{1}{Pr} \frac{\partial}{\partial \phi} \left( \frac{U \partial \theta}{\partial \phi} \right) = 0 \quad (3.79)$$

The solution of this equation subjected to initial and boundary conditions (3.78) can be presented in a series similar to series (Equation 3.4):

$$\theta = \sum_{k=0}^{\infty} \sum_{i=0}^{\infty} G_{ki}(z, \varphi) \frac{x^{k+i}}{U^i} \frac{\partial x^i}{\partial x^i} \frac{\partial \theta_w}{\partial t} = G_{00} \theta_w + G_{10} x \frac{\partial \theta_w}{\partial x} + G_{01} x \frac{\partial \theta_w}{\partial t} + G_{20} x^2 \frac{\partial^2 \theta_w}{\partial x^2} + G_{11} x^2 \frac{\partial^2 \theta_w}{\partial x^2 \partial t} + \ldots \quad (3.80)$$

Substituting this series into Equations (3.78) and (3.79), one obtains a set of equations and initial and boundary conditions that determine the coefficients...
of the series (3.80):

\[
\frac{2}{m+1} \left[ \frac{U}{u} + (m-1)z \right] \left[ \frac{\partial G_{ki}}{\partial z} + G_{k(i-1)} \right] + \frac{2}{m+1} \left[ (k+i)G_{ki} + G_{(k-1)i} \right] - \varphi \frac{\partial G_{ki}}{\partial \varphi} \\
- \frac{1}{Pr} \frac{\partial}{\partial \varphi} \left( \frac{u}{U} \frac{\partial G_{ki}}{\partial \varphi} \right) = 0
\]

(3.81)

\[z \geq 0, \varphi = 0, G_{k0} = 1, G_{ki} = 0, (i = 0, k > 0, k = 0, i > 0, i > 0, k > 0), \varphi \rightarrow \infty, G_{ki} \rightarrow 0\]

(3.82)

For a power law free stream velocity, the ratio \(u/ U\) depends only on variable \(\varphi\). Hence, the coefficients \(G_{ki}\) are a function only of variables \(z, \varphi\) and parameters \(m\) and \(Pr\).

The surface heat flux is determined by differentiating Equation (3.80) to obtain

\[q_w = -\lambda \left( \frac{\partial \theta}{\partial y} \right)_{y=0} = \sum_{k=0}^{\infty} \sum_{i=0}^{\infty} \left( \frac{\partial G_{ki}}{\partial \varphi} \right)_{\varphi=0} \frac{x^{k+i}}{U} \frac{\partial \theta_w}{\partial x^{k+i}} + h_1 \left( \theta_w + g_{10} x \frac{\partial \theta_w}{\partial x} \right) + \sum_{i=0}^{\infty} \sum_{k=0}^{\infty} \left( \frac{\partial G_{ki}}{\partial \varphi} \right)_{\varphi=0} \frac{x^{k+i}}{U} \frac{\partial \theta_w}{\partial x^{k+i}} + \sum_{i=0}^{\infty} \sum_{k=0}^{\infty} \left( \frac{\partial G_{ki}}{\partial \varphi} \right)_{\varphi=0} \frac{x^{k+i}}{U} \frac{\partial \theta_w}{\partial x^{k+i}} + \cdots \]

(3.83)

\[g_{ki} = \left[ \left( \frac{\partial G_{ki}}{\partial \varphi} \right) / \left( \frac{\partial G_{k0}}{\partial \varphi} \right) \right]_{\varphi=0} (i = 0, k > 0, k = 0, i > 0, i > 0, k > 0) \]

(3.84)

Equation (3.81) subjected to conditions (Equation 3.82) are solved numerically for a plate and \(Pr = 1\) using the finite difference method. The coefficients of the first four terms containing the derivatives with respect to time \((i \neq 0)\) are given in Figure 3.6. If the surface temperature head depends on the coordinate only, one puts \(i = 0\), and Equations (3.80) and (3.83) become the proper form of the steady-state solutions (3.4) and (3.32) with coefficients \(g_k\) (Equation 3.31). The coefficients \(g_k(z)\) gradually grow with time and finally attain the values of \(g_k(t) \rightarrow \infty\) that coincide with those obtained by Sparrow without initial conditions [16]. To obtain a satisfactory result, one can use only several terms of the series (Equation 3.83), because coefficients \(y_k\) decrease rapidly with growing the value \((k)\). The ratio \(g_k(z) / (g_k)_{t \rightarrow \infty}\) is about 0.99 when \(z = Ut/ x = 2.4\). Hence, for \(z > 2.4\), coefficients \(y_k\) are practically independent of time and become the values \((g_k)_{t \rightarrow \infty}\).

Applying the same technique of repeated integration by part as in the case of steady-state heat transfer (Section 3.3), one can show that differential form...
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(Equation 3.83) for heat flux is identical to the following integral expression:

\[ q_w = h_0 \left[ \theta_w(t,0) + \int_0^x f(\xi,0,z) \frac{\partial \theta_w}{\partial \xi} \, d\xi + \int_0^t f(0,\eta,t,z) \frac{\partial \theta_w}{\partial \eta} \, d\eta ight] + \int_0^t \int_0^x f(\xi,\eta,t,z) \frac{\partial^2 \theta_w}{\partial \xi \partial \eta} \, d\xi \, d\eta \]

(3.85)

Here \( f(\xi, \eta, t, z) \) is an influence function of an unheated zone for the unsteady heat transfer that depends on the integration variables \( \xi/x \) and \( \eta/t \) and dimensionless time \( z \). The relation between the function of the unheated zone and the coefficients of series is

\[ g_k(z) = \frac{(-1)^{i+1}}{(k-1)!i!} \int_0^z (z-\sigma)^{i-1} \left( 1 - \sigma \right)^{k-1} f(\xi, \sigma, z, \sigma) \, d\sigma \, dz \quad \zeta = \frac{z}{x}, \quad \sigma = \frac{\eta}{t} \]

(3.86)

The expression for the nonisothermicity coefficient follows from Equation (3.83):

\[ \chi_t = 1 + g_{10} \frac{x}{\theta_w} \frac{\partial \theta_w}{\partial x} + g_{01} \frac{x}{\theta_w} \frac{\partial \theta_w}{\partial t} + g_{20} \frac{x^2}{\theta_w} \frac{\partial^2 \theta_w}{\partial x^2} + g_{02} \frac{x^2}{U \theta_w} \frac{\partial^2 \theta_w}{\partial t^2} + g_{11} \frac{x^2}{U \theta_w} \frac{\partial^2 \theta_w}{\partial x \partial t} + \ldots \]

(3.87)
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3.7 The Exact Solution of a Thermal Boundary Layer Equation for a Surface with Arbitrary Temperature in a Compressible Flow

In this section, the Dorodnizin (or Illingworth-Stewartson) independent variables [17] (or [18]) are used to show that solution (Equation 3.4) for incompressible fluid is valid in the case of gradientless compressible flow past the plate [2]. Substituting a Dorodnizin’s variable \( \eta \) for the variable \( y \) and transforming energy equation (Equation 2.60) for compressible fluid to the variables \( x \) and \( \varphi \),

\[
\eta = \sqrt{\frac{U}{2\nu Cx}} \int_0^y \rho_d d\xi, \quad \varphi = \frac{\psi}{\rho_\infty \sqrt{2C \nu_x U}},
\]

one arrives at the following thermal boundary equation of Prandtl-Mises-Görtler’s type:

\[
2x \frac{\partial i + \varphi}{\partial x} - \varphi \frac{\partial i + \varphi}{\partial \varphi} - \frac{1}{Pr} \frac{\partial}{\partial \varphi} \left( \frac{u}{u} \frac{\partial i + \varphi}{\partial \varphi} \right) - (k - 1) M_\infty^2 \frac{u}{U} \left( \frac{\partial}{\partial \varphi} \left( \frac{u}{U} \right) \right)^2 = 0 \quad (3.89)
\]

Here, \( C \) is a coefficient in Chapman-Rubesin’s law (Equation 2.63) for viscosity, \( i = (1 - \varphi) \) is the dimensionless difference of a gas enthalpy, and \( k \) is the specific heat ratio. This equation is in agreement with Equation (3.1) if one writes the latter for the gradientless flow and takes into account that in the case of gradientless incompressible flow \( \Phi = \Re \), and terms \( (k - 1) M_\infty^2 \) and enthalpy difference \( i \) become \( U c_p^2 \) and \( \theta \), respectively. Consequently, the corresponding changes in expression (3.4) transform it into a solution of Equation (3.89):

\[
i = \sum_{k=0}^\infty G_k(\varphi) \frac{\partial i + \varphi}{\partial x} + G_\varphi(\varphi)(k - 1) M_\infty^2 \quad (3.90)
\]

The heat flux and shear stress are determined in the case of compressible fluid as

\[
q_\varphi = \frac{\rho_w \lambda_w T_\infty}{\rho_\infty \sqrt{2C \nu_x U}} \left( \frac{u}{u} \frac{\partial i + \varphi}{\partial \varphi} \right)_{\varphi=0}, \quad \tau_\varphi = \frac{\rho_w \mu_w T_\infty}{\rho_\infty \sqrt{2C \nu_x U}} \left( \frac{u}{u} \frac{\partial u}{\partial \varphi} \right)_{\varphi=0} \quad (3.91)
\]

Integrating both sides of the second equation, substituting the result obtained for \( u \) in the first equation, and using the relation for shear stress [10]
\[ \tau_w = 0.332 \rho \Lambda C_x \sqrt{U^3} / C_x \] yields the expression for heat flux in two forms:

\[ q_w = 0.576 g_\Lambda T C_x \sqrt{U} / C_x \left[ i_w + \sum_{k=1}^{\infty} g_k x^k \frac{d^k i_w}{dx^k} - g_d (k-1) M^2 \right] \]

\[ C_x = \left( \frac{T_w}{T_\infty} \right)^{1/2} \frac{T_\infty + S}{T_w + S} \]

\[ q_w = \frac{q_w C_x}{C} \left[ i_{ad} + \sum_{k=1}^{\infty} g_k x^k \frac{d^k i_{ad}}{dx^k} \right] \]

The first part of Equation (3.92) is written using the dimensionless gas enthalpy \( i_w \), but in the second form, the dimensionless stagnation gas enthalpy \( i_0 \) is employed, where \( J_{ad} \) is an adiabatic wall enthalpy and \( r \) is a recovery factor (Section 3.9.2). Coefficient \( C_x \) is determined using the local wall temperature (see Equation 2.63), and \( q_w \) is the heat flux on an isothermal surface with the average temperature head of the studied nonisothermal surface. The coefficients \( g_k \) and \( g_d \) are the same as in the case of incompressible fluid given in Section 3.1.

Equations (3.90) and (3.92) are the exact solutions of the thermal boundary layer equation for an arbitrary plate temperature distribution. Chapman-Rubesin’s solution [5] for a polynomial plate temperature distribution follows from Equations (3.90) and (3.92).

### 3.8 The Exact Solution of a Thermal Boundary Layer Equation for a Moving Continuous Surface with Arbitrary Temperature Distribution

A number of industrial processes, like forming of synthetic films and fibers, the rolling of metals, glass production, and so forth, are based on the systems, in which a continuous material goes out of a slot and moves through a surrounding coolant with a constant velocity \( U_w \). As a result of a coolant viscosity, a boundary layer is formed on such a surface (Figure 3.7).

Although this boundary layer is similar to that on a stationary or moving plate, it differs. In this case, the boundary layer grows in the direction of the motion, as opposed to flow over the plate, on which it grows in the opposite direction of that in which it is moving. It can be shown that in a coordinate system attached to the moving surface, the boundary layer equations differ from the equations for the case of flow over a plate, but the boundary
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conditions are identical. These equations of a moving surface in the moving frame are unsteady, but if the coordinate system is fixed and attached to the slot, the problem becomes steady, and both boundary layer equations coincide; however, the boundary conditions differ because the flow velocity on the moving surface is not zero.

Exact solutions of the dynamic and thermal boundary layer problems analogous to Blasius and Pohlhausen solutions for a streamlined semi-infinite plate are given in References [19] and [20]. The friction coefficient on the moving surface is greater by 34%, and the heat transfer coefficient for isothermal surface and \( \text{Pr} = 0.7 \) is greater by 20% than for a plate.

The exact solution for a nonisothermal surface is obtained in Reference [21] for stationary and moving coolants with different ratios \( \varepsilon = \frac{U_w}{U_w} \) of

![Figure 3.7](image)

**Figure 3.7**
Schematic of a boundary layer on a moving plate for symmetrical and asymmetrical (Example 8.2) flows.

![Figure 3.8](image)

**Figure 3.8**
Dependency of \( g_0 \text{Pr}^{1/2} \) on the Prandtl number and ratio of velocities \( \varepsilon = \frac{U_w}{U_w} \) for a plate moving through surrounding medium.
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The velocities of a surface $U_w$ and fluid $U_\infty$. The expressions for the heat flux and nonisothermicity coefficient are the same Equations (3.32) and (3.40) and Equations (3.33) and (3.48), respectively, but only in variable $x$, because the coolant flow is gradientless. The heat transfer coefficient for an isothermal surface is

$$\text{Nu} = g_0 \text{Re}^{1/2} x^{1/2} \text{ or } h_x = g_0 \sqrt{U_w / \nu x}$$

where Nu, Re, and dimensionless $x$ in the first formula may be defined by any length. Coefficients $g_0$ and $g_1$ are given in Figures 3.8 and 3.9. The corresponding exponents $C_1$ and $C_2$ are plotted in Figure 3.10.

As in the case of a streamlined plate, the coefficients $g_k$ for $k \geq 3$ are practically independent of the Prandtl number and the parameter $\varepsilon$ and

**FIGURE 3.9**
Dependence of coefficients $g_0(a)$ and $g_1(b)$ on the Prandtl number and ratio of velocities $\varepsilon = U_\infty / U_w$ for a plate moving through surrounding medium. $1 - \varepsilon = 0$, $2 - 0.1$, $3 - 0.3$, $4 - 0.5$, $5 - 0.8$, and $6 -$ streamlined plate. (b) $g_0$.
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can be calculated by formula (Equation 3.25). The coefficient $g_1$ for flow over a stationary plate in the intervals of large and medium values of $Pr$ is considerably smaller than in the case of a continuous moving surface. For $Pr = 0.7$, for example, the coefficient $g_1$ is 1.7 times for $\varepsilon = 0.8$ and twice for $\varepsilon = 0$ as great as in the case of a flow over a fixed surface. This means that the influence of nonisothermicity is substantially greater for a continuous moving surface than for the case of a flow over a stationary plate.

FIGURE 3.10
Dependence of exponent $C_1$ (a) and $C_2$ (b) on Prandtl number and ratio of velocities $\varepsilon = U_U$ for a plate moving through surrounding medium. $1 - \varepsilon = 0$, $2 - 0.1$, $3 - 0.3$, $4 - 0.5$, $5 - 0.8$.
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3.9 The Other Solution of a Thermal Boundary Layer Equation for an Arbitrary Surface Temperature Distribution

Some other solutions of the thermal boundary layer equation are obtained for arbitrary nonisothermal surfaces. Because the approach used in all cases presented here is the same as in the above-discussed problems, these solutions are described briefly, indicating only the distinctions of each problem.

3.9.1 Non-Newtonian Fluid with a Power Law Rheology [2]

The power rheology means that fluid obeys basic power laws [22]:

\[
\tau = K_\tau \left( \frac{1}{2} l_2 \right)^{n-1} \varepsilon, \quad \bar{q} = K_q \left( \frac{1}{2} l_2 \right)^2 \text{grad} T, \quad l_2 = 4 \left( \frac{\partial u}{\partial x} \right)^2 + 4 \left( \frac{\partial u}{\partial y} \right)^2 + 2 \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial x} \right)^2
\]

(3.94)

Here, \( \tau \) and \( \varepsilon \) are the stress and rate of deformation tensors, \( \bar{q} \) is the heat flux vector, and \( l_2 \) is the second invariant of a rate of deformation tensor. Power laws (Equation 3.94) adequately describe the behavior of such atypical fluids as suspensions, polymer solutions and melts, starch pastes, clay mortars, and so forth.

Newton's friction and Fourier's heat conduction laws follow from Equation (3.94) when \( n = 1 \) and \( s = 0 \). Therefore, the deviation of \( n \) and \( s \) from these values can be a measure of fluid anomaly. The boundary layer equations for power law fluids are as follows:

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0, \quad u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} - U \frac{\partial u}{\partial x} + \frac{K_\tau}{\rho} \frac{\partial}{\partial y} \left[ \frac{\partial u}{\partial y} \right] = 0
\]

\[
u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} - \frac{K_q}{\rho c_p} \frac{\partial}{\partial y} \left[ \frac{\partial T}{\partial y} \right] - \frac{K_\tau}{\rho c_p} \frac{\partial u}{\partial y}^{n+1} = 0
\]

(3.95)

Self-similar solutions of system (Equation 3.95) exist [22] in the same cases as for Newtonian fluids — that is, when the exponents in laws (Equation 3.94) are equal (\( s = n - 1 \)) and free stream velocity and temperature head distributions obey the power laws (1.5). The equality \( s = n - 1 \) means that viscosity and heat conductivity defined by expression [(1/2)2] in laws (Equation 3.94) are proportional to each other. In such a case, the thermal boundary layer in Equation (3.95) has an exact solution for the case of power law free stream distribution.
Transforming the third part of Equation (3.95) to Prandtl-Mises-Görtler’s variables, one gets

\[
\Phi = \rho \left( \frac{L}{U^3} \right)^{n-1} \int_0^x U z^{n-1}(\xi) \, d\xi, \quad \varphi = \frac{\psi}{[n(n + 1)(K/\rho)^2(U/L)^{n-1}]} \Phi^{1/n+1}
\]

(3.96)

\[
n(n + 1) \Phi \frac{\partial \theta}{\partial \phi} - n \varphi \frac{\partial \varphi}{\partial \phi} - \frac{1}{Pr} \frac{\partial}{\partial \phi} \left[ \left( \frac{u}{U} \right)^n \left( \frac{\partial}{\partial \phi} \left( \frac{u}{U} \right) \right)^{n-1} \frac{\partial \theta}{\partial \phi} \right]
\]

\[-U^2 \left( \frac{u}{U} \right)^n \mid \frac{\partial}{\partial \phi} \left( \frac{u}{U} \right) \mid^{n+1} = 0
\]

(3.97)

Substituting solution (Equation 3.4) into Equation (3.97) leads to ordinary differential equations similar to Equations (3.7) and (3.9):

\[
(1/ Pr) \{ \omega(\varphi, \beta, n)^t \mid \omega'(\varphi, \beta, n) \}^{n-1} G_k' + n \varphi G_k' - n(n + 1)kG_k = n(n + 1)G_{k-1}
\]

(3.98)

\[
(1/ Pr) \{ \omega(\varphi, \beta, n)^t \mid \omega'(\varphi, \beta, n) \}^{n-1} G_d' + n \varphi G_d'
\]

\[-n(n + 1) \beta G_d = -[\omega(\varphi, \beta, n)^t \mid \omega'(\varphi, \beta, n)]^{n-1}
\]

(3.99)

The gradient pressure parameter is dependent in this case not only on exponent \(m\) as in the case of Newtonian fluids, but also on exponent \(n\):

\[
\beta = \frac{(n + 1)m}{2(n - 1)m + 1}
\]

(3.100)

Because of that, the pressure gradient is characterized not using \(\beta\), which in this case depends also on \(n\), but by using exponent \(m\). Boundary conditions for Equations (3.98) and (3.99) remain the same conditions (3.8) and (3.9) as well as Equations (3.32) and (3.33) for the heat flux and nonisothermicity coefficient. For an isothermal surface, one obtains

\[
\frac{Nu}{Re^{n+1}} = g_0 \left( \frac{C_i}{2} \right) \left( \frac{1}{Re^{n+1}} \right)^{\frac{2n-1}{2n}} \left( \frac{\Phi}{Re} \right)^{-\frac{1}{2(n+1)}} \frac{1}{(\varphi G_0)_{\psi=0}}
\]

(3.101)

where \(Nu\) and \(Re\) are generalized numbers as given in the Nomenclature.
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Calculations are performed for large Prandtl numbers $Pr = 10, 100, 1000$ typical for non-Newtonian fluids, exponents $n$ from 0.2 to 1.8 and $m = 0.1, 3/4, 1$. The results are given in Figures 3.11 and 3.12.

It is seen from Figure 3.11 that for large $Pr$, the value $g_0 / Pr^{1/3}$ slightly depends on the Prandtl number. This indicates that the heat transfer coefficient for an isothermal surface for non-Newtonian fluids is proportional to $Pr^{1/3}$ as well as for usual Newtonian fluids. The dependencies of coefficients $g_k$ on Prandtl number and pressure gradient (Figure 3.12) are similar to those for Newtonian fluids. In particular, for $Pr > 10$ and small pressure gradients $m = 0$ and $1/3$, the coefficients $g_k$ are practically independent of $Pr$. As the pressure gradient increases, this dependence becomes more marked. Functions $g_1(n)$ and $g_2(n)$ for $m = 1/3$, $m = 1$ and $Pr = 100$ practically merge in one curve.

Because in the case under consideration $s = n - 1$, the basic relation (3.32) remains the same as for Newtonian fluids, all other formulae derived above remain valid as well, in particular, integral form (Equation 3.40) and Equation (3.48). Of course, the exponents $C_1$ and $C_2$ of the influence function in integral form, coefficients $h_k$ in formula (3.58) and others should be determined according to coefficients $g_k$ given in Figures 3.11 and 3.12. This can be done similar to that performed in previous sections. As in the case of Newtonian fluids, the relation obtained for self-similar free stream velocity distributions can be used with high accuracy for an arbitrary pressure gradient, but in this case instead of expression (3.37) for $\beta$, a similar formula for $m$ should be used:

$$m = \left[ U x \int_0^x U(\xi)d\xi \right] - 1$$

(3.102)
For the general case of arbitrary exponents $n$ and $s$ in laws (3.94), only approximate solutions for arbitrary nonisothermal surface have been obtained [23–25].

3.9.2 The Effect of Mechanical Energy Dissipation [2]

The effect of dissipation is minor for incompressible fluids because this effect is proportional to the square of velocity, which in this case is typically relatively small. Therefore, the effect of dissipation in the case of an incompressible fluid can be significant only for large Prandtl numbers. The effect of dissipation is determined for both Newtonian and non-Newtonian fluids by the second term of Equation (3.12). The coefficient $g_d$ in this equation can be calculated by integration of ordinary differential equation (3.9), similar to computing coefficients $g_k$. Some results are given in Figure 3.13.

Computing a heat of dissipation is important for recovery factor and for determining adiabatic wall temperature. To obtain these quantities, the case of known heat flux distribution should be considered. This problem can be solved using the same approach as in Section 3.4, where this problem is considered ignoring dissipation. Again, using relation

---

**FIGURE 3.12**

Dependence of coefficient $g_k$ on the Prandtl number and exponents $n$ and $m$ for non-Newtonian fluids $n=1$, $1-m=0$, $Pr=10$, $2-m=1$, $Pr=100$, $m=1/3$, $Pr>10$, $3-m=1$, $Pr>1000$, $4-m=0$, $Pr>10$.
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(Equation 3.58) as an ordinary differential equation defining the temperature head as a sum,

$$\theta_{w^*} = \frac{q_w}{h_w} + g_d \frac{U^2}{c_p}, \quad (3.103)$$

the same differential (Equation 3.59) and integral (Equation 3.64) relations are obtained. Assuming in sums (Equations 3.59 and 3.64) for the case of adiabatic walls \( q_w = 0 \) yields the expression for recovery factor:

$$r = \frac{T_{ad} - T_{\infty}}{U^2/2c_p} = 2g_d \left(1 + \sum_{k=1}^{\infty} h_k \frac{\Phi^k}{U^2} \frac{d^k U^2}{d\Phi^k}\right) \quad (3.104)$$

The corresponding integral form follows from Equation (3.64):

$$r = \frac{2g_d c_1}{\Gamma(C_2)\Gamma(1-C_2)U^2} \int_0^{\Phi} \left[1 - \left(\frac{\xi}{\Phi}\right)^{c_1}\right]^{-1-c_2} \left(\frac{\xi}{\Phi}\right)^{C_1(1-C_2)} \frac{U^2(\xi)}{\xi} d\xi \quad (3.105)$$

Coefficients \( h_k \) in Equation (3.104) for Newtonian fluids are given in Section 3.4. They can be similarly calculated for non-Newtonian fluids using Equation (3.62) and known \( g_k \) (Figure 3.12).

3.9.3 Axisymmetric Streamlined and Rotating Bodies [2]

Stepanov [26] and Mangler [27] suggested variables that transform a problem for an axisymmetric streamlined body to an equivalent two-dimensional
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problem. For the general case of non-Newtonian fluids including Newtonian fluids, those variables are as follows [22]:

\[
\tilde{x} = \int_0^x R^{n-1}(\xi) d\xi, \quad \tilde{y} = R y
\]

(3.106)

where \(R\) is a cross-sectional radius. Variables (Equation 3.106) transform an axisymmetric problem to an equivalent two-dimensional problem, so the relations obtained in previous sections are also valid for this case if one substitutes in expression (3.96) \(R^{n-1}dx\) for \(dx\) and determines the heat flux and stress using \(\tilde{q}_w\) and \(\tilde{\tau}_w\) for the two-dimensional problem, according to relations

\[
\Phi = \frac{\rho}{K_r} \left( \frac{L}{U^3} \right)^{n-1} \int_0^x U^{2n-1}(\xi)R^{n+1}(\xi) d\xi.
\]

\(q_w = R^n \tilde{q}_w\)

\(\tau_w = R^n \tilde{\tau}_w\)

(3.107)

Analogous variables for the turbulent boundary layer are given in Reference [28].

An exact solution is also obtained for the case of rotating axisymmetric bodies [29]. The self-similar solutions are obtained for bodies with power-law radius and surface temperature distributions. These are presented in the form [30].

\[
\frac{u}{R \omega} = \tilde{u}(\eta, \beta) \quad \eta = \gamma \sqrt{Cm} \quad \beta = \frac{1+3m}{4m}, \quad R = C x^n
\]

(3.108)

Here, \(\omega\) and \(R\) are angular velocity and body radius, respectively. The exact solution is presented using independent variables similar to those in other cases:

\[
\Phi = \left( \frac{\omega}{\nu} \right)^2 \int_0^x R^3(\xi) d\xi \quad \varphi = \frac{\psi}{\sqrt{2(\nu^3/\omega)\Phi}}
\]

(3.109)

Using these variables, one gets the energy boundary layer equation in the following form [29]:

\[
2\Phi \frac{\partial \theta}{\partial \Phi} - \varphi \frac{\partial \varphi}{\partial \theta} - \frac{1}{Pr} \frac{\partial}{\partial \varphi} \left( \frac{u}{\omega R} \frac{\partial \varphi}{\partial \varphi} \right) = 0
\]

(3.110)

Substituting self-similar velocity distribution (3.108) for \(u/\omega R = \tilde{u}\) in Equation (3.110) leads to an equation similar to Equation (3.7). Then, coefficients \(G_k, g_k\) and other quantities can be calculated.
3.9.4 Thin Cylindrical Bodies [2]

Results obtained in the previous subsection are only valid when the body radius is large in comparison with the boundary layer thickness. This relation is usually violated for a streamlined thin cylindrical body when the thickness of the growing boundary layer becomes equal and even exceeds the body radius. The problem of boundary layer for thin cylinder is complicated and cannot be reduced to a two-dimensional case.

The asymptotic solutions of this problem in series are known for small and large values of the curvature parameter [10]:

\[ X = \frac{\nu x}{U_\infty R^2} \]  

(3.111)

Approximate solutions for an isothermal body, which are valid for a whole range of values of parameter (Equation 3.111), are also known (see References [31] and [32]). An approximate solution for the arbitrary nonisothermal thin cylinder obtained here is presented in the same form as the other exact solutions. The thermal boundary equation in the Prandtl-Mises form for the cylindrical body is

\[ \frac{\partial \theta}{\partial x} = \frac{\partial}{\partial \psi} \left( r^2 u \frac{\partial \theta}{\partial \psi} \right) \]  

(3.112)

To express \( r^2 u \) as a function of \( \psi \), the approximate solution for velocity distribution across the boundary layer obtained by integral method [31] is employed:

\[ u / U_\infty = [\ln(r/R)]' \psi(X) \]  

(3.113)

Applying the definition of the stream function and performing integration, one finds two relations:

\[ u = \frac{1}{r} \frac{\partial \psi}{\partial r}, \quad \psi = \frac{U_\infty R^2}{4\gamma(X)} \left[ 1 + \left( \frac{r}{R} \right)^2 \left( 2 \ln \frac{r}{R} - 1 \right) \right], \quad r^2 u = \frac{U_\infty}{\gamma(X)} r^2 \ln \frac{r}{R} \]  

(3.114)

The desired relation \( r^2 u = f(\psi) \) can be obtained by solving the second equation for \((r/R)\). Because this equation is transcendental relative to this ratio, such a relation is approximated by the power function:

\[ \left( \frac{r}{R} \right)^2 \frac{u}{U_\infty} \gamma(X) = A(X) \left[ \frac{\psi}{U_\infty R^2} \gamma(X) \right]^{n(X)} \]  

(3.115)

Expanding functions in the last two equations of Equation (3.114) in the series at \((r/R) = 1\) and taking only the first nonvanishing terms, one finds
that close to the surface, the exponent in Equation (3.115) is \( \varepsilon = 1/2 \). As the distance from the surface increases, the value of \( \varepsilon \) grows, and as follows from Equation (3.114), \( \varepsilon \to 1 \) as \( r/R \to \infty \). Taking into account that \( \varepsilon \) changes relatively slightly across the boundary layer and that the characteristics at the surface are most important, it is assumed that the exponent is constant and equal to \( 1/2 \). For the same reason, Equation (3.115) is multiplied by derivative \( \partial \theta/\partial r \), which has the maximum at the wall. Then, integrating Equation (3.115) across the boundary layer, solving the resulting equation for \( A(X) \), and using Equations (3.113) and (3.114), yields an approximation function:

\[
A(X) = \frac{2 \int_1^{1+\delta R} \frac{r \ln \frac{r}{R}}{d} \left( \frac{r}{R} \right) \left( \frac{r}{2} \ln \frac{r}{R} - 1 \right) \left( \frac{r}{R} \right) \ln \left( \frac{r}{R} \right) \right) \Delta R}{1+\delta R} \]

(3.116)

Now, introducing Görtler's variables,

\[
\Phi = \int_0^X A(\xi) \psi^{\frac{1}{2}}(\xi) d\xi, \quad \varphi = \frac{\psi^{\frac{1}{2}}}{U \varphi_3 \lambda \Phi} \]

(3.117)

and applying Equation (3.115), transforms Equation (3.112) to the form similar to others:

\[
\Phi \frac{\partial \theta}{\partial \Phi} - \varphi \frac{\partial \theta}{\partial \varphi} - \frac{1}{Pr} \frac{9}{4} \varphi^{\frac{3}{3}} \frac{\partial}{\partial \varphi} \left( \varphi^{\frac{3}{3}} \frac{\partial \theta}{\partial \varphi} \right) = 0 \]

(3.118)

The solution of this equation can be presented by the same series (3.4) without a dissipative term and with coefficients \( g_k \) determined by the following equation:

\[
(9/4)(1/Pr) \varphi^{\frac{3}{3}}(\varphi^{\frac{3}{3}} G_k')' + \varphi G_k' - kG_k = G_{k-1} \]

(3.119)

The heat flow per unit surface of a thin cylinder is usually calculated instead of the heat flux:

\[
Q_u = 2\pi R \lambda \left( \frac{\partial \theta}{\partial r} \right)_{r=R} = g_0 \lambda_0 A(X) \psi^{\frac{1}{2}}(X) \Phi \psi^{\frac{1}{2}} \chi_1 \]

(3.120)
The nonisothermicity coefficient is determined by the same equations (Equation 3.33), but also using other values of coefficients $g_k$ given by similar relations. Solutions of Equation (3.119) can be expressed using special functions. In particular, for large Prandtl numbers, the following formula can be obtained:

$$g_k = (-1)^{k-1}/[k!(3k - 1)]$$

In Figure 3.14, the results of calculation according to formula (Equation 3.120) are given in the form $Nu = Q_f / \lambda \theta_w = f(X)$. These agree with asymptotic solutions in series for small and large values of parameter $X$.

Examples of using results obtained in this chapter are given in Chapters 5 and 6.
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Heat Transfer from Arbitrary Nonisothermal Surfaces in Turbulent Flow

In this chapter, the dependence between heat flux and temperature head for turbulent boundary layer in the differential (Equation 3.32) and integral (Equation 3.40) forms are derived. The approach used here is the same as that used in Chapter 3. First, the thermal boundary layer equation is solved for the equilibrium turbulent boundary layers as has been done for the self-similar laminar boundary layers. Then, the solution is generalized for the arbitrary free stream velocity using a slight dependency of coefficients \( g_k \) on the pressure gradient.

4.1 Basis Relations for the Equilibrium Boundary Layer

Equilibrium turbulent boundary layers studied in the literature [1–5] are flows similar to the self-similar laminar boundary layers with constant dimensionless pressure gradient:

\[
\beta = \frac{\delta^+}{\tau_w} \frac{dp}{dx}
\]

(4.1)

In the case of laminar self-similar flows, the parameter \( \beta \) depends by simple relation (1.5) on the exponent in the free stream velocity power law \( U = C x^m \). In the case of the equilibrium turbulent boundary layer, such dependency is more complicated but can be obtained from Equation (4.1).

Although there are more physically grounded one- and two-equation turbulent models, algebraic models including the models based on equilibrium turbulent boundary layer laws are still widely used. The reason for this is that as indicated by Wilcox [6, pp. 163–164], “Certainly the \( k – \varepsilon \) model is the most widely used two-equation model.... While the model can be fine tuned for a given application, it is not clear that this represents an improvement over algebraic models.”

Mellor and Gibson’s turbulent model [4,5] is one of the most often used algebraic models. In the Science Citation Index, these two papers are referenced over 154 times by the authors of theoretical and experimental studies. Mellor and Gibson’s model is based on the modern velocity profile structure in the turbulent layer which consists of three distinct regions: the
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viscous sublayer, the log layer, and the defect layer. The viscous sublayer is the region between the surface and the log layer. The defect layer lies between the log layer and the edge of the boundary layer. The log layer is an overlap region in which both the viscous sublayer and defect layer laws are valid. Such a turbulent velocity profile structure was obtained first experimentally and later proved theoretically using the perturbation analysis [6].

The results obtained by Mellor and Gibson are adopted in this study to determine the velocity and the eddy-viscosity distribution across the boundary layer. The composite function describing the kinematic effective viscosity \( \nu_e = \nu + \nu_{eb} \) across the boundary layer according to velocity profile structure consists of three parts [4]. In the inner part of the boundary layer, this function is presented in the form

\[
\frac{\nu_e}{\nu} = \epsilon_1 \left( \frac{y^2}{\nu} \frac{du}{dy} \right)
\]

This dependency is found from similarity considerations, and the function \( \epsilon_1 \) is established on the basis of measurements made by Laufer [7]. The results can be approximated by composite function using two variables, \( \omega \) and \( r \) (see Equation 4.6):

\[
\begin{align*}
0 < r < 2, \quad \sigma &= r^2 - r, \quad \epsilon_1(\omega) = 1 \\
2 < r < 4.5, \quad \omega &= 2.75r - 1.5, \quad \epsilon_1(\omega) = \frac{r^2}{\sigma} \\
4.5 < r < 11, \quad \omega &= 11, \quad \epsilon_1(\omega) = \frac{r^2}{11}
\end{align*}
\]

In the outer part of the layer, where the molecular viscosity is negligible, turbulent viscosity is usually assumed to be independent on the transverse coordinate:

\[
\nu_e = \kappa \frac{U}{\delta^*} = 0.016 U \delta^*
\]

Prandtl’s formula with mixing length

\[
l = \kappa y = 0.4y \quad \nu_e = \kappa^2 y^2 \left| \frac{du}{dy} \right|
\]

is used to describe the effective viscosity in the overlap part of the boundary layer, where both the wall and the defect laws are valid. The whole effective
viscosity function is used to calculate the velocity profile by integrating boundary layer equations. For the inner part, it is found that

\[ u^+ = u^+_v + \frac{2}{\kappa}[(1 + \beta_v y^+)u^2 - 1] + \frac{1}{\kappa}\ln \left[ \frac{4(1 + \beta_v y^+)u^2 - 1}{\beta_v(1 + \beta_v y^+)u^2 + 1} \right], \]

\[ u^+_v = \lim_{\zeta \to 0} \left[ \int_{\zeta}^{y^+} \frac{\sigma(r)}{\kappa^2 y^{*2}} dy^* - \frac{\ln \zeta}{\kappa} \right] \]

\[ u^+ = \frac{u}{u_*}, \quad y^+ = \frac{y u_*}{v}, \quad \beta_v = \frac{\beta}{\text{Re}_\delta \sqrt{C_f/2}}, \tag{4.6} \]

\[ \sigma(r) = \omega - r, \quad \omega = \kappa^2 y^{*2} \frac{du^+}{dy^*}, \quad r = \kappa y^+(1 + \beta_v y^+)u^2 \]

Outside the wall layer \((\omega > 11)\), the function \(\sigma(r)\) vanishes, and the first term in Equation (4.6) becomes a constant \(u^+_v = D^+(\beta_v)\) (Table 4.1).

Equation (4.6) differs from the common profile of the wall law by taking into account the effect of the pressure gradient. In the case of gradientless flow \((\beta_v = 0)\), Equation (4.6) has a limit and approaches the usual simple form \(u^+ = (1/\kappa)\ln y^+ + D^+\), when \(y^+ \ll 1/\beta_v\). For unfavorable pressure gradients, the result obtained by Equation (4.6) differs significantly from that given by this simple equation, especially for the flows near separation.

Because at the point of separation \(u_* \to 0\) and \(\beta_v \to \infty\), the new variables [4] are introduced for large values of \(\beta_v\), and Equation (4.6) take the following form:

\[ u^{++} = \frac{u}{u_{pv}}, \quad y^{++} = \frac{u_{pv} y}{v}, \quad u_{pv} = \frac{v}{\rho} \frac{dp}{dx} \tag{4.7} \]

**TABLE 4.1(a)**

<table>
<thead>
<tr>
<th>(\beta_v)</th>
<th>(D^+)</th>
<th>(1/\beta_v)</th>
<th>(D^+\beta_v^{-1/3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.01</td>
<td>4.92</td>
<td>0.0</td>
<td>1.33</td>
</tr>
<tr>
<td>0.00</td>
<td>4.90</td>
<td>0.1</td>
<td>5.63</td>
</tr>
<tr>
<td>0.02</td>
<td>4.94</td>
<td>0.5</td>
<td>6.74</td>
</tr>
<tr>
<td>0.05</td>
<td>5.06</td>
<td>1.0</td>
<td>7.34</td>
</tr>
<tr>
<td>0.10</td>
<td>5.26</td>
<td>2.0</td>
<td>8.12</td>
</tr>
<tr>
<td>0.20</td>
<td>5.63</td>
<td>3.0</td>
<td>8.70</td>
</tr>
<tr>
<td>0.50</td>
<td>4.0</td>
<td>5.0</td>
<td>9.18</td>
</tr>
<tr>
<td>0.20</td>
<td>5.63</td>
<td>5.0</td>
<td>9.62</td>
</tr>
</tbody>
</table>
TABLE 4.1(B)

<table>
<thead>
<tr>
<th>β</th>
<th>D</th>
<th>B</th>
<th>A</th>
<th>1/β</th>
<th>D / β 1/2</th>
<th>B / β 1/2</th>
<th>A / β 1/2</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>-2.54</td>
<td>2.3</td>
<td>4.74</td>
<td>0.75</td>
<td>2.97</td>
<td>7.2</td>
<td>8.56</td>
</tr>
<tr>
<td>0</td>
<td>-0.59</td>
<td>4.3</td>
<td>6.58</td>
<td>0.5</td>
<td>3.54</td>
<td>7.0</td>
<td>7.87</td>
</tr>
<tr>
<td>0.5</td>
<td>1.07</td>
<td>6.0</td>
<td>8.01</td>
<td>0.25</td>
<td>4.58</td>
<td>6.0</td>
<td>7.08</td>
</tr>
<tr>
<td>1</td>
<td>2.53</td>
<td>7.4</td>
<td>9.18</td>
<td>0.1</td>
<td>5.84</td>
<td>7.5</td>
<td>6.49</td>
</tr>
</tbody>
</table>

\[ u^{++} = u^{++}_v + \frac{2}{\kappa} \left[ \left( \frac{\beta y^{3} + y^{++}}{y^{++}} \right)^{1/2} - \beta y^{3} \right] + \frac{1}{\kappa \beta y^{3}} \ln \left[ \frac{4}{\beta} \left( \frac{\beta y^{3} + y^{++}}{y^{++}} \right)^{1/2} - \beta y^{3} \right] + \frac{2}{\kappa} \left( \frac{\beta y^{3} + y^{++}}{y^{++}} \right)^{1/2} y^{++} \] (4.8)

Outside the wall layer, the first term in Equation (4.8) becomes a constant.

\[ u^{+ +}_v = u^{+ +}_v + \frac{2}{\kappa} \left[ \left( \frac{\beta y^{3} + y^{++}}{y^{++}} \right)^{1/2} - \beta y^{3} \right] + \frac{1}{\kappa \beta y^{3}} \ln \frac{4}{\beta} \left( \left( \frac{\beta y^{3} + y^{++}}{y^{++}} \right)^{1/2} + \beta y^{3} \right) \] (4.9)

The friction coefficient is determined as follows:

\[ \left( \frac{C_f}{C_f} \right)^{1/2} = \frac{1}{\kappa} \ln \text{Re}_{y^+} + B, (\beta \leq 1) \quad \left( \frac{C_f}{C_f} \right)^{1/2} = \frac{1}{\kappa} \ln \text{Re}_{y^+} + \frac{B}{\beta}, (\beta \geq 1) \] (4.10)

The velocity defect profiles for the outer part of the layer for different values of the parameter \( \beta \) and Reynolds number \( \text{Re}_{y^+} = U \delta / \nu \) are calculated by integrating the complete boundary layer equation for the entire range \(-0.5 \leq \beta \leq \infty \). Using variables

\[ \eta = \frac{y}{\delta}, \delta_r = \frac{\delta U}{u_r}, \frac{U - u}{u_r} = f'(\eta) \text{ and } \xi = \eta \beta y^2, u_p = u_p \beta y^2, \frac{U - u}{u_p} = f'(\xi) \] (4.11)

for small and large values of \( \beta \), respectively, yields an ordinary differential equation that is solved numerically. Using the definition of \( \beta \) (Equation 4.1), one can see that \( u_p \) is determined by a pressure gradient and has a scale of velocity. Therefore, \( u_p \) is named the pressure velocity similar to the friction velocity \( u_r \).
It is shown [5] that functions (Equation 4.11) \( f'(\eta, \beta) \) and \( F'(\eta, \beta) \) only slightly depend on \( \text{Re}_{\delta^*} \). The maximum variation in the range \( 10^3 \leq \text{Re}_{\delta^*} \leq 10^9 \) from the values for \( \text{Re}_{\delta^*} = 10^5 \) is less than 2% of the main stream velocity. Therefore, the values of functions \( f'(\eta, \beta) \) and \( F'(\eta, \beta) \) are tabulated and given in Reference [5] for \( \text{Re}_{\delta^*} = 10^5 \).

The velocity distribution across the entire boundary layer is obtained by using Equations (4.6) or (4.8) for inner parts and data from Table 1 in [5] for outer parts of the profile, which coincide in the overlap area.

### 4.2 Solution of the Thermal Turbulent Boundary Layer Equation for an Arbitrary Surface Temperature Distribution [8,9]

The thermal boundary layer equation and the boundary conditions for the turbulent flow are used in the Prandtl-Mises-Görtler's form similar to that in Equations (3.1), (3.2), and (3.3) for laminar flow. In this case, using Görtler's independent variables in the form

\[
\Phi = \frac{1}{\nu} \int_0^x U d\zeta, \quad \varphi = \frac{\psi}{\nu \Phi}
\]

leads to the following equations:

\[
2\Phi \frac{\partial \theta}{\partial \Phi} - \varphi \frac{\partial \theta}{\partial \varphi} - \frac{1}{\text{Pr}} \frac{\partial}{\partial \varphi} \left( \frac{u}{u} \varepsilon_a \frac{\partial \theta}{\partial \varphi} \right) = \frac{U}{\text{Pr}} \frac{\partial}{\partial \varphi} \left( \frac{u}{u} \right)
\]

(4.13)

\[
\varepsilon_a = \frac{\alpha_e}{\nu \Phi} = \frac{1}{\Phi} \left( \frac{1}{\text{Pr}} + \frac{\varepsilon - 1}{\text{Pr}_{\text{tb}}} \right), \quad \varepsilon_a = \frac{\nu_a}{\nu \Phi} \quad \varepsilon = \frac{\nu_a}{\nu}
\]

(4.14)

The boundary conditions (Equation 3.2) remain the same as in the case of laminar flow.

The kinematic effective viscosity \( \nu_e \) and the effective thermal diffusivity \( \alpha_e = \nu_e / \text{Pr}_{\text{tb}} \) are determined using Mellor and Gibson's composite function for the effective viscosity presented in the previous section.

In computations involving heat transfer in turbulent flows, it is necessary to have turbulent Prandtl number, \( \text{Pr}_{\text{tb}} \), distribution across the boundary layer. A review and comparison of results obtained by different authors are given in the literature [10–14]. Unfortunately, the existing data are so contradictory that, at present, it does not appear to be possible to establish reliably a function that determines the turbulent Prandtl number distribution across the boundary layer. The absence of sufficiently reliable and general data for
the distribution of the turbulent Prandtl number led to the result that in the majority of modern investigations as well as in the early research, its value was assumed constant and either close to or equal to one. The calculations show that results obtained using such an assumption are in agreement with experimental data [6,10,14,15].

The effect of the turbulent Prandtl number on the intensity of heat transfer from a flat plate is numerically investigated in the present study. The thermal turbulent boundary layer equation is integrated at different values of turbulent Prandtl number, and the results are compared with the experimental data. The details and analysis given in Section 4.4 lead us to the conclusion that the numerical results with \( \text{Pr}_{tb} = 1 \) in the majority of cases better correlate with experimental data than the other studied assumptions. On the basis of this and other mentioned research, the assumption \( \text{Pr}_{tb} = 1 \) is used in the following.

The solution of Equation (4.13) can be formulated in the form of Equation (3.4) as for laminar flow:

\[
\theta = \sum_{k=0}^{\infty} G_k(\phi) \phi^k \frac{d^2 \theta}{d\phi^k} + G_d(\phi) \frac{U^2}{C_p}
\]  
(4.15)

Substituting Equation (4.15) into Equation (4.13) and replacing the index \( k \) for \( k + 1 \) in one of the sums yields the following two equations:

\[
\sum_{k=0}^{\infty} \Phi_k \frac{d^k \theta_w}{d\phi^k} \left[ kG_k + G_{k-1} - \varphi G_k' - \frac{\partial}{\partial \varphi} \left( \frac{U}{U} \varphi \epsilon \phi G_k' \right) \right] = 0
\]  
(4.16)

\[
\Phi \frac{dU^2}{d\phi} G_d - \varphi G_d' - \frac{\partial}{\partial \varphi} \left( \frac{U}{U} \varphi \epsilon \phi G_d' \right) - \epsilon \varphi \frac{U}{U} \left[ \frac{\partial}{\partial \varphi} \left( \frac{U}{U} \right) \right]^2 = 0
\]  
(4.17)

For equilibrium flows, when the distribution of the relative velocity \( u/U \) in the boundary layer can be described by a function of one variable \( \eta = \sqrt{\delta_*} \), depending on the parameters \( \beta \) and \( \text{Re}_{\delta_*} \), the variable \( \varphi \) is also a function only of \( \eta \) and depends on the same parameters. To get the function defining variable \( \varphi \), the relations from Reference [5] are used:

\[
\frac{U}{\delta_*} \frac{d\delta_*}{dU} = 1 + \frac{\beta_m}{\beta}, \quad \beta_m = \frac{(\kappa + \sqrt{C_i}/2)\beta + H(1+\beta)}{\kappa + \sqrt{C_i}/2(H-1)}, \quad H = \frac{\delta_*}{\delta_{**}} = \frac{1}{1 - A \sqrt{C_i}/2}
\]  
(4.18)

where \( \delta_* \), \( \delta_* \), and \( \delta_{**} \) are defined by Equations (4.11) and (1.17), respectively. The values of \( A \) are given in Table 4.1 as a function of \( \beta \).
Using relations (4.1) for \( \beta \) and (4.11) for \( \delta_\tau \), and taking into account that
\[ U \frac{dU}{dx} = -\frac{\rho \tau}{\rho U^2}, \]
one finds from Equation (4.18) an expression
\[ \frac{d(\delta_\tau U)}{dx} = U \frac{\beta}{\beta_m}, \]
Substituting this result into Equation (4.12), using the
relation \( \frac{d\nu}{\nu} = \frac{\partial \psi}{\partial y} \), and ignoring, as usual, the weak dependence of \( C_f, H, u_r \)
and \( \beta_m \) on \( x \) yields the basic variables as
\[ \Phi = \frac{1}{\nu} \int_0^x U \frac{d\xi}{\beta_m} = \frac{1}{\nu} \int_0^x \frac{U}{u_r \beta_m} d(\delta_\tau U) = \frac{2 \Re\nu^2}{\beta_m C_f}, \quad \varphi = \beta_m \sqrt{\frac{C_f}{2}} \int_0^x \frac{U}{\nu} \] (4.19)

It follows from the last equation that for equilibrium flows and fixed
Reynolds number \( \Re \), variable \( \varphi \) is a unique function of \( \eta \), and so the relative
velocity \( \frac{u U}{\nu} \) and effective viscosity \( \frac{u \nu}{\nu} = \frac{u}{\nu} \), which in such flows depends
only on \( \eta \), can be written as functions of \( \varphi \) only. Then \( \epsilon_a \) and \( \epsilon_e \), defined by
Equation (4.14) for given Prandtl number are also functions only of \( \varphi \), if the
turbulent Prandtl number \( \Pr \) is assumed to be a constant. It follows also
from Equations (4.19) and (4.1) that the coefficient at \( G_d \) in Equation (4.17)
depends only on \( \beta \) and \( \Re \):
\[ \Phi \frac{dU^2}{U^2 d\Phi} = \frac{2 \beta}{\beta_m} \] (4.20)

Under these conditions, the expressions in brackets in Equation (4.16)
and the left-hand side of Equation (4.17) are functions only of \( \varphi \) and the parameters
\( \beta \) and \( \Re \). Hence, equating the expressions in brackets to zero gives a system
of ordinary equations for the coefficients \( G_k(\varphi) \) of the series (Equation 4.15):
\[ (\omega \epsilon_a G_k')' + \varphi G_k' - k G_k = G_{k-1}, \quad (k = 0, 1, \ldots) \] (4.21)

where \( \omega(\varphi, \beta, \Re) \) denotes the ratio \( u/\nu \) in equilibrium flows.

Further calculations are similar to those performed in the case of laminar
flow. The boundary conditions for these equations are the same condition
(Equation 3.8):
\[ \varphi = 0, \ G_0 = 1, \ G_k = 0 \ (k = 1, 2, 3 \ldots) \ \varphi \to \infty, \ G_k = 0 \ (k = 0, 1, 2 \ldots) \] (4.22)

Substituting velocity distribution in equilibrium layer \( \omega(\varphi, \beta, \Re) \) for
\( u/\nu \) and using Equation (4.20), one gets from Equation (4.17) the analogous to (3.9)
ordinary equation for \( G_d(\varphi) \), the analogous to (3.9) ordinary
equation for \( G_d(\varphi) \):
\[ [\omega(\varphi, \beta, \Re) \epsilon_a G_d']' + \varphi G_d' - 2 \beta/\beta_m = \epsilon_u \omega(\varphi, \beta, \Re) \] (4.23)
To get the expression for the heat flux, the same approach as in the case of laminar flow is used. Similar calculations lead to the connection between the velocity in the vicinity to the wall and the shear stress $u = u_r (2 \phi)^{1/2}$. Then differentiating Equation (4.15) with respect to variable $\phi$ gives

$$q_m = -\frac{\lambda}{\nu} u_r \Phi^{1/2} \sum_0^{\infty} \left[ (\sqrt{2 \rho G_k'})_{\phi=0} \Phi^{d \Phi_k \theta_w} + \frac{U^2}{c_p} (\sqrt{2 \rho G_d'})_{\phi=0} \right]$$

(4.24)

Dividing both sides of this equation by $\rho c_p U r w$ and using Equation (4.19) for $\Phi$ yields

$$St = St_\ast \left( \chi_t + g_0 \frac{U^2}{c_p r w} \right),$$

(4.25)

The coefficient of nonisothermicity $\chi_t$, the Stanton number for isothermal surface $St_\ast$, and coefficients $g_k$ in Equation (4.25) are defined as

$$\chi_t = 1 + \sum_{k=1}^{\infty} g_k \frac{\Phi^{d \Phi_k \theta_w}}{\theta_w} \quad St_\ast = g_0 \frac{C_f}{2}$$

(4.26)

$$g_0 = -\left( \frac{2 \beta_m}{Re^{3/4}} \right)^{1/2} \left( \frac{\theta_w (2 G_0')_{\phi=0}}{Pr} \right), \quad g_k = \left( \frac{G_k'}{G_0'} \right)_{\phi=0} \quad g_d = -\frac{G_d'}{G_0'}$$

(4.27)

The relation $2St_\ast / C_f = g_0$ is the Reynolds analogy coefficient. For gradientless flow and $Pr = 1$ on the plate, as it should be according to Reynolds analogy, Equation (4.27) (Figure 4.1), $g_0 = 1$, while in other cases this relation shows how much the heat transfer coefficient differs from the friction coefficient. Equation (4.26) represents the nonisothermicity coefficient in the differential form. The corresponding integral form is the same as in laminar flow (Equation 3.48):

$$\chi_t = \frac{1}{\theta_w} \int_0^{\Phi} \left( \frac{\xi}{\Phi} \right) \frac{d \theta_w}{d \xi} d \xi + \theta_w(0)$$

(4.28)

Equations (4.21) and (4.23) are solved by the same approach as used for similar equations for coefficients $G_k$ and $G_d$ in the case of laminar flow. Inhomogeneous Equation (4.21) in the case of laminar flow is reduced to a homogeneous one using the sums of Equation (3.15). Then, using a new variable $z = \Phi^{1/2}$, the latter is transformed into an equation without singularity:

$$[\omega e_z F_i z + [2z^4 - \omega e_z] F_i' - 4iz^3 F_i = 0 \quad z = 0, F_i = 1 \quad z \to \infty F_i \to 0$$

(4.29)
The solution of this equation is found by numerical calculation of two functions $V(z)$ and $W(z)$ satisfying Equation (4.29) under known initial conditions (Equation 3.20). Then, Equation (3.21) is used to get the coefficients $g_k$. The expression for coefficient $g_0$ follows from Equation (4.27):

$$g_0 = \left(\frac{1}{Pr}\right) \frac{2\beta_m}{Re_{\delta^\ast}} \frac{W_0(\infty)}{V_0(\infty)}$$

(4.30)

There are some special effects in the heat transfer calculation at high and low Prandtl numbers. At high Prandtl numbers, the thermal boundary layer is thin and is located inside the laminar sublayer. In such a case, the damping of turbulent pulsating in the vicinity of the wall significantly affects the heat transfer. It can be shown that the turbulent viscosity decreases as the third or fourth power of the distance from the wall [16]. However, there is no evidence as to which is the first term of the series describing the turbulence damping. Therefore, some investigators think that close to the wall the turbulence decays as $y^3$, but the others assume that the term with $y^3$ vanishes, and hence, the turbulence decays as $y^4$. The latter assumption is used here, and the effective viscosity close to the wall for high Prandtl numbers is presented as in Reference [17]:

$$\frac{\nu_e}{\nu} = 1 + 0.0092(y^+)^4$$

(4.31)

In the case of low Prandtl numbers, the thermal boundary layer is much thicker than the dynamic layer, and one should take into account the thermal conductivity outside of the dynamic boundary layer. It is known that each point of the real outer border of the turbulent boundary layer oscillates within the limits from $(0.3$–$0.4)\delta$ to $1.2\delta$. Thus, the intensity of the turbulent pulsating is practically the same near the outer edge of the layer at both sides of the line $y = \delta$. On the other hand, there is no turbulent pulsating far away from this line if the free stream is initially laminar without turbulent pulsating. On the basis of such considerations, one of two assumptions is usually applied for the calculation of heat transfer in the case of small Prandtl numbers [18]: the turbulent viscosity outside the dynamic boundary layer is the same as that on the outer edge of the dynamic turbulent boundary layer, or the turbulent viscosity outside of the dynamic boundary layer is equal to zero. The first assumption is adopted in this study. Some calculations performed using the other assumption for $Pr = 0.01$ and $Re_{\delta^\ast} = 10^3$ and $10^5$ indicate that differences of both final results are about 5%.

The results obtained by the formulae derived above are given in the next two sections.
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4.3 Intensity of Heat Transfer from an Isothermal Surface: Comparison with Experimental Data [19]

Calculations have been performed for $\beta = -0.3$ (flow at stagnation point), $\beta = 0$ (gradientless flow), $\beta = 1$ and $\beta = 10$ (flows with weak and strong adverse pressure gradients), and following Prandtl and Reynolds numbers:

$$\Pr = 0.01, 0.1, 1, 10, 100, 1000 \quad \Re_{\delta^*} = 10^3, 10^5, 10^9$$  \hspace{1cm} (4.32)

4.3.1 Reynolds Analogy

Figure 4.1 shows results of calculations in the form of the Reynolds analogy coefficient $2St/\Cf$ as a function of the Prandtl number, for various values of $\Re_{\delta^*}$. For comparatively low values of $\Re$ and for $\Pr$ near unity, the results of the computations agree with value $1/0.863$ [20] obtained for air ($\Pr = 0.7$) and two formulae:

$$2St/\Cf = \Pr^{-0.6} \quad 2St/\Cf = 1 + 16\sqrt{\Cf/2(\Pr^{0.55}-1)}$$  \hspace{1cm} (4.33)

**FIGURE 4.1**

Reynolds analogy coefficient as a function of Prandtl and Reynolds numbers for gradientless ($\beta = 0$) turbulent flow. 1—$\Re_{\delta^*} = 10^3$, 2—$10^5$, 3—$10^6$, 4—first Equation (4.33); $\circ$—second Equation (4.33).
The first formula is based on experimental data obtained in Reference [21] for $0.5 < \text{Pr} < 50$ and $10^{10} < \text{Re} \cdot x < 10^{13}$. The second relation is derived in Reference [22] by numerical integration of the system of turbulent boundary layer equations for $0.5 < \text{Pr} < 2$ and $12.10^{10} < \text{Re} \cdot x < 10^{16}$.

It follows from Figure 4.1 that for large values of Re the analogy coefficient differs substantially from the corresponding values at low Re. The increase in Re leads to a growth for Pr > 1 and to reduction for Pr < 1 in the analogy coefficient. Similar results are obtained for gradient flows (Figures 4.2, 4.3, and 4.4).

However, in contrast to gradientless flows, for which the effect of the Reynolds number changes at Pr = 1 (Figure 4.1), for the gradient flows the effect of the Reynolds number changes, at Pr > 1 for favorable gradients (Figure 4.2) and at Pr < 1 for adverse gradients (Figures 4.3 and 4.4). Comparison between data for gradient and gradientless flows shows that adverse gradients lead to growth and favorable gradients lead to reduction of the Reynolds analogy coefficients.

### 4.3.2 Relations for Heat Transfer from an Isothermal Surface in Gradientless Flow

To obtain approximation relations for calculating the heat transfer coefficients, the following considerations are taken into account. It has been shown in

![Figure 4.2](image-url)

Reynolds analogy coefficient as a function of Prandtl and Reynolds numbers for favorable gradient ($\beta = -0.3$) turbulent flow near the stagnation point ($R_e x = 10^3, 2 \cdot 10^6, 3 \cdot 10^9$).
**FIGURE 4.3**
Reynolds analogy coefficient as a function of Prandtl and Reynolds numbers for slightly adverse gradient ($\beta = 1$) turbulent flow (1– $Re_\tau = 10^4$, 2– $10^5$, 3– $10^6$).

**FIGURE 4.4**
Reynolds analogy coefficient as a function of Prandtl and Reynolds numbers for highly adverse gradient ($\beta = 10$) turbulent flow (1– $Re_\tau = 10^4$, 2– $10^5$, 3– $10^6$).
Reference [12] that for $Pr \to \infty$, the Stanton number is proportional to $\sqrt{C_f}/2$. It is also well known that for $Pr = 1$, the Stanton number is proportional to $C_f/2$. From this, one can expect that for other values of Prandtl numbers there is a proportionality between $St$ and $(C_f/2)^n$, where the exponent decreases with increase of Prandtl number, from 1 at $Pr = 1$ to $1/2$ for $Pr \to \infty$. It follows from calculations that this proportionality actually exists for $Pr > 1$. Defining the coefficients of proportionality between $St$ and $C_f/2$, one finds

$$St \propto Pr^{-1.35}(C_f/2)^{1-0.3\log Pr}$$(1 < Pr < 50)

$$St = 0.113Pr^{-4/3}(C_f/2)^{1/2}(Pr > 50)$$ (4.34)

Figure 4.5 compares the results of the calculation using the last formula with experimental data from Reference [12]. The calculated curves $St \sqrt{2/C_f} = f(Pr)$ for different Reynolds numbers, which merge into one for large Prandtl numbers, are continued into region $Pr > 10^3$ by calculating the slope of the tangent at the point $Pr = 10^3$. Good agreement is observed between the computed and experimental data: the coefficient 0.113 in Equation (4.34) determined by calculation practically coincides with the value 0.115 determined from experimental data in Reference [12]. The
value 0.113 is obtained using $Pr_{tb} = 1$. The calculations performed using $Pr_{tb} = 1.5$ and $Pr_{tb} = 0.5$ give for the coefficient in Equation (4.34) the values 0.136 and 0.096, respectively, which differ from 0.115 markedly. Comparison between the results obtained by Equation (4.34) for region $1 < Pr < 50$ and experimental data [14], given in Figure 4.6, also shows agreement.

Analysis of calculation data for $Pr < 1$ indicates that these cannot be approximated by functions of the type in Equation (4.34) because the dependence $\ln \left[ \ln \left( \frac{\text{St}}{\text{St}} \right) \right] = f(C_f)$ in this case is nonlinear. However, it turns out, as indicated in Reference [18], that for $Pr < 1$ there is unique relation $Nu_x = f(\text{Pe}_x)$. In Figure 4.7, such a relation derived using calculations is compared with the results of experiments obtained in Reference [21] for air and in Reference [23] for liquid metals. These data also agree with other experimental results [14,24]. This dependence can be approximated by the following formula:

$$c_{Nu}^{0.023} = 1.04 - 0.0335 \lg \frac{\text{Pe}_x}{\text{Pe}_c} \quad N\nu_{x,x} = c\text{Pe}_c$$

(4.35)

analogous to the relation for the friction coefficient [10]. Simpler power relation (the second formula 4.35) can be obtained by approximating this relation using three straight lines with the following constants:

$$c = 0.282, 0.036, 0.00575, n = 0.62, 0.8, 0.9$$

(4.36)

for $\text{Pe}_x = 10^3 - 10^5, 10^5 - 5 \cdot 10^6, 5 \cdot 10^6 - 2.5 \cdot 10^{12}$

These results are obtained using $Pr_{tb} = 1$. The calculations for $Pr_{tb} = 1.5$ and $Pr_{tb} = 0.5$ shown in Figure 4.7 give results that are respectively lower and larger than experimental data.
4.3.3 Relations for Heat Transfer from an Isothermal Surface in Gradient Flows

Results obtained for isothermal surfaces in gradient flows and Pr < 1 can also be approximated by formulae of the type in Equation (4.35) by using the Peclet number calculated for average free stream velocity. The latter is a product of variable $\Phi$ and the Prandtl number:

$$\text{Pe}_x = \Phi \text{Pr} = \frac{1}{\nu} \int_0^x U d\zeta \cdot \frac{\nu}{\alpha} = \frac{U x}{\alpha}$$  \hspace{1cm} (4.37)

The variable $\Phi$ can be calculated using Equation (4.19) if $\beta$ and $\text{Re}_x$ are known. This can be more easily done by using the plotted dependence $\Phi = f(\text{Re}_x, \beta)$ in Figure 4.8 computed by Equation (4.19).

Dependence $\text{St}_x = f(\text{Pe}_x)$ obtained using calculation results for gradient and gradientless flows for Pr < 1 is presented in Figure 4.9. It can be seen that all the points related to different flows form a single curve that can be approximated by the following formula:

$$\text{St}_x = c \text{Pe}^{-1}_x$$  \hspace{1cm} (4.38)

with the same constants $c$ and $n$ (Equation 4.36) as in Equation (4.35). Calculation shows that for gradientless and favorable gradients for large Reynolds
numbers, the error of this formula is less than 5%. For low Reynolds numbers, adverse gradients, and Prandtl numbers close to 1 the error increases and reaches about 35% for \( Pr = 1, Re_{\delta^*} = 10^3 \), and \( \beta = 10 \).

As follows from Figures 4.1, 4.2, and 4.3, the effect of the pressure gradient on heat transfer intensity is relatively small at large Prandtl numbers; therefore, in this case the relations (4.34) for gradientless flows can be used. The error is less than 10% for the whole range of Reynolds numbers if the Prandtl number is larger than 10, while for the range \( 1 < Pr < 10 \), this is true only for \( Re_{\delta^*} > 10^5 \). For the range of small Reynolds numbers and Prandtl numbers close to 1, where the accuracy of Equations (4.34) and (4.38) is insufficient, the
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**FIGURE 4.8**
Dependence \( \Phi = f(Re_{\delta^*}, \beta) \) for equilibrium turbulent boundary layers.

![Figure 4.9](image)

**FIGURE 4.9**
Dependence between \( St_{\delta^*} \) and \( Pe_{\delta^*} \) for \( Pr < 1 \) for gradient and gradientless flows \( \otimes - \beta = -0.3, \bullet - \beta = 0, \circ - \beta = 1, \times - \beta = 10 \), lines 1, 2, 3 — according to Equation (4.38).
well-known relations of the type in Equation (4.33) can be used. In our notations, such a formula can be written as

$$St_* = 0.0295 \cdot \Phi^{0.2} \cdot Pr^{-0.6}$$  (4.39)

The coefficients in expressions (4.34), (4.38), and (4.39) do not depend on the pressure gradient. Therefore, these relations can not only be used for equilibrium boundary layers, but they can also be applied in the general case of pressure gradient if the flow is not close to separation. To estimate the value of $\beta$ in this case, one can use the same approach as in the case of laminar flow. Because $\Phi$ and $Re_\delta$ are known, Figure 4.8 can be used to estimate $\beta$.

4.4 The Effect of the Turbulent Prandtl Number on Heat Transfer on Flat Plates [25]

In this section, the results of numerical investigation of the effect of the turbulent Prandtl number on heat transfer are given. Computations have been carried out for two values of the turbulent Prandtl number $Pr_{tb} = 0.5$ and $Pr_{tb} = 1.5$, four values of Prandtl numbers $Pr_{tb} = 10^{-1}, 1, 10^2, 10^3$, and three Reynolds numbers $Re_\delta = 10^3 (Re_c = 2.95 \cdot 10^6), 10^6 (7.93 \cdot 10^7), 10^9 (2.56 \cdot 10^{12})$.

Results of calculation in the form of the ratio $St_*/(St_*)_{Pr=1}$ are given in Figure 4.10 as a function of Prandtl number. It follows from Figure 4.10 that an increase in $Pr_{tb}$ leads to a reduction, while a decrease in $Pr_{tb}$ leads to an increase in heat transfer compared to that at $Pr_{tb} = 1$. An increase
in $\text{Pr}_{tb}$ to 1.5 yields less reduction in the Stanton number than the corresponding increase in the Stanton number by the decrease of $\text{Pr}_{tb}$ to 0.5. The most significant effect of turbulent Prandtl number is when the physical Prandtl number is close to unity. For $\text{Pr}_{tb} = 0.5$, the maximum increase in Stanton number in comparison with that at $\text{Pr}_{tb} = 1$ is at $\text{Pr} = 1$ and $\text{Re}_{\delta^*} = 10^9$, and it reaches 67%. The corresponding decrease for $\text{Pr}_{tb} = 1.5$ is less at 25%. These differences decrease with an increase of Pr and for $\text{Pr} > 10^2$, the ratio $\text{St}_*/(\text{St}_*)_{\text{Pr}=1}$ becomes practically independent of Pr as well as of Re (Figure 4.10). The comparatively small influence of $\text{Pr}_{tb}$ at large Prandtl numbers is a result of a thin thermal boundary layer lying basically in the viscous sublayer. The effect of $\text{Pr}_{tb}$ is also low at small Prandtl and Reynolds numbers, which is a result of significant molecular heat conduction in this case.

It follows from the computations presented here that Stanton numbers obtained with a turbulent Prandtl number equal to unity agree with experimental data. Furthermore, computed results at $\text{Pr}_{tb} = 0.5$ and $\text{Pr}_{tb} = 1.5$ do not agree with experimental data as do these for $\text{Pr}_{tb} = 1$. However, it should be indicated that this conclusion is only a recommendation for numerical computations, because as shown by many studies (e.g., [12,26,27]), turbulent Prandtl number varies appreciably across the layer (Section 4.2).

4.5 Coefficients $g_k$ of Heat Flux Series for Nonisothermal Surfaces [9]

The coefficients $g_k$ are calculated for the same broad range (Equation 4.32) of Reynolds and Prandtl numbers and the same four values of pressure gradient parameters: $\beta = -0.3$ (flow at stagnation point), $\beta = 0$ (gradientless flow), $\beta = 1$ and $\beta = 10$ (flows with weak and strong adverse pressure gradients). The results are given in Figures 4.11 and 4.12.

Analyzing the graphs and using Equation (4.26) yields the following conclusions:

1. The values of the coefficients $g_k$ rapidly decrease with increasing $k$ as in the case of laminar flow; hence, one may use only a few of the first terms in series (Equation 4.26).

2. The coefficients decrease with increasing Prandtl number as in the case of laminar flow. However, in contrast to the laminar flow, where at large Prandtl numbers the values of coefficients $g_k$ become independent of Pr, but finite, in the case of turbulent flow they tend to zero with increasing Pr, so that beginning with some value of Prandtl number ($\approx 10^2$), the nonisothermicity effect becomes negligible.
Heat Transfer from Arbitrary Nonisothermal Surfaces in Turbulent Flow

**Figure 4.11**
Dependence of coefficient $g_1$ on Prandtl and Reynolds numbers for turbulent flow
(1: $\beta = -0.3$, 2: $\beta = 0$, 3: $\beta = 1$, 4: $\beta = 10$, $\text{Re}_{\infty} = 10^3$, $- - - 10^6$, $- - - - 10^9$).

**Figure 4.12**
Dependence of coefficient $g_k$ on Prandtl and Reynolds numbers for turbulent flow
(1: $\beta = -0.3$, 2: $\beta = 0$, 3: $\beta = 1$, 4: $\beta = 10$, $\text{Re}_{\infty} = 10^3$, $- - - 10^6$, $- - - - 10^9$).
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3. The coefficients $g_k$ are significantly smaller than the corresponding coefficients for laminar flow, and they decrease with increasing Reynolds number, so that the influence of nonisothermicity turns out to be greatest for laminar flow.

4. The coefficients $g_1$ and $g_2$ depend weakly on $\beta$, while the others are practically independent of $\beta$. This allows one to use Equation (4.26) to calculate heat transfer in the case of arbitrary pressure gradient, as for laminar flow. To estimate the value of $\beta$ in this case, one can use the same approach as in the case of laminar flow. Because $\Phi$ and $Re_{\delta^*}$ are known, Figure 4.8 can be used to estimate $\beta$. As only two first coefficients slightly depend on $\beta$ and the others are independent of it, such approximate determining of $\beta$ is usually sufficient. Otherwise, the value of $\beta$ can be referred by Equations (4.18) and (4.10) that were used to compute the data of Figure 4.8:

$$\beta = \frac{Re_{\delta^*} [k + \sqrt{C_i/2}(H - 1)]}{\Phi(C_i/2)(k + \sqrt{C_i/2})(H + 1)} - \frac{H}{H + 1}$$ (4.40)

Exponents $C_1$ and $C_2$ for influence function $f(\xi/\Phi)$ in integral form (Equation 4.28) can be found in the same way as for laminar boundary layer using Equation (3.49). As before, these exponents should correspond to the values $g_1$ and $g_2$. Results of such calculations are depicted in Figures 4.13 and 4.14.

It is seen that the exponents increase with decreasing Prandtl and Reynolds numbers. The exponent $C_2$ increases with decreasing pressure gradient, while it turns out that the exponent $C_1$ is practically independent of the pressure gradient. It follows from Figures 4.13 and 4.14 that $C_1 = 1$, $C_2 = 0.18$ for gradientless flow when $Pr = 1$ and $Re_{\delta^*} = 10^3$, but under the same conditions...
FIGURE 4.14
Dependence of exponent $C_2$ in the influence function on Prandtl and Reynolds numbers for turbulent flow $1 - \beta = -0.3, 2 - \beta = 0, 3 - \beta = 1$.

FIGURE 4.15
Dependence of coefficient $h_1$ on Prandtl and Reynolds numbers for turbulent flow $1 - \beta = -0.3, 2 - \beta = 0, 3 - \beta = 1, 4 - \beta = 10$. 
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and \( \text{Re}_f = 10^6 \) the exponents are \( C_1 = 0.84, C_2 = 0.1 \). Hence, our calculation based on the integration of the boundary layer differential equation leads to a well-known first expression \((1.46)\) \([28,29]\) for a relatively low Reynolds number \((\text{Re}_f = 5 \cdot 10^6)\) and to a first expression \((1.47)\) for a greater Reynolds number \((\text{Re}_f = 10^8)\) as experimentally obtained in the literature \([30,31]\).

In the case of known heat flux distribution, the temperature head is determined by the same Equations \((3.59)\) and \((3.64)\). Coefficients \( h_k \) are obtained using Equation \((3.62)\) and coefficients \( g_k \) for turbulent flow from Figures 4.11 and 4.12. The results for \( h_1 \) and \( h_2 \) are plotted in Figures 4.15 and 4.16.

### 4.6 Approximate Relations for Heat Flux in a Transition Regime [2]

If \( \Phi_1 \) is the value of Görtler’s variable for the point of transition, the integral expression \((3.40)\) can be presented in the following form:

\[
q_w = h_w \left[ \int_0^{\Phi_1} f_1 \left( \frac{\xi}{\Phi} \right) \frac{\partial \theta_w}{\partial \xi} d\xi + \int_{\Phi_1}^{\Phi} f_2 \left( \frac{\xi}{\Phi} \right) \frac{\partial \theta_w}{\partial \xi} d\xi + \theta_w(0) \right] \tag{4.41}
\]

where indices 1 and 2 denote the first and the second regimes, respectively. It was shown in Section 3.3 that the integral \((Equation 3.40)\) and differential \((Equation 3.32)\) forms are equivalent. However, this is only true when the upper limit of an integral is the same variable \( \Phi \) as that in the influence...
function. To find the equivalent differential form for the first integral of sum (Equation 4.41), it is transformed similarly using integration by parts. Corresponding processing leads to the following result:

$$
\int_0^\xi f \left( \frac{\xi}{\Phi} \right) \frac{\partial \theta_n}{\partial \xi} d\xi = \theta_n - \theta_n(0) + \sum_{k=1}^\infty g_k(\Phi_1/\Phi) \Phi_k \left( \frac{d^k \theta_n}{d\Phi_k} \right)_{\Phi=\Phi_1}
$$

(4.42)

Coefficients $g_k$ in this relation are determined by an equation similar to Equation (3.47):

$$
g_k(\Phi_1/\Phi) = \left( \frac{-1}{k!} \right)^{k+1} \left[ \frac{\Phi_0}{\Phi} \int_0^{\Phi_0} (1-\zeta)^{-1} f(\zeta) d\zeta + (\Phi_1/\Phi - 1)^k - (\Phi_1/\Phi)^k \right]
$$

(4.43)

Equation (4.42) gives the differential form that is equivalent to an integral with different variables $\Phi_1$ and $\Phi$ in the upper limit and in the influence function. In the case of equality $\Phi_1 = \Phi$, Equation (4.42) transforms into Equation (3.40), and Equation (4.43) transforms into Equation (3.47). Using Equation (4.42), the differential form that is equivalent to integral one (Equation 4.41), is obtained as

$$
q_w = h_v \left\{ \theta_w + \sum_{k=1}^\infty g_k(\Phi_1/\Phi) k d^k \theta_n + [g_{k1}(\Phi_1/\Phi) - g_{k2}(\Phi_1/\Phi)] \Phi_k \left( \frac{d^k \theta_n}{d\Phi_k} \right)_{\Phi=\Phi_1} \right\}
$$

(4.44)

If the transition range is negligibly short, and one counts that the regime changes at the point with coordinate $\Phi_1$, indices 1 and 2 of the influence functions in Equation (4.41) and coefficients $g_k$ in Equation (4.44) relate to laminar and turbulent layers, respectively. Otherwise, formulae (4.41) and (4.44) determine heat fluxes in the laminar and transition ranges. The expression for turbulent range is obtained similarly. Then, both integral and differential forms for the turbulent range ($\Phi > \Phi_2$) become as follows:

$$
q_w = h_v \left[ \int_0^{\Phi_1} f_1 \left( \frac{\xi}{\Phi} \right) \frac{\partial \theta_n}{\partial \xi} d\xi + \int_{\Phi_1}^{\Phi_2} f_2 \left( \frac{\xi}{\Phi} \right) \frac{\partial \theta_n}{\partial \xi} d\xi + \int_{\Phi_2}^\infty f_3 \left( \frac{\xi}{\Phi} \right) \frac{\partial \theta_n}{\partial \xi} d\xi + \theta_w(0) \right]
$$

(4.45)

$$
q_w = h_v \left\{ \theta_w + \sum_{k=1}^\infty g_{k3}(\Phi_1/\Phi) k d^k \theta_n + [g_{k1}(\Phi_1/\Phi) - g_{k2}(\Phi_1/\Phi)] \Phi_k \left( \frac{d^k \theta_n}{d\Phi_k} \right)_{\Phi=\Phi_1} + [g_{k2}(\Phi_2/\Phi) - g_{k3}(\Phi_2/\Phi)] \Phi_k \left( \frac{d^k \theta_n}{d\Phi_k} \right)_{\Phi=\Phi_2} \right\}
$$

(4.46)
Here, indices 2 and 3 relate to transition and turbulent layers, respectively. The influence function and coefficients $g_k$ for the transition regime can be approximately estimated using any interpolation relation, for example, $g_{k,b} = g_{k,ln}(1 - \gamma) + g_{k,rb}\gamma$, where $\gamma$ is the intermittency factor [10].

Examples of calculations and analyses using formulae presented in this chapter and comparisons with experimental data are given in Chapters 5 and 6.
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5

General Properties of Nonisothermal and Conjugate Heat Transfer

At the beginning of Chapter 3, it is stated that in essence, a theory of conjugate heat transfer is a theory of an arbitrary nonisothermal surface. In this chapter, such a theory of conjugate convective heat transfer is formulated by studying the general properties of heat transfer of arbitrary nonisothermal surfaces using the exact and highly accurate approximate solutions obtained in Chapters 3 and 4.

The effect of different factors on conjugate heat transfer characteristics is investigated, and general relations and conclusions are obtained. In particular, some rules and general statements are summarized in the conclusion of the book in the form of an answer to the question: “Should any convective heat transfer problem be considered as conjugate?”

5.1 The Effect of Temperature Head Distribution on Heat Transfer Intensity

Presentation of the heat flux in the form of series of successive derivatives, like Equation (3.32) and others of this type, makes it possible to investigate the general effect of temperature head distribution on heat transfer intensity. Physically, such series can be considered as a sum of perturbations of the surface temperature distribution. The case when all derivatives are equal to zero corresponds to the isothermal surface with an undisturbed temperature field. The series containing only the first derivative presents the linear disturbed temperature distribution. The series with two derivatives describes the quadratic temperature distribution, and so on. In the general case, the series consist of an infinite number of derivatives. However, because the coefficients rapidly decrease with an increase in the derivative number, it is possible to consider only the first few terms for practically accurate calculations.

As indicated in Chapter 3, in the simplest case of a gradientless flow, the series contain derivatives with respect to longitudinal coordinate, while for the flows with pressure gradient, the role of longitudinal coordinate plays Görtler's variable $\Phi$. In cases using this variable, coefficients $g_k$ of series practically are independent on pressure gradient, telling us that Görtler's variable naturally takes into account the effect of the pressure gradient. To understand
Conjugate Problems in Convective Heat Transfer

5.1.1 The Effect of the Temperature Head Gradient

The results of calculation show that the first coefficient $g_1$ is significantly larger than others in all studied cases. The relations between the first and the second coefficients for different regimes and parameters are given in Table 5.1.

It follows from these data that the second coefficient is less than the first from three to ten times. This result indicates that the first derivative (i.e., temperature head gradient) basically determines the effect of nonisothermicity. Because the first coefficient is positive, it means, according to Equation (3.32), that positive temperature head gradients lead to an increase in heat flux, while the negative gradients cause a decrease in heat flux. More precisely, if the temperature head increases in the flow direction or in time, the heat transfer coefficient is greater than the isothermal coefficient, whereas the decrease of the temperature head along the flow direction or in time yields a decrease of the heat transfer coefficient compared with the isothermal one (see Equation 3.33).

However, as will be clear in what follows, an identical change of increasing and decreasing in temperature head leads to significantly different variations in the heat transfer coefficients. The reason for this is that the same absolute difference in temperature head and in corresponding heat transfer coefficient yields much greater change in relative difference in the case of falling than that of growing temperature head and heat transfer coefficient. Moreover, as shown below, the heat transfer coefficient may become zero in

<table>
<thead>
<tr>
<th>$g_1$</th>
<th>$g_2$</th>
<th>$\frac{g_2}{g_1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1/6</td>
</tr>
<tr>
<td>2</td>
<td>0.6123</td>
<td>0.1345</td>
</tr>
<tr>
<td>3</td>
<td>0.380</td>
<td>0.135</td>
</tr>
<tr>
<td>4</td>
<td>1/6</td>
<td>3/8</td>
</tr>
<tr>
<td>5</td>
<td>2.4</td>
<td>0.8</td>
</tr>
<tr>
<td>6</td>
<td>= 0.5</td>
<td>= 0.05</td>
</tr>
<tr>
<td>7</td>
<td>= 0.1</td>
<td>= 0.1</td>
</tr>
<tr>
<td>8</td>
<td>= 0.2</td>
<td>= 0.04</td>
</tr>
<tr>
<td>9</td>
<td>= 0.8</td>
<td>= 0.25</td>
</tr>
<tr>
<td>10</td>
<td>= 0.4</td>
<td>= 0.15</td>
</tr>
<tr>
<td>11</td>
<td>1.25</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Notes: Laminar layer: arbitrary $\theta_w \rightarrow \infty$, arbitrary $q_w \rightarrow 0$, arbitrary $g_1 = 1$; arbitrary $g_2 = 1$; unsteady laminar layer: $5-Pr = 1$; turbulent layer: $6-Pr \rightarrow 0, Re_p = 10^4, Re_p = 10^6$, $8-Pr = 1$, $Pr \rightarrow 1, \epsilon = 0$ moving surface.
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the case of decreasing temperature head if the streamlined surface is sufficiently long. These general properties are shown and discussed further in different examples. First, the examples of steady laminar flow are considered, and then the effect of unsteady and turbulent regimes is examined.

**Example 5.1: Linear Temperature Head along the Plate**

The results of calculation of nonisothermicity coefficient for dependence

\[
\frac{\theta_w}{\theta_{wi}} = 1 - \left(\frac{\theta_w}{\theta_{wi}} - 1\right) \left(\frac{x}{L}\right) = 1 - K \left(\frac{x}{L}\right),
\]

(5.1)

Pr > 0.5 and gradientless laminar flow are given in Figure 5.1. Each curve corresponds to a fixed value of \(\frac{\theta_w}{\theta_{wi}}\), where \(\theta_{wi}\) and \(\theta_w\) denote the initial and ending temperature heads determining the coefficient in a linear dependence. It is seen how much curves for positive and negative values of \(\frac{\theta_w}{\theta_{wi}}\) differ. For instance, if the temperature head at the end is 1.5 to 2 times less, the heat transfer coefficient is 1.5 to 2.5 times less than that for the isothermal plate, while the same increasing of temperature head leads only to 20% to 30% growth of an isothermal heat transfer coefficient. Figure 5.1 also shows that the triple decreased

---

**Figure 5.1**

Variation of nonisothermicity coefficient along a plate for linear temperature head distribution Pr > 0.5.
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temperature head yields almost zero heat flux at the end of the plate. The effect of nonisothermicity for small Prandtl numbers is even more considerable. Thus, for \( Pr = 0.01 \), double decreased temperature head leads to six times less heat transfer coefficient at the end of a plate, but in the case of \( Pr = 0 \), such a decrease in temperature head turns out to be sufficient to reduce that heat flux to zero.

**Example 5.2: A Plate Heated from One End (Qualitative Analysis)**

This example helps us clearly understand the role of the temperature head. If the plate is passed from the heated end, the temperature head decreases in the direction of the flow. Otherwise, when the flow runs in the opposite direction, the temperature head grows in the flow direction. Because the heat transfer coefficient on an isothermal surface and the nonisothermicity coefficient in the first case both decrease in flow direction, the total heat transfer coefficient severely falls with increasing distance from the heated end. In the second case, the nonisothermicity coefficient grows in the flow direction, while the isothermal coefficient decreases in the same direction; therefore, the final heat transfer coefficient determined as a sum of these two may increase or decrease on different parts of the surface. The quantitative results can be obtained by solving a conjugate problem (see Example 6.8).

**Example 5.3: Power Law Temperature Head along the Plate**

There are exact self-similar solutions for this case and the power law free stream velocity distribution \([1,2]\). In this case, for integer exponent, \( \varepsilon = m_1 / (m + 1) \), where \( m \) and \( m_1 \) are exponents in the power law free stream velocity and temperature head, Equation (3.33) gives an exact solution in the form of a finite sum:

\[
\chi_t = 1 + \sum_{k=1}^{\infty} g_k (\varepsilon - 1) \cdots (\varepsilon - k + 1)
\]  

(5.2)

Figure 5.2 shows the results of calculation by this formula and presents the numerical solution from Reference [1] and experimental data [3] for comparison. It is seen as agreement between different data. One can see also that the numerical computing results for different Prandtl numbers are practically the same independent of \( Pr \) as it should be for \( Pr > 0.5 \), according to Figures 3.2 and 3.3.

It is known that the heat flux equals zero if the exponent in the thermal power law of self-similar solutions is \( m_1 = -(m + 1)/2 \) (Section 1.2). This result also follows from Equation (5.2). Because in such a case \( \varepsilon = -1/2 \), after using for \( g_k \) relation (3.25), Equation (5.2) becomes

\[
\chi_t = 1 - \sum_{k=1}^{\infty} \frac{(2k - 1)!!}{2^k k!(2k - 1)}
\]  

(5.3)

This sum equals 1, and thus one gets the result \( \chi_t = 0 \).
Example 5.4: Sinusoidal Temperature Head Variation along the Plate

Because there are points with zero temperature head in which coefficients of heat transfer and nonisothermicity become infinity and, hence, meaningless, the heat flux should be calculated directly using Equation (3.32) or Equation (3.40). Using Equation (3.32) in the case of gradientless flow and temperature head distribution in the sinusoidal form yields

\[ \theta_w = \theta_{w,m} \sin 2\pi(x/L) = \theta_{w,m} \sin \phi \]

(5.4)

\[ q_w = \frac{q_{w,L}}{\lambda \theta_{w,m} g_0 \sqrt{Re}} \] 

\[ = \frac{1.45}{\sqrt{\phi}} [(1 - g_2 \phi^2 + g_4 \phi^4 - \ldots) \sin \phi]

+ (g_1 - g_3 \phi^2 + g_5 \phi^4 - \ldots) \phi \cos \phi] \]

(5.5)

The heat flux distribution is asymmetric (Figure 5.3) and is shifted on \( 3\pi/16 \) regarding temperature head distribution. At the points \( \phi = 2.55 \)
and \( \phi = 5.9 \), heat flux equals zero. At the points \( \phi = \pi \) and \( \phi = 2\pi \), the temperature head is zero, and the heat flux is finite. Hence, here \( h = \chi_t \rightarrow \infty \) and therefore are meaningless. At \( \phi = 0 \), both temperature head and heat flux are zero, but \( \theta \) tends to zero as \( \phi \), while \( q_w \) according to Equation (5.5) approaches zero as \( \sqrt{\phi} \). Consequently, at the leading edge, the heat transfer coefficient goes to infinity as \( \phi \), while the nonisothermicity coefficient at this point is finite, and according to Equations (3.33) and (5.4), it equals \((1+g_1)\).

**Example 5.5: Linear Temperature Head near Stagnation Point**

It is known that velocity distribution is linear in this case \( U / U_\infty = C(x / D) \), where \( D \) is cylinder diameter and \( U_\infty \) is the velocity of running on flow (see Equation 5.8). Because all coefficients \( y_k \) except \( y_1 \) practically are constant, the formula (3.25) can be used. Then, the expression for the nonisothermicity coefficient according to Equation (3.33) and linear dependence (Equation 5.1) takes the following form:

\[
\chi_t = 1 - \frac{K \left(2\Phi / C \text{Re} \right)^{\frac{1}{2}} \left[ \frac{g_1}{2} + \sum_{k=2}^{\infty} \frac{(2k-3)!}{2^{k}k!(2k-1)} \right]}{1 - K \left(2\Phi / C \text{Re} \right)^{\frac{1}{2}}} \frac{\Phi}{\text{Re}} \int_0^{x/L} \frac{U}{U_\infty} d\xi 
\]

where the coefficient in linear dependence (5.1) is \( K = \theta_w / \theta_\infty - 1 \). Performing summation and returning to variable \( x \) gives

\[
\chi_t = 1 - \frac{g_1 + \pi - 3}{2} \frac{K(x/D)}{1 - K(x/D)}
\]
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One can see the numerical results as initial parts of curves in Figure 5.4 for a cylinder.

**Example 5.6: Transverse Flow Past Nonisothermal Cylinder — Linear Temperature Head**

*Newtonian Fluid*

The free stream velocity distribution around a cylinder experimentally established is approximated by polynomial [2,4]

\[
\frac{U}{U_*} = 3.631\left(\frac{x}{D}\right) - 3.275\left(\frac{x}{D}\right)^2 - 0.168\left(\frac{x}{D}\right)^3 \tag{5.8}
\]

To obtain the function \(\theta_w(\phi)\), which corresponds to linear distribution (5.1), it is necessary to have the function \(x/ D = f(\phi)\). This relation is found by constructing the function \(\phi(x/ D)\) using the second equation in Equation (5.6), and Equation (5.8) and then deriving a function:

\[
x/ D = 0.74(\phi/ Re)^{1/2} + 0.1(\phi/ Re) \tag{5.9}
\]

which approximates an inverse to the \(\phi(x/ D)\) function.

The nonisothermicity coefficient computed by Equation (3.33) is obtained in the form

\[
\chi_t = 1 - \frac{K(\phi/ Re)^{1/2}[0.37(g_1 + 0.14) + 0.1g_2(\phi/ Re)^{1/2}]}{1 - K(\phi/ Re)^{1/2}[0.74 + 0.1(\phi/ Re)^{1/2}]} \tag{5.10}
\]
The result is given in Figure 5.4 as a function \( \frac{Nu}{\sqrt{Re}} = f(x/L) \) obtained by the following equation:

\[
\frac{Nu}{\sqrt{Re}} = \frac{St \sqrt{Re}}{Pr} \chi_t = \frac{g_0}{Pr^2} \left( \frac{C_t \sqrt{Re}}{2} \right)^{\frac{1}{2}} \left( \frac{Re}{\Phi} \right)^{\frac{1}{4}} \chi_t
\]  

(5.11)

which is found by using the relation \( Nu = St \sqrt{Re}/Pr \) and Equation (3.12). The value of \( g_0(\beta) \) is given in Figure 3.1, and \( \beta \) is found by Equation (3.37).

It follows from Figure 5.4 that nonisothermicity significantly deforms the Nusselt number distribution along an isothermal cylinder. For \( K = \theta_w/\theta_{wi} - 1 < 1 \) when the temperature head decreases in the flow direction, the Nusselt number falls much more intensely than in the case of an isothermal surface. Thus, for \( \theta_w/\theta_{wi} = 0.5(K = -0.5) \), the heat flux becomes almost zero at the point close to separation. Vice versa, an increasing temperature head slows the fall in the Nusselt number. Therefore, in this case at small positive values of \( K \), the Nusselt number decreases slower than on an isothermal cylinder, while for greater nonisothermicities, the heat transfer intensity increases first (as, for example, for \( \theta_w/\theta_{wi} = 2 \)) and then goes down.

Non-Newtonian Fluid

In this case, the heat transfer from a nonisothermal cylinder was computed for a theoretical free stream velocity distribution given by a sinusoidal function [5]:

\[
\frac{U}{U_{\infty}} = 2 \sin 2(x/D)
\]

(5.12)

Heat transfer from an isothermal cylinder and the nonisothermicity coefficient can be obtained by Equations (3.101) and (3.33) or (3.48), respectively. Results plotted in Figure 5.5 show that the value of heat flux and its variation along the cylinder strongly depend on the type of fluid determined by an exponent \( n \) in the law (Equation 3.94). In particular, the heat transfer coefficient is a finite value at the stagnation point for Newtonian fluids, while for non-Newtonian fluids it becomes zero for \( n > 1 \) or tends to the infinite for \( n < 1 \).

The temperature head variation also considerably affects the heat transfer intensity. Thus, in the case of decreasing temperature head, heat flux becomes zero at \( \phi = 80 \), yet when the temperature head increases or is constant, the heat transfer intensity at the same point is close to the average value over a cylinder. As a result, the curve of the distribution of the heat transfer coefficient varies from parabolic for \( n > 1 \) and constant or increasing temperature head to s-shaped form for \( n < 1 \) and decreasing temperature head.
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Example 5.7: Transverse Flow Past Nonisothermal Cylinder with $q_w = \text{Constant}$

In the case of known arbitrary heat flux distribution, the temperature head distribution can be determined by Equations (3.59) or (3.64), which for specified constant heat flux take the forms (Equation 3.66). In general, integrals in these formulae can be computed numerically. Analytical expressions can be obtained in some simple cases. For example, if $1/h_i$ can be approximated by polynomial, the value of $1/h_q$ according to Equation (3.66) is also presented by polynomial with coefficients $b_i$ expressed via beta functions:

$$
\frac{1}{h_i} = \sum_{0}^{\infty} a_i \phi^i, \quad \frac{1}{h_q} = \sum_{0}^{\infty} b_i \phi^i, \quad b_i = \frac{aB \left[ C_1(1-C_2)+iC_2 \right]}{B(C_2,1-C_2)}
$$

(5.13)

Now, consider the case of constant heat flux for a cylinder using data presented in Figure 5.4. The function $Nu(x/D)$ for this isothermal cylinder $(\theta_{in}/\theta_{wi} = 1)$ can be approximated by the following polynomial:

$$
\sqrt{Re/ Nu} = 1.04 + 0.75(\phi/ Re) - 0.83(\phi/ Re)^2 + 3.4(\phi/ Re)^3
$$

(5.14)

The coefficients of the corresponding polynomial determining $1/ Nu$ are given by Equation (5.13). Because the values of exponents $C_i$ slightly depend on $\beta$, they are estimated from Figure 3.4 approximately: $C_1 = 0.92$ and $C_2 = 0.4$ for the surface part near the stagnation point.
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\[ \beta \approx 1, \quad \text{and} \quad C_1 \approx 0.9 \quad \text{and} \quad C_2 \approx 0.38 \quad \text{for the rest of the cylinder} \quad (\beta = 0). \text{Then,} \]

Equation (3.66) yields

\[ \sqrt{Re} \quad \text{Nu}_q = 1.04 + (0.44 - 0.46)(\Phi/\text{Re}) - (0.39 - 0.42)(\Phi/\text{Re})^2 \]

\[ + (1.4 + 1.5)(\Phi/\text{Re})^3 \]

(5.15)

where a sign (\(\pm\)) is used to indicate two values of coefficients obtained for different \(\beta\) and hence for different \(C_1\) and \(C_2\).

Calculation shows that both values of these coefficients lead to practically the same result (Figure 5.6) which is in agreement with experimental data obtained by E. P. Diban at the Institute of Technical Thermalphysics of the Ukrainian Academy of Science. For comparison of the same figure, results obtained by Equation (5.14) for an isothermal cylinder are plotted.

Example 5.8: A Jump of Heat Flux on a Transversally Streamlined Cylinder

In this case, the heat transfer coefficient after jump is determined by the influence function (Equation 3.70). This equation for the heat transfer coefficient given by Equation (5.14) becomes

\[ \frac{1}{(h_q)_{ij}} = \frac{1}{B(C_2, 1 - C_2)} \sum_{0}^{k} \Phi B_{ij} \left[ \frac{C_1(1 - C_2) + i}{C_1}, C_2 \right] \]

(5.16)

where \(B_{ij}(i, j)\) is an incomplete beta function (Equation 3.71). The computing results for a cylinder with distribution (Equation 5.14) of the isothermal Nusselt number are presented in Figure 5.7.

It is assumed that the jump occurs at a point with \(\phi = 30\) before which the unheated zone exists. The distribution of the Nusselt number after a heat flux jump on the plate calculated by Equation (3.71) is also plotted on Figure 5.7. It is seen that the pressure gradient significantly affects the variation of the heat transfer intensity.
Example 5.9: Transverse Flow Past Nonisothermal Cylinder — Effect of Dissipation

The results obtained with regard to energy dissipation are given in Figure 5.8. They are computed using Equation (3.12) and coefficients \( g_d \) from Figure 3.13. The calculations are made using the theoretical free stream velocity distribution (Equation 5.12) for the case of non-Newtonian fluid flow past a cylinder. This is because the effect of dissipation is significant only in the flows of incompressible fluids with large Prandtl numbers, which are typical for non-Newtonian fluids (Section 3.9.2).

The results are given in the form of the ratio \( \Delta q_w / q_w \), where \( \Delta q_w \) is additional energy dissipation when the Eckert number equals one to heat flux \( q_w \) calculated without regard to dissipation. The additional dissipation energy is proportional to the Eckert number, and because the velocity of incompressible flows is usually relatively small, the additional heat flux associated with dissipation is small as well. Nevertheless, in some cases, the effect of dissipation is appreciable. In particular, this is true in the case of decreasing temperature head when the self heat flux without regard to dissipation is small. For constant or increasing temperature head, the dissipation energy is usually small. For example, if the Eckert number is 1/500, the additional heat flux is about 10% for a constant temperature head and about 5% for increasing one at the point with \( \phi = 70 \) where the effect of dissipation reaches maximum (Figure 5.8).
Note that the expressions obtained ignoring dissipation are valid for the flows with significant dissipation if one defines the temperature head using the adiabatic wall temperature \( \theta_{ad} \) instead of the usual temperature head \( \theta_w \). The adiabatic wall temperature is computed by applying the recovery factor given by Equations (3.104) or (3.105).

5.1.2 The Effect of Flow Regime

Table 5.1 shows that the first coefficient \( g_1 \) in series, which basically determined the nonisothermicity effect, significantly depends on flow regime. Its value varies from largest \( g_1 = 2.4 \) at the time derivative in the case of laminar unsteady flow to negligible, small magnitude for turbulent flow of fluids with large Prandtl numbers. Nevertheless, in all cases, the qualitative effect of the temperature head gradient on the heat flux intensity is the same as in the case of laminar flow discussed above. The quantitative results for different flows can be seen in examples given below.

Example 5.10: Comparison between the Effects of Nonisothermicity in Turbulent and Laminar Flows — Linear Temperature Head [6]

Coefficients \( g_k \) for turbulent flow are less than those in the case of a laminar regime. The higher are the Reynolds and Prandtl numbers, the less...
are coefficients $g_k$, and, correspondingly, the less the effect of nonisothermicity. The difference between these effects for two regimes is shown in Figure 5.9 where the values of the nonisothermicity coefficient are defined for the linear temperature head (Equation 5.1) and $Pr = 1$.

It is seen that in spite of small coefficients $g_k$, nonisothermicity strongly affects the heat transfer intensity in turbulent flows if the temperature head decreases. In that case, the effect of nonisothermicity is not as strong as in laminar flows, but if the surface is long enough, the heat flux also reaches zero. This is true for all cases except the turbulent flows of fluid with large Prandtl numbers, for which the effect of nonisothermicity is negligible (Figures 4.11 and 4.12).

**Example 5.11: Different Temperature Head and Heat Flux Variations for Turbulent Flow — Comparison with Experimental Data [6]**

The effect of nonisothermicity was studied experimentally in gradientless turbulent flows of air by Leontev et al. [7]. They obtained data for the increasing and decreasing linear temperature heads as well as for exponential variations of temperature head and heat flux. In Figure 5.10, the results of calculation are compared with these data.

Line 1 corresponds to isothermal gradientless flow and is computed by Equation (4.39). The rest of the curves are obtained using series (Equation 4.25) or integral form (4.28). For gradientless flow and linear temperature head (Equation 5.1), expression (4.25) after using Equation (4.26), becomes

$$St = St \left[ 1 - \frac{g_k}{(Re/ K Re)} - 1 \right]$$  \hspace{1cm} (5.17)
Experiments are carried out under low Reynolds numbers. According to Figure 4.11 for \( \text{Pr} \approx 1 \) and low Reynolds number, the estimation gives 

\[
\frac{g_1}{10^2} = \ldots
\]

The coefficient \( K \) in the linear law in experiments corresponds to the following inverse values:

\[
\frac{1}{K} = 1.46, 1.49, 1.59, 1.68 \text{ for decreasing temperature heads.}
\]

\[
\frac{1}{K} = 0.215, 0.258, 0.346 \text{ for increasing temperature heads.}
\]

Curves 2, 3, 4, and 5 are calculated by formula (Equation 5.17) for two limiting values of coefficient \( K \) for decreasing (curves 2 and 3) and for increasing (two curves coincide) temperature heads. Line 5 represents exponential increasing temperature head \( \theta = \theta_0 \exp[K(x/L)] \) with \( K = 0.7 \).

Because series diverge slowly for the large values of \( K \), the integral form is used in this case. According to Figures 4.13 and 4.14 for small Reynolds numbers, decreasing temperature heads are

\[
C_1 = 1 \text{ and } C_2 = 0.2.
\]

Transforming Equation (4.28) to Stanton number, yields for line 5 the following expression:

\[
\text{St} = \text{St} \left\{ \exp[-K(x/L)] + K(x/L)^{0.2} \int_0^{x/L} \xi^{-0.2} \exp(-K \xi) d\xi \right\}
\]

To calculate temperature head distribution that corresponds to exponential dependence of the heat flux \( q_{\text{a,2}} = q_{\text{a,1}} \exp[K(x/L)] \) with \( K = 5.8 \), one should apply Equation (3.65). Using the same values of \( C_1 = 1 \) and \( C_2 = 0.2 \) as in Equation (5.18), and computing the corresponding Stanton number, one gets a formula to which corresponds curve 6:
\[ \frac{1}{St} = 6.35Re^{0.2}Pr^{0.6} \int_0^x \xi^{-0.8} \exp(K\xi) d\xi \] (5.19)

Figure 5.10 shows that there is a reasonable agreement between both results. The points representing the experimental data are close to the corresponding theoretical results: curves 2 and 3 to points 8, 9, 14 (linear

**FIGURE 5.11**
Comparison between results obtained by calculation for different stepwise temperature heads and various pressure gradients and experimental data [9] for turbulent flow, (a) numerical integration, (b) [10], (c) [11] 1–U, 2–\( \theta_w \), 3–\( \Phi/Re \). Different temperature head variations containing one jump under increasing free stream velocity gradually (a) or stepwise (b) and (c) or under first increasing and then decreasing free stream velocity (d); several temperature head jumps under gradually increasing free stream velocity (e).
Example 5.12: Stepwise Temperature Head — Comparison with Experimental Data [8]

Moretti and Kays [9] experimentally studied heat transfer in the case of stepwise temperature head variations. In Figure 5.11, the comparison between calculations and their experimental results is shown. Experimental conditions differ from each other by temperature head variation or by free stream velocity distribution. The free stream velocity along the surface increases gradually (Figures 5.11a and 5.11e) or stepwise (Figures 5.11b and 5.11c), or first increases and then decreases as in Figure 5.11d. The temperature head variations contained one jump, as in four cases (Figures 5.11a, 5.11b, 5.11c, and 5.11d), or several jumps as shown in Figure 5.11e. Because the temperature head distributions contain jumps, the calculations are performed using integral form (Equation 4.28). For example, in the case presented in Figure 5.11a, this equation transformed to Stanton number becomes

\[
St = \frac{St}{\theta_w} \left\{ 1 + \left[ 1 - \left( \frac{\Phi_1}{\Phi} \right)^{c_1} \right]^{-c_2} \right\} \Delta \theta_w + \int_{\Phi_1}^{\Phi} \left[ 1 - \left( \frac{\xi}{\Phi} \right)^{c_1} \right]^{-c_2} \frac{d\theta_w}{d\xi} d\xi \right\} \tag{5.20}
\]

Here, \( \Phi_1 \) and \( \Phi_2 \) relate to the start and end points of the temperature head jump. In Figure 5.11 by sign \( \times \) are given results obtained numerically in the literature [10,11].
The comparison shows that calculations by formula (Equation 4.28) practically coincide with numerical results and are basically in agreement with experimental data. More importantly, the calculations by Equation (4.28), unlike other analytical methods, show agreement not only for increasing temperature heads but for decreasing ones, as well (Figure 5.11e). More noticeable difference between calculation and experimental results exists in the case of sharp increasing free stream velocity (Figures 5.11b and 5.11c). This is associated with changes in boundary layer structure, which could not be taken into account using only the turbulent flow model. The correction can be made by empirical relations [9].

5.1.3 The Effect of Pressure Gradient

The effect of pressure gradient on the nonisothermicity coefficient is determined basically by the first term of the series that is convenient to use in the following form:

\[ \Phi \frac{d\theta_w}{d\Phi} = \frac{U_{av}}{U} x \frac{d\theta_w}{dx} \]  

(5.21)

It follows from this expression that the value of ratio \( \frac{U_{av}}{U} \) can be used as an approximate measure of the pressure gradient effect on heat transfer of a nonisothermal surface. For example, for self-similar flows \( \frac{U_{av}}{U} = 1/(m + 1) \). This means that other conditions being equal, the first term of the series for the flow near the stagnation point is half as much as in the case of the gradientless boundary layer. In general, under known free stream velocity distribution, the value of ratio \( \frac{U_{av}}{U} \) is easy to estimate.

5.2 Gradient Analogy and Reynolds Analogy

Some investigators [7,12,13] noticed that the temperature head gradient has the same qualitative effect on the heat transfer coefficient as the free stream velocity gradient on the friction coefficient. Below it is shown that this analogy holds not only for the first derivatives, which characterize the effect of the corresponding gradients, but also for all other subsequent derivatives [14].

Let us introduce a nonisotachicity coefficient \( \chi_f = C_f / C_{f*} \) that is similar to a nonisothermicity one and shows how much the friction coefficient in a flow with a variable free stream velocity is more or less than that in a flow with constant velocity. Because the dynamic boundary layer equation is nonlinear, the exact solution could not be presented in the form of a sum of subsequent derivatives like series (3.32) for heat flux. However, the approximate solution in such a form can be obtained using a method suggested in Reference [15] which is based on a linearized dynamic boundary layer equation.

Linearizing is achieved by substituting the self-similar velocity profile for the actual one in the right part of the Prandtl-Mises-Görtler boundary layer equation. Transforming the Prandtl-Mises equation in the form (Equation 1.3)
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to Görtler’s independent variables (Equation 3.3) leads to the following equation with corresponding boundary conditions:

\[ 2\Phi \frac{\partial Z}{\partial \Phi} - \varphi \frac{\partial Z}{\partial \varphi} - \frac{u}{U} \frac{\partial^2 Z}{\partial \varphi^2} = 0 \quad \varphi = 0, Z = U^2(\Phi) \quad \varphi \to \infty, Z \to 0 \quad Z = U^2 - u^2 \quad (5.22) \]

Linearization yields a system containing linear differential and integral equations:

\[ 2\Phi \frac{\partial Z}{\partial \Phi} - \varphi \frac{\partial Z}{\partial \varphi} - \omega(\varphi, \beta) \frac{\partial^2 Z}{\partial \varphi^2} = 0 \quad \int_0^\infty \left[ \frac{u}{U} - \omega(\varphi, \beta) \right] \frac{\partial^2 Z}{\partial \varphi^2} = 0 \quad (5.23) \]

Although this integral equation is similar in form to integral equation (3.36), this equation cannot be easily integrated like the latter, because \( Z = U^2 - u^2 \) depends on the free stream velocity and, hence, parameter \( \beta \) depends on it as well. This is a significant difference from the case of a thermal problem where \( \beta \) does not depend on the temperature head if physical properties are considered as independent of temperature. This difference arises from the fact that the dynamic boundary layer equation unlike the thermal one is nonlinear. Despite the difficulties, examples of approximate solutions to system (Equation 5.23) can be found in References [15] and [16].

For the present purpose of comparing coefficients \( \chi_t = h/\theta \) and \( \chi_f = C_f/C_{f_0} \), there is no need to solve the system (Equation 5.23). Because differential Equation (5.23) is analogous to Equation (3.1), its solution can be presented in a similar form of series of subsequent derivatives of free stream velocity square:

\[ Z = \sum_{k=0}^{\infty} B_k(\varphi) \Phi^k \frac{d^k U^2}{d\Phi^k} \quad (5.24) \]

Substituting Equation (5.24) into Equation (5.23) and proceeding as in Section 3.1, one finally gets

\[ C_f = 2\Phi^{-1/2} \sum_{k=0}^{\infty} b_k \Phi^k \frac{d^k U^2}{d\Phi^k} \quad \chi_f = 1 + \sum_{k=1}^{\infty} b_k \Phi^k \frac{d^k U^2}{d\Phi^k} \quad (5.25) \]

Equations (5.25) and (3.33) for \( \chi_t \) are analogous in form, and for each dynamic term with derivative of velocity square \( U^2 \) in the first, there is a corresponding and similar thermal term with derivative of temperature head \( \theta \) in the second. Equation (5.25) yields a familiar result: when gradientless (\( dU/dx = 0 \)) flow is compared with favored (\( dU/dx > 0 \)) and unfavored (\( dU/dx < 0 \)) flows under otherwise equal conditions, the friction coefficients are greater in the first case and lesser in the second. Similar, as it follows from Equation (3.33), the temperature head affects the heat transfer coefficient. Because the first coefficient \( g_1 \) is positive, increasing (\( d\theta / dx > 0 \)) or decreasing (\( d\theta / dx < 0 \)) the temperature head in the flow direction leads to growing or lessening the...
heat transfer coefficient in comparison with that for an isothermal surface. The same is valid for unsteady heat transfer, because in Equation (3.83), both coefficients $g_{10}$ and $g_{01}$ are positive. Increasing or decreasing the temperature head in the flow direction or in time leads to growing or lessening the heat transfer coefficient in comparison with that for an isothermal surface.

It is known that the different influence of the favored and unfavored velocity gradients on the friction coefficient is explained by deformation of velocity profiles in a dynamic boundary layer. Similarly, the different effect of increases and decreases in temperature head on the heat transfer coefficient is explained by deformation of the temperature profiles in a thermal boundary layer.

Let the surface temperature be higher than the temperature of flowing fluid. If the wall temperature increases in the flow direction, the descended layers of fluid of the adjoining wall come into contact with the increasingly hotter wall. Because of the fluid inertness, these layers warm up gradually. As a result, the cross-sectional temperature gradients near a wall turn out to be greater than in the case of constant wall temperature, which leads to higher heat transfer coefficients than those obtained for an isothermal surface. Analogously, in the case of decreasing surface temperature in the flow direction, the cross-sectional temperature gradients near a wall and the heat transfer coefficients as well become less than those for an isothermal surface. The same situation exists in the case of cooler than fluid surface temperature. The difference is that in this case, the absolute values of the falling temperature head and lesser heat transfer coefficients correspond to an increase in the flow direction wall temperature; inversely, the growing absolute values of the temperature head and higher heat transfer coefficients correspond to a decrease in the flow direction wall temperature.

Considering the second terms of the series for $\chi_t$ and for $\chi_f$, one concludes that because coefficients $g_2$ and $b_2$ are negative, the effect of the second terms that depend on the curvature of the $\theta_w(\Phi)$ and $U^2(\Phi)$ curves is opposite: a positive curvature leads to a reduction of the friction and heat transfer coefficients, and a negative curvature yields in increasing these coefficients under otherwise equal conditions. However, this case is more complicated, and the result of comparing depends on a concrete situation. For example, if we compare nearly linear convex and concave $\theta_w(\Phi)$ and $U^2(\Phi)$ curves with linear dependence of $\Phi$, we arrive at the opposite result: the friction and heat transfer coefficients turn out to be smaller in the second case (negative curvature) and larger in the first (positive curvature). The reason for this is that the gradient, which has a more significant role, also changes with a change in the curvature.

It is seen from Equations (3.33) and (5.25) that the effect of the third, fifth, and other odd derivatives is of the same nature as that of the first, while the effect of even derivatives is of the same nature as that of the second. This follows from the fact that all odd coefficients of both series are negative, and all even coefficients are positive.

In the case of unsteady heat transfer, the effect of the second derivatives is the same as in the case of steady heat transfer, because contrary to the first
coefficients, (as well as in steady heat transfer), the coefficients \( g_2 \) and \( g_0 \) are negative. The other coefficients in Equation (3.83), \( g_k \) and \( g_0 \), are positive for odd and negative for even numbers, and coefficients \( g_{k0} \) are positive if \((k + 1)\) is odd and negative if \((k + 1)\) is even. According to the sign of coefficients \( g_{ki} \), the derivatives of higher order influence the intensity of heat transfer like the first or the second derivative.

Although Equations (3.33) and (5.25) are similar in form, there is significant difference between them: the coefficients \( g_k \) in Equation (3.33) are either essentially constant or depend weakly on Pr and \( \beta \), but they do not depend on the temperature head, while the coefficients \( b_k \) in Equation (5.25) are functions of the free stream velocity. In this dependence of the coefficients on the velocity in series (5.25), determining the effect of the same velocity is a difference between a nonlinear dynamic and a linear thermal problem.

The difference between nonlinear dependence of \( \chi_f \) on the first term \( f_1 \) of series (5.25) and the linear dependence of \( \chi_f \) on the first term \( f_{11} \) of series (3.33) is clear from Figure 5.12. It follows from Figure 5.12 that negative temperature head gradients, like negative free stream velocity gradients, lead to a reduction of the corresponding coefficients, \( \chi_t \) and \( \chi_{11} \), and positive gradients lead to an increase of these coefficients. However, the effect of the velocity gradient on the friction coefficient is always greater than the effect of the temperature head on the heat transfer coefficient. It follows also from this graph that the effect of nonisothermicity increases with a decrease in Prandtl number, so the highest effect of nonisothermicity in steady flows is in the case of liquid metals.

Applying nonisothermicity and nonisotachicity coefficients makes it possible to study how much the pressure and temperature head gradients violate the

![Figure 5.12](image_url)

**Figure 5.12**
Dependence of nonisotachicity and nonisothermicity coefficients on first terms of series (5.25) and (3.33). \( \chi_f(f_1): 1-\text{Pr } > 0.5, 2-\text{Pr } = 0.01, \chi_t(f_{11}) 3-\text{Equation (5.25)}, 4-\text{numerical integration} [2].
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Reynolds analogy according to which ratio $2St/C_f$ equals one for gradientless laminar flow and isothermal surface for $Pr = 1$. Using Equation (3.12) yields

$$\frac{2St}{C_f} = \frac{St}{C_f/2} = \frac{g_0}{Pr(C_f/2)^{1/2}} = \frac{g_0}{0.576Pr} \frac{\chi_t}{\chi_f}$$

(5.26)

It follows from this equation that the Reynolds analogy coefficient varies as the nonisothermicity coefficient and is inversely proportional to the square root of the nonisotachicity coefficient. In particular, this means that the Reynolds analogy coefficient is greater for flows with positive pressure gradients and lesser for flows with negative pressure gradients than for gradientless flow. Analogously, it follows from Equation (5.26) that an increasing temperature head leads to a greater Reynolds analogy coefficient and a decreasing temperature head leads to a lesser Reynolds analogy coefficient in comparison with that for an isothermal surface. Because the effects of both factors are opposite, there should be a condition that yields the same Reynolds analogy coefficient as for gradientless flow past an isothermal surface. Corresponding values of $\chi_t$ and $\chi_f$ can be easily obtained from Equation (5.26).

5.3 Heat Flux Inversion [8,22]

It can be shown that for a certain relationship between terms of series, coefficients $\chi_t$ and $\chi_f$ vanish. In this case, the local friction or the local heat flux vanishes as well. Ordinarily, when the primary role is played by the first series term, this may occur at negative gradients, in which case the free stream velocity or temperature head decreases along a surface. Vanishing of the friction accompanied by separation of the boundary layer is known to be associated with a deformation of the velocity profiles in the boundary layer of divergent flows [5]. Analogously, the vanishing of the heat flux in a flow with decreasing temperature head is associated with the deformation of the temperature profiles in a thermal boundary layer. Some examples of such flows are given in the literature [17,18].

Figure 5.13 shows profiles of the relative excess temperature in the thermal boundary layer for gradientless flow for linear temperature head distribution (Equation 5.1) and $Pr = 1$. They are calculated by the first term of series (3.4) in the following form:

$$\frac{T_w - T_\infty}{T_{wi} - T_\infty} = [1 - G_0(\varphi)] \left\{1 - \frac{K}{L} \right\} + G_1(\varphi)K \frac{\chi}{1}$$

(5.27)

Functions $G_0(\varphi)$ and $G_1(\varphi)$ are determined by Equation (3.7) with boundary conditions (Equation 3.8). The nonisothermicity coefficient and dimensionless
heat flux for the linear temperature head distribution (Equation 5.1) are defined according to Equations (3.33) and (3.32) as follows:

\[ \chi_i = 1 - \frac{g_i K(x/L)}{1 - K(x/L)} \]

\[ \sigma_w = \frac{q_w L}{\lambda \theta_w g_0 \sqrt{K \text{Re}}} = \frac{0.576}{\sqrt{K(x/L)}} [1 - (1 + g_1)K(x/L)] \]

(5.28)

These relations are plotted in Figure 5.14.

Figure 5.13 shows how the initial profile deforms into a profile with an inflection point and then converts into a profile with a vertical tangent at a wall. Although the temperature head is finite at this point, the local heat flux vanishes and changes its direction (Figure 5.14). The coordinate of this point at which the inversion of heat flux occurs is obtained from the first part of Equation (5.28) by equating it to zero: \( K(x/L)_{\text{inv}} = 1/(1 + g_1) \).

The deformation-profile pattern for the temperature shown in Figure 5.13 is analogous to a familial deformation-profile pattern of the velocity which leads to a separation of the boundary layer. Nevertheless, these phenomena are radically different. Separation leads to restructuring of the flow, to the appearance of a reverse flow, and to the actual destruction of the boundary layer, so that boundary layer equations are no longer valid beyond the separation point. In contrast with this situation, the thermal boundary layer equations remain valid beyond the point of zero heat flux, because only the direction of the heat flux changes at this point, and the hydrodynamics...
remains the same. Beyond the inverse point of the heat flux in the region before the point \( K(x/L) = 1 \), at which the temperature head vanishes, the heat flux is directed from the liquid to the wall, although the wall temperature in this region is higher than that of the fluid outside of the boundary layer.

Physically, this is explained as follows [17]: Because the profiles in Figure 5.13 are plotted in excess temperatures, it means that the temperature of the surface is higher than that of the fluid. In such a case of wall temperature decreasing, the descended layers of fluid of the adjoining wall come into contact with a cooler wall. As a result, the temperature difference between the wall and the layers of fluid near the wall decreases and finally becomes zero at the inverse point with coordinate \( K(x/L)_{\text{inv}} = 1 \). After this point, the temperature of the fluid near the wall turns out to be above the wall temperature, because the wall temperature continues to decrease. Thus, before the inverse point, the heat flux is directed from the wall to the fluid, and after this point, close to the surface the heat flux direction changes, so that the heat flux near the wall up to the point \( B \) in Figure 5.13 is directed from the fluid to the wall. Because of this, the boundary layer near the wall is divided vertically by point \( A \), where the heat flux vanishes, into two regions. In the region adjacent to the wall, the heat flux is directed toward the wall; in the other region, it is directed away from the wall. At the end of this surface region, at the point \( K(x/L) = 1 \), the flow temperature outside the boundary layer and the surface temperature become equal, and the temperature head vanishes. Nevertheless, the heat flux at this point does not vanish, so the concept of a heat transfer coefficient and of a nonisothermicity coefficient becomes, as

![Figure 5.14 Variation of the heat flux and nonisothermicity coefficient along the plate for linear decreasing temperature head.](image-url)
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First indicated by Chapman and Rubesin [18], meaningless. The functions $h(x)$ and $\chi_t(x)$ at this point become discontinuous (Figure 5.14). At point $K(x/L) = 1$, the temperature head changes its direction, and the heat flux, which changed direction before at point $K(x/L)_\text{inv}$, continues to increase to infinity as $x \to \infty$.

An analogous temperature deformation-profile pattern in the turbulent boundary layer is shown in Figure 5.15.


As mentioned above, the effect of nonisothermicity is the highest for the case of a time-dependent temperature head. According to Figure 3.6, the coefficient in Equation (3.83) at derivative with respect to time is $g_{01} = 2.4$ when the dimensionless time is $z > 2.4$, and coefficients $g_{ki}$ do not depend on time. The coefficient in this equation at the derivative with respect to the coordinate for the same case of gradientless flow and $Pr \approx 1$ is $g_{10} = 0.6$ (Figure 3.2). Thus, if both derivatives are of the same order, the effect induced by the time variation temperature head is $g_{01}/g_{10} = 2.4/0.6 = 4$ times greater than that caused by coordinate variation.
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Figure 5.16 shows the time variation of heat flux and nonisothermicity coefficient obtained by Equations (3.83) and (3.87) for a linear decreasing temperature head with time $a_o = a_t - a_t't$. In this case, these equations take the following form:

$$
\frac{q_w}{h_o a_0} = 1 - C_t \left[ Z + g_{\alpha}(z) \frac{x}{L} \right], \quad \chi_t = 1 - \frac{C_t g_{\alpha}(z)(x/L)}{1 - C_t z},
$$

$$
C_t = \frac{a_t L}{a_0 U}, \quad Z = \frac{tU}{L}
$$

(5.29)

where coefficient $g_{\alpha}(z)$ is given by Figure 3.6. It is seen that the heat flux depends not only on time but also on the coordinate $x$, despite the surface temperature depending only on time. It follows from Equation (3.83) that this is always true for unsteady heat transfer.
because the terms containing derivatives with respect to time depend on coordinate $x$ as well.

As follows from Equation (5.29) and from a linear function $\theta_0 = a_0 - a_1 t$, the heat flux and temperature head become zero at different dimensionless times determined by the first and second equations, respectively:

$$
C_t \left[ Z + g_{\alpha 1}(z) \frac{x}{L} \right] = 1 \quad \frac{C_t g_{\alpha 1}(z)(x/L)}{1-C_t z} = 1
$$

(5.30)

In the case of data plotted in Figure 5.16 which are calculated for $x/L = 1$, $x/L = 0.25$, and $C_t = 0.5$, one finds $z_{inv} = 0.4 (x/L = 1), z_{inv} = 1.4 (x/L = 0.25)$, and $z_{inv} = 2.0$. It follows from Figure 5.16 that in this case as well as in the case of steady flow, the temperature head is not zero at the time of inversion $z_{inv}$ when the heat flux becomes zero, and the heat transfer and nonisothermicity coefficients become zero. Correspondingly, the heat flux is not zero at the time $z_{inv}$ when the temperature head becomes zero and the heat transfer coefficient becomes infinite. Then, for the time $z > z_{inv}$, the heat flux becomes negative as well as in the case of steady heat transfer after inversion (Figure 5.14).

**Example 5.14: Heat Flux Inversion in Gradientless Flow for a Parabolic and Some Other Temperature Heads** [2]

For a parabolic temperature head, according to Equation (3.32), one obtains

$$
\theta_n / \theta_{ni} = 1 + K_1(x/L) + K_2(x/L)^2, \\
X_t = 1 + (1 + g_1)K_1(x/L) + (1 + 2g_1 + g_2)K_2(x/L)^2
$$

(5.31)

Setting $X_t = 0$ leads to a quadratic equation. Knowing that coordinates of inversion $x_{inv1}$ and $x_{inv2}$ are positive, one reaches the following conclusions:

1. There are two inversion points if three inequalities are satisfied:

$$
\frac{x_{inv1}}{L} + \frac{x_{inv2}}{L} = -\frac{K_1 (1+g_1)}{K_2 g_{\Sigma}} > 0, \\
\frac{x_{inv1}}{L} \times \frac{x_{inv2}}{L} = \frac{1}{K_2 g_{\Sigma}} > 0.
$$

(5.32)

where $g_{\Sigma} = 1 + 2g_1 + 2g_2$. Solution of inequalities (5.32) and calculation of the ordinate of vortex of the parabola (5.31) for $Pr = 1$ yields

$$
K_1 < 0, K_2 > 0, K_1^2 / K_2 > g_2 / (1 + g_1)^2 = 3, \\
\theta_{n,\text{min}} / \theta_{n,i} = \left[ 1 - K_1^2 / 4 K_2 \right] < 1/4
$$

(5.33)
It follows from these results that two inversion points exist if the parabola is located below line $\theta_w = 1$ so that the temperature head first decreases at least four times and then increases (Figure 5.17, curves 1 and 2). Thus, the inversion may occur even in the case when the temperature head does not change the sign, but the last inequality (Equation 5.33) is satisfied, and the parabola is located under the limiting curve (curve 3 in Figure 5.17). This is explained by the fluid inertness as well as the other phenomena associated with deformation of temperature profiles.

2. There are no inversion points. Any parabola (Equation 5.31) with $K_2 > 0$ conforms to this case. Such curves (curve 4) are located under line $\theta_w = 1$ but above the limiting curve 3 (Figure 5.17). This follows from Equation (5.32) because in this case, if $K_2 > 0$, the first inequality (Equation 5.32) is not valid, and if $K_2 < 0$, the second one is not satisfied.

3. There is one inverse point. In this case, the first and the third inequalities (5.32) and the second inverse inequality should be satisfied. Thus, it should be $K_2 < 0$, and hence, such parabola is located above line $\theta_w = 1$ so that the temperature head first increases and

**FIGURE 5.17**
Different parabolic temperature head distributions.
then decreases (curve 5). In this case, the inverse point is located on the falling down part of the parabola. To show this, consider a solution of quadratic equation \( \chi = C \) and take into account that \( g_1 > |g_j| \). Then, the following inequality is obtained:

\[
\frac{x_{\text{inv}}}{L} = \frac{1 + g_1}{g_z} \left( 1 + \sqrt{1 + \frac{4K_x g_z}{K_z^2 (1 + g_1)^2}} \right)
\]

(5.34)

\[
\frac{x_{\text{inv}}}{L} > 2 \frac{1 + g_1}{g_z} \frac{x_v}{L} = 1.5 \frac{x_v}{L}
\]

(5.35)

where \( x_v \) is the vertex coordinate. Thus, the coordinate of inverse point is greater than that of parabola vertex, and hence, it is located on the falling down part of the curve.

For a polynomial temperature head, the number of inverse points can be equal \( n \) or less depending on polynomial coefficients. Similarly, the inverse for other temperature head distributions can be studied. For example, for sinusoidal distribution (Equation 5.4), one finds

\[
\tan \phi = \frac{-g_1 \phi^2 + g_2 \phi^4 - \ldots}{1 - g_1 \phi^2 + g_2 \phi^4 - \ldots}
\]

(5.36)

This equation has two roots: 2.55 and 5.9 if \( \text{Pr} > 0.5 \) and 2.33 and 5.5 if \( \text{Pr} = 0.01 \). Consequently, there are two inverse points for sinusoidal temperature head located where the temperature head decreases: the second and fourth quarters of the sinusoid. As another example, consider the exponential distribution of the temperature head \( \theta_{\theta_j} / \theta_{\theta_i} = \exp[-K (x/L)] \) for which exists one inverse point at \( 1.19 \) for \( \text{Pr} > 0.5 \) or \( 0.87 \) for \( \text{Pr} = 0.01 \).

5.4 Zero Heat Transfer Surfaces

It is known that the friction coefficient lessens in flows with decreasing free stream velocities and becomes zero at the separation point. This nature is used in preseparated diffusers featuring small energy losses. The shape of such a diffuser is designed so that in each section the flow is close to separation. This provides small friction coefficients and, as a result, low total losses [21].

Because a heat transfer coefficient has a similar feature decreasing in the case of a negative temperature head gradient and becoming zero at the inverse point, it makes it possible to create a surface with theoretically zero but practically very small heat losses. The temperature head along such surface should vary so that the conditions of heat flux inversion are performed in each section of the thermal boundary layer. In such a case, the fluid layer
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adjoining the wall becomes nonconducting and serves as an insulating layer. The insulating effect is achieved due to specific distribution of temperature in the boundary layer which is constant across the adjoining wall fluid layer. As a result, the heat flux becomes zero in the normal to the wall direction.

In self-similar flows, the heat flux becomes zero in the case of the power law temperature head distribution with exponent \( m_1 = (1 - m)/2 \) (Example 5.3). Assuming that in general, zero heat flux is achieved by power law temperature head distribution and using Equations (3.40) and (3.50) leads to the following results:

\[
\theta_w = K \left( \frac{\Phi}{Re} \right)^{s}, \quad q_w = h \left[ \frac{K s (\Phi/Re)^s}{C_1} \int_0^1 [1 - \sigma]^{-2} \sigma^{(\mu/C_1)} d\sigma + \lim_{\Phi \to 0} \left( \frac{\Phi}{Re} \right)^s \right]^{s-1} \]

(5.37)

where \( \sigma = (\xi/\Phi)^{s-1} \). Because \( C_1 > 0 \) and \( 0 < C_2 < 1 \), integral (5.37) in the case of \( s > 0 \) converges and can be expressed by beta function. For \( s < 0 \), integral (5.37) diverges. Considering this integral as an improper integral, one gets

\[
q_w = h \left[ \frac{K s (\Phi/Re)^s}{C_1} \lim_{\xi \to 0} \int_0^1 [1 - \sigma]^{-2} \sigma^{(\mu/C_1)} d\sigma + \lim_{\Phi \to 0} \left( \frac{\Phi}{Re} \right)^s \right]^{s-1} \]

(5.38)

As \( \sigma \to 0 \), the integrant tends to \( \sigma^{(\mu/C_1)} \). Hence, because \( C_1 > 0 \), \( 0 < C_2 < 1 \), this expression is also finite as \( s < 0 \). Thus, using gamma functions, Equation (5.37) can be presented in the following form:

\[
q_w = \frac{q_w}{s} \frac{\Gamma(1 - C_2) \Gamma(s/C_1)}{\Gamma(1 - C_2 + s/C_1)}
\]

(5.39)

There is only one possibility to obtain \( q_w = 0 \) — namely, because \( \Gamma(0) = \pm \infty \), one should set \( 1 - C_2 + s/C_1 = 0 \). So, the zero heat transfer surface exists in general if the temperature head decreases according to the power law:

\[
\theta_w = K \left( \frac{\Phi}{Re} \right)^{s} \]

(5.40)

This result is valid for laminar and turbulent flows as well as for other cases if the influence function has the form (3.50). Using data from Figure 3.4, one estimates that for laminar flow, the exponent in Equation (5.40) is practically independent of \( \beta \) and \( Pr \) and equals \(-1/2\).

However, temperature distribution (Equation 5.40) is difficult to implement in reality because according to Equation (5.40), the surface temperature should be infinite at the starting point where \( \Phi \to 0 \) [22]. Therefore, only
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laws close to Equation (5.40) can be realized practically. For instance, a law that more exactly approximates the relation (Equation 5.40) gains greater distance from the starting point:

\[
\theta_w = K \left( \frac{\Phi}{Re} \right)^s q_w = q_{w*} \left \{ (1 - z)^s + s \int_0^z \left [ 1 - \left ( \frac{\xi}{z} \right )^{C_1} \right ]^{C_2} \frac{d\xi}{(1 - z + \xi)^{1-s}} \right \}
\]

(5.41)

\[
\zeta = \frac{\xi}{K_1 + \Phi/Re}
\]

where \( \zeta \) is the value of \( \zeta \) when \( \xi = \Phi \). As \( \Phi \to \infty \), the last expression becomes Equation (5.40), and heat flux becomes zero.

Although there are other distributions close to that of Equation (5.40), strictly speaking, to find the temperature distribution providing the zero heat transfer, it is necessary to consider the corresponding variation problem.

### 5.5 Examples of Optimizing Heat Transfer in Flow over Bodies

The heat transfer rate depends not only on the heat transfer coefficient, but also on the distribution of the temperature head because the heat flux is defined by the integral of the product of the heat transfer coefficient and temperature head. Therefore, by appropriate selection of the temperature head distribution, one can ensure that a given heat transfer system satisfies the desired conditions, for example, the maximum or minimum of heat transfer rate [23].

In the general case of gradient flow over a flat, arbitrary nonisothermal surface, the heat flux and temperature head are related by Equations (3.40) and (3.64). Mathematically, the problems of optimum heat transfer modes reduce to finding a function \( \theta_w(x) \) or \( q_{w*}(x) \) corresponding to the extreme of one of the integrals (3.40) or (3.64) or quantities that are their functions (e.g., the total heat flux). The solution of such a problem in general is difficult and becomes more complicated if the conjugate problems should be considered. It is much simpler to use Equations (3.40) and (3.64) for comparing different outcomes and selecting the best. Although this approach does not utilize all capabilities of optimization, the results are interesting and useful for practical applications.

**Example 5.15: Distributing Heat Sources for Optimal Temperature**

There exist several heat sources or sinks, for instance, electronic components with linear varying strengths. How should these be arranged on a plate so that the maximum temperature of the plate would be minimal?
Gradientless Flow

For linear varying heat flux \( q_w = K + K_1(x/L) \) and gradientless flow, Equation (3.64) becomes

\[
\theta_w = \frac{1}{h_c} \left( K_1 + K_2 \right), \quad l_1 = \frac{C_1}{\Gamma(C_2)^n} \int_0^1 (1 - \xi^n)^{1/n} \xi^{n+1} d\xi, \quad \text{(5.42)}
\]

where \( \xi = \xi / x \) and \( n \) is the exponent in the expression \( Nu_x = C \cdot Re^{1/2-n} \). This integral can be expressed using gamma functions like other similar integrals above:

\[
l_1 = \frac{\Gamma[1-n/2+1/2]}{\Gamma[1+1/2+1/2]} \left( \frac{1}{C_2} \right)^{1/2} \quad \text{(5.43)}
\]

Expressing coefficients \( K \) and \( K_2 \) in the relation for heat flux by the total heat flux \( Q_w \) and difference \( \Delta q = q_{\text{max}} - q_{\text{min}} \) gives, instead of Equation (5.44),

\[
\theta_w = \frac{1}{h_c} \left[ l_1 q_{av} \pm \Delta q \left( \frac{1}{2} l_1 - l_2(x/L) \right) \right] \quad \text{(5.44)}
\]

where \( q_{av} = Q / BL \) is the average heat flux, \( B \) is the width of the plate, and the plus sign (+) is assigned to decreasing while the minus sign (-) to increasing heat flux along the plate.

For gradientless flow \( h_c \to \infty \) as \( x \to 0 \). Hence, the temperature head at the beginning becomes zero. It then follows from Equation (5.44) that the maximum temperature head for increasing heat flux is located at the end of the plate, at \( x \to L \). This is not obvious in the case of decreasing heat transfer. Differentiating Equation (5.44) with consideration of the fact that \( \xi(x) = h_c(L)/x \) and equating the result to zero yields the point coordinate at which the temperature head is maximum if heat flux decreases.

\[
x_m / L = \frac{l_1 n [1 + 0.5(\Delta q / q_{av})]}{l_2 (1+n)(\Delta q / q_{av})} \quad \text{(5.45)}
\]

Setting in this expression \( x_m = L \), one finds the limiting value:

\[
\left( \frac{\Delta q}{q_{av}} \right)_{\text{lim}} = \frac{l_1 n}{l_2 (1+n) - 0.5l_3 n} \quad \text{(5.46)}
\]

For all ratios \( \Delta q / q_{av} \) lower than limiting, the maximum temperature head is located at the end of the plate, and for all those higher than the limiting, at \( x < L \). In the case of laminar flow at \( Pr \geq 1 ; C_1 = 3/4, C_2 = 1/3 \) (Figure 3.4) and \( n = 1/2 \); in the case of turbulent flow at \( Pr = 1 ; C_1 = 1, C_2 = 0.18 \) at \( Re_{\text{av}} = 10^3 (Re = 5 \cdot 10^3) \), \( C_1 = 0.84, C_2 = 0.1 \) at \( Re_{\text{av}} = 10^6 (Re = 10^6) \) (Figures 4.13 and 4.14) and \( n = 1/5 \); for laminar wall
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At these values of the exponents, Equation (5.43) yields as follows: for laminar flow, $l_1 = 0.73$ and $l_2 = 0.8$; for turbulent flow, $l_1 = 0.93$ and $l_2 = 0.8$ at $Re_\infty = 10^3$; $l_1 = 0.96$ and $l_2 = 0.88$ at $Re_\infty = 10^5$; and for laminar wall jet $l_1 = 0.55$ and $l_2 = 0.43$ [24].

Using these values of integrals, Equation (5.44) gives the results plotted in Figure 5.18. In Figure 5.18 is given the absolute value of the difference $\Delta \theta_{w,max} = |\theta_{w,max,in} - \theta_{w,max,de}|$ of the maximum temperature heads in the cases of increasing $\theta_{w,max,in}$ and decreasing $\theta_{w,max,de}$ heat fluxes, referred to the higher of these two, vs $\Delta q/q_w$. If the strength of sources or sinks is given, the value of ratio $\Delta q/q_w$ is known, and by using Figure 5.18, one can estimate the difference of the maximum temperature heads in the cases of increasing and decreasing heat fluxes. According to these data, the maximum of the temperature head in the first case is greater than in the second, and it follows from this fact that the strength of sources encountered by the cold coolant should decrease in the direction of flow, while the strength of the sinks encountered by a hot flow should increase in that direction. It follows from Figure 5.18 that by an appropriate positioning of the sources or sinks one can significantly decrease the maximum surface temperature without decreasing the heat flux.

**FIGURE 5.18**
Absolute value of difference between maximum temperature heads under linear decreasing and increasing heat fluxes. 1 — laminar flow, 2 and 3 — turbulent flow $Re = 5 \times 10^3$ and $Re = 10^5$, 4 — laminar wall jet, 5 — stagnation point.

jet at $Pr = 1 C_1 = 0.42, C_2 = 0.35$, and $n = 3' 4$. At these values of the exponents, Equation (5.43) yields as follows: for laminar flow, $l_1 = 0.73$ and $l_2 = 0.8$; for turbulent flow, $l_1 = 0.93$ and $l_2 = 0.8$ at $Re_\infty = 10^3$; $l_1 = 0.96$ and $l_2 = 0.88$ at $Re_\infty = 10^5$; and for laminar wall jet $l_1 = 0.55$ and $l_2 = 0.43$ [24].

Using these values of integrals, Equation (5.44) gives the results plotted in Figure 5.18. In Figure 5.18 is given the absolute value of the difference $\Delta \theta_{w,max} = |\theta_{w,max,in} - \theta_{w,max,de}|$ of the maximum temperature heads in the cases of increasing $\theta_{w,max,in}$ and decreasing $\theta_{w,max,de}$ heat fluxes, referred to the higher of these two, vs $\Delta q/q_w$. If the strength of sources or sinks is given, the value of ratio $\Delta q/q_w$ is known, and by using Figure 5.18, one can estimate the difference of the maximum temperature heads in the cases of increasing and decreasing heat fluxes. According to these data, the maximum of the temperature head in the first case is greater than in the second, and it follows from this fact that the strength of sources encountered by the cold coolant should decrease in the direction of flow, while the strength of the sinks encountered by a hot flow should increase in that direction. It follows from Figure 5.18 that by an appropriate positioning of the sources or sinks one can significantly decrease the maximum surface temperature without decreasing the heat flux.
General Properties of Nonisothermal and Conjugate Heat Transfer

The Flow near the Stagnation Point

The free stream velocity in this case is proportional to coordinate \( U = C x \). The heat transfer coefficient from the isothermal surface is independent of \( x (n = 0) \), and the Görtler's variable is \( \Phi = C x^2 / 2 \). Taking this into account, transforming the linear dependence for heat flux to variable \( \Phi \), and substituting the result into Equation (5.42) for \( l_i \) gives again Equation (5.44).

For integrals \( I_i \), the same formula (5.43) is valid if \( n_i + 1 \) is replaced by \( i - 1 / 2 \). Using this formula and neglecting the slight dependence of \( C_1 \) and \( C_2 \) on the pressure gradient, one finds \( I_1 = 1 \) and \( I_2 = 0.73 \). Equation (5.44) then becomes

\[
\theta_w = \frac{1}{h_i} \left[ q_w + \Delta q \left( \frac{1}{2} - 0.73(x/L) \right) \right]
\]

(5.47)

In this case, \( h_i \) is independent of \( x \), so the temperature head under decreasing heat flux is maximum at \( x = 0 \), whereas in the case of increasing heat flux, the temperature head is the highest at \( x = L \). Unlike the previous case of a gradientless flow, the maximum temperature head at increasing heat flux is smaller than that at decreasing heat flux. The corresponding relationship for the relative absolute value of difference in maximum temperature heads is plotted in Figure 5.18, from which it is seen that the difference in the temperature heads is smaller than in the case of a plate. It is obvious that in this case, in order to reduce the maximum surface temperature, the strength of the sources should increase in the direction of flow in the case of a cold coolant, and the strength of sinks should decrease in the direction of a hot flow.

Example 5.16: Mode of Change of Temperature Head

Given the maximum allowable surface temperature, find the mode of change of the temperature head at which the quantity of the heat removed (or supplied) from the surface is maximum.

Gradientless Flow

The desired distribution of the temperature head is approximated by a quadratic polynomial. To determine the heat flux, it is convenient to use the differential form (Equation 3.32), because in this case only two terms are retained in a series:

\[
\theta_w = a_1 + a_2 (x/L)^2
\]

(5.48)

\[
q_w = h_i [a_0 + a_1 (1 + g_1) (x/L) + a_2 (1 + 2g_1 + 2g_2)(x/L)^2]
\]

Integrating this equation after using \( h_i = h_i (L)(x/L)^n \) yields the total heat flux:

\[
Q_w = h_i LB \left[ \frac{a_0}{1-n} + \frac{a_1 (1 + g_1)}{2-n} + \frac{a_2 (1 + 2g_1 + 2g_2)}{3-n} \right]
\]

(5.49)
Two cases are considered:

1. The maximum temperature head is located at the beginning or at the end of the plate. In this case, the first part of Equation (5.48) has one of two forms:

\[
\theta_w = \theta_{w,\text{max}} + a_1(x/L) + a_2(x/L)^2 \quad \text{or} \quad \theta_w = \theta_{w,\text{max}} + a_1[1-(x/L)] + a_2[1-(x/L)]^2
\] (5.50)

The sum of the last two terms should be negative at all the \(0 \leq x \leq L\):

\[
a_1(x/L) + a_2(x/L)^2 \leq 0, \quad a_1[1-(x/L)] + a_2[1-(x/L)]^2 \leq 0
\] (5.51)

If \(a_2 \leq 0\), then in order to satisfy the first of these inequalities at \(x \to 0\) and the second at \(x \to 1\), it is necessary that \(a_1 \leq 0\). It then follows from Equation (5.49) that the maximum heat flux is attained at \(a_1 = a_2 = 0\) and \(a_w = \theta_{w,\text{max}}\) (i.e., when heating the plate uniformly to the temperature equal to the specified maximum temperature). If \(a_2 > 0\), then \(a_1 < 0\); satisfaction of the first of the inequalities at \(x = L\) and of the second at \(x = 0\) requires \(a_1 > a_2\). It is easy to check that under these conditions, the sum of the two last terms in Equation (5.49) in the case of laminar (e.g., for \(Pr \approx 1\), \(g_1 = 0.62\), \(g_2 = -0.135\) and \(n = 1/2\)) or turbulent (e.g., for \(Pr \approx 1\), \(Re_{\infty} = 10^4\), \(g_1 = 0.2\), \(g_2 = -0.05\) and \(n = 1/5\) gradientless flow is negative, and hence, the total heat flux is again maximum at \(a_1 = a_2 = 0\) and \(a_w = \theta_{w,\text{max}}\).

2. The maximum temperature head occurs at \(0 < x < L\). In this case, \(a_2 < 0\) because parabola (Equation 5.48) is convex toward the positive ordinate. Therefore, the plus sign in the last term in Equation (5.48) should be changed to a minus sign, and then only for the case of positive \(a_2\) when the parabola vortex coordinates are \(x_{\infty}/L = a_2/2a_2, \theta_{w,\text{max}} = a_0 + a_2^2/4a_2\) should be considered. Deriving from these equations \(a_0\) gives then instead of Equation (5.49),

\[
Q_w = h(1)LB \left[ \frac{\theta_{w,\text{max}}}{1-n} + a_2 F \left( \frac{a_1}{a_2} \right) \right],
\]

\[
F \left( \frac{a_1}{a_2} \right) = -\frac{1}{4(1-n)} \left( \frac{a_1}{a_2} \right)^2 + \frac{1+g_1}{2-n} \frac{a_1}{a_2} - \frac{1+2g_1+2g_2}{3-n}
\] (5.52)

The discriminant of the last quadratic trinomial is

\[
\Delta = \frac{1+2g_1+2g_2}{(1-n)(3-n)} \left( \frac{1+g_1}{2-n} \right)^2
\] (5.53)

This discriminant turns out to be positive for laminar, turbulent, and laminar wall jet over the plate, which means that trinomial (5.52) has no roots, and because this trinomial is negative at \(a_1/a_2 = 0\), it follows that \(F (a_1/a_2)\) is negative at all ratios \(a_1/a_2\).
According to the first part of Equation (5.52), this means that heat flux is maximum at \( a_1 = a_2 = 0 \).

Thus, in the above cases, the largest heat flux is removed if the plate temperature is uniform and equal to the specified maximum temperature. At first sight, this conclusion appears obvious. In fact, this is not true, because the result of the analysis depends on the relationship between coefficients \( g_1 \) and \( g_2 \), which govern the effect of nonisothermality, and exponent \( n \) in the expression for the heat transfer coefficient on an isothermal wall. Two examples in which a nonuniform distribution of temperature head is optimal are given below.

The Flow Near the Stagnation Point

Using integral formula (Equation 3.40) for heat flux, integrals (Equation 5.43) are calculated to find
\[
I_1 = 29 \quad \text{and} \quad I_2 = 16.2.
\]
For the stagnation point, \( n = 0 \). The trinomial corresponding to Equation (5.52) is
\[
F(a_1/a_2) = -1 \left( \frac{a_1}{a_2} \right)^2 + 0.73 \frac{a_1}{a_2} - 0.533
\]  
(5.54)

The discriminant of this trinomial is \( \Delta = 0 \), and the root is 1.46. It follows from the first part of Equation (5.52) that \( Q_{w, \text{max}} \) is attained at any \( a_2 \) as long as \( a_1/a_2 = 1.46 \) and \( F(a_1/a_2) = 0 \). The corresponding distributions of the temperature head and heat flux are
\[
\theta_w = \theta_{w, \text{max}} - a_2 \{ 0.53 - 1.46(x/L) + (x/L)^2 \},
\]
\[
q_w = h_s \theta_{w, \text{max}} - a_2 \{ 0.53 - 2.12(x/L) + 1.62(x/L)^2 \}.
\]  
(5.55)

Thus, the same maximum heat flux that is transformed in the case of uniform heating of the plate to a maximally permissible temperature can be transferred in the case of nonuniform heating, providing that the temperature at all points, except one, of the plate is lower than maximally permitted. The physical explanation for this is that heat transfer coefficients in the case of increasing temperature head are higher than those in the case of an isothermal plate, and this compensates for the decrease in the temperature heads. Figure 5.19 shows distributions (5.55) for several values of \( a_1/\theta_{w, \text{max}} \). The minimum temperature head is zero at the beginning of the plate in the case of the highest value of this ratio.

The Jet Wall Flow at Low Prandtl Numbers

In this case, \( C_1 = 4 \) and \( C_2 = 0.03 \) [24]. With these values, the sum of the two last terms in Equation (5.49) becomes zero at any value of \( a = -a_1 = a_2 \). Hence, if \( a_0 = \theta_{w, \text{max}} \), then the transferred heat flux is maximum for any distribution of temperature head in the following form:
\[
\theta_w = \theta_{w, \text{max}} - a(x/L) [1 - (x/L)]
\]  
(5.56)
The corresponding distribution of heat flux follows from Equation (3.32):

\[ q_w = h_w \theta_{w,\text{max}} - a(x/L) \{ 5 - g(x/L) \} \]  

(5.57)

Figure 5.19 shows these distributions for several values of $a/\theta_{w,\text{max}}$. For the highest of these, the minimum temperature head at $x = L/2$ is equal to zero.

Thus, these examples show that for a given total heat flux, there exists a heat flux distribution at which the maximum surface temperature is lower than in the case of uniform heating.

**Example 5.17: Heat Flux Pattern**

It is required to remove (supply) from the plate a heat flux $Q_w$. Find a heat flux pattern that minimizes the maximum plate temperature.

The desired heat flux distribution is approximated by a quadratic polynomial. Integrating this expression gives the value of heat flux for uniform distribution:

\[ q_w = a_0 + a_1(x/L) + a_2(x/L)^2 \quad q_w,\text{un} = \frac{Q_w}{BL} = a_0 + \frac{a_1}{2} + \frac{a_2}{3} \]  

(5.58)

The corresponding expression for the temperature head is found by Equation (3.64):

\[ \theta_w = \frac{1}{h_w} [ a_0 + a_1(x/L) + a_2(x/L)^2 ] \]  

(5.59)
Integrals \( I_i \) are given by Equation (5.43). Equating the derivative of \( \theta_w \) to zero and taking into account that \( h_i = h_i(L(x/L)^n) \), one finds an equation for the coordinate where the temperature has maximum

\[
\left( \frac{x_m}{L} \right)^2 + \frac{l_2 a_i(n + 1)}{l_3 a_i(n + 2)} \left( \frac{x_m}{L} \right) + \frac{l_1 n}{l_3} \left( \frac{q_{w,un} - a_i}{a_2} - \frac{a_1}{2a_2} \right) = 0
\]  

(5.60)

Two cases are considered:

1. Equation (5.60) has no roots. In this case, the following inequality is valid:

\[
\left( \frac{l_2 a_i(n + 1)}{2l_3 a_i(n + 2)} \right)^2 - \frac{l_1 n}{l_3} \left( \frac{q_{w,un} - a_i}{a_2} - \frac{a_1}{2a_2} \right) < 0
\]  

(5.61)

The maximum temperature head is in this case attained at the end of the plate at \( x = L \) and, according to Equations (5.58) and (5.59), can be represented as

\[
\frac{\theta_{w,\text{max}}}{\theta_{w,\text{max,un}}} = 1 - \frac{a_2}{q_{w,\text{un}}} \left[ \frac{a_1}{a_2} \left( \frac{l_2}{l_1} - \frac{1}{2} \right) + \frac{l_3}{l_1} - \frac{1}{3} \right]
\]  

(5.62)

Differentiating this equation with respect to \( \frac{a_2}{a_2} \), substituting \( \frac{q_{w,un}}{a_2} \) derived from condition (5.61), and equating the derivative to zero, leads to the equation

\[
\frac{n + 2}{n} \left( \frac{l_2}{l_1} - \frac{1}{2} \right) \frac{l_3}{l_1} \frac{l_2(n + 1)}{2l_3(n + 2)} \left( \frac{a_1}{a_2} \right)^2 + 2 \left( \frac{l_3}{l_1} - \frac{1}{3} \right)
\]

\[
\frac{(n + 2)}{n} \frac{l_3}{l_1} \frac{l_2(n + 1)}{2l_3(n + 2)} \left( \frac{a_1}{a_2} \right)^2 + \frac{1}{2} \frac{l_3}{l_1} - \frac{1}{3} \frac{l_2}{l_1} = 0
\]  

(5.63)

from which the optimum \( \frac{a_1}{a_2} \) is determined. The results of calculations are listed in Table 5.2. It is seen that an appropriate selection of the distribution of the removed heat flux allows one to significantly reduce the maximum temperature, particularly in the case of a wall jet flow, in which this decrease may exceed 30%. The corresponding heat flux distribution in this case, according to Table 5.2, is

\[
q_w = q_{w,\text{un}} \left[ 1.95 - 2.85(x/L) + 1.45(x/L)^2 \right]
\]  

(5.64)

2. Equation (5.60) has roots. It follows from Equation (5.58) that

\[
q_w = a_2 \left[ \frac{q_{w,un}}{a_2} - \frac{1}{2} a_1 + \frac{1}{3} a_2 (x/L) + (x/L)^2 \right]
\]  

(5.65)
To make sure that the heat flux does not change sign, the expression

\[ \frac{1}{2} \left( \frac{a_1}{a_2} \right)^2 - \left( q_{w,un} - \frac{1}{2} \frac{a_1}{a_2} - \frac{1}{3} \right) < 0 \]  \hspace{1cm} (5.66)

should be satisfied. Using Equation (5.61), one obtains the inequality

\[ \frac{1}{4} \left( \frac{a_1}{a_2} \right)^2 + \frac{1}{4} \frac{n+2}{n} \left( \frac{x_m}{L} \right)^2 + \frac{1}{4} \frac{a_1}{a_2} \frac{n+1}{n} \left( \frac{x_m}{L} \right) < 0 \]  \hspace{1cm} (5.67)

that should be satisfied if both conditions (5.60) and (5.61) are to be satisfied. Obviously, at \( a_1 / a_2 > 0 \), inequality (5.67) is not satisfied at \( x_m > 0 \). This is not obvious in the case \( a_1 / a_2 < 0 \). However, one can easily check by direct calculation that at \( 0 < x_m / L < 1 \), inequality (5.67) is not satisfied for the condition under study even at \( a_1 / a_2 < 0 \).
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Analytical Methods for Solving Conjugate Convective Heat Transfer Problems

In this chapter, the theory presented in Chapters 3, 4, and 5 is used for developing the general methods of solution of conjugate convective heat transfer problems. Solutions of different conjugate problems are given to illustrate the application of these methods. The other analytical methods used for solving heat transfer problems and examples of applying these methods are discussed in this chapter.

6.1 A Biot Number as a Criterion of the Conjugate Heat Transfer Rate

Examples presented here and in Chapter 5 as well as the numerical and analytical solutions of conjugate problems considered in what follows show that the character of heat transfer behavior is basically determined by variation of temperature head. When the temperature head increases in the flow direction or in time, the heat transfer coefficients are higher, and when it decreases in the flow direction or in time, the heat transfer coefficients become smaller than these in the case of an isothermal surface. In the first case, the increasing of heat transfer coefficients is relatively mean, while in the second the heat transfer coefficients decrease vigorously so that in some situations the heat flux becomes zero and even changes direction (Section 5.3).

The other parameter defining the intensity of conjugate heat transfer is the ratio of thermal resistances of the body and flowing fluid. In the case of the given temperature head variation, this ratio largely specifies the absolute value of heat transfer change caused by the nonisothermicity of the surface. This can be shown by using the conjugate conditions and Equation (3.32) for the heat flux. Taking into account that the nonisothermicity effect is basically determined by the second term of a series, one gets the following relation after applying the conjugate condition for heat fluxes:

\[ g_1 \Phi \frac{d\theta_y}{d\Phi} = \left. \frac{1}{\text{Bi}_*} \frac{\partial T}{\partial (y/\Delta_{av})} \right|_{y=0}, \quad \text{Bi}_* = \frac{h \Delta_{av}}{\lambda_w} \]

(6.1)

where \( \Delta_{av} \) is an average thickness of a body.
Equation (6.1) shows that the value of temperature head gradient is proportional to inverse Biot number (Equation 6.1) for an isothermal surface which is a ratio of the thermal resistances of a fluid \((1/h_\ast)\) and a body \((\Delta_{av}/\lambda_w)\). Therefore, the Biot number under a given temperature head variation determines the rate of heat transfer in the situation described by a particular conjugate problem. It follows from Equation (6.1) that in both limiting cases \(Bi_\ast \to \infty\) and \(Bi_\ast \to 0\), the conjugate problem degenerates, because in these cases, only one resistance is finite, while another is either infinite as in the first case or becomes zero as in the second.

In the first case, a conjugate problem transforms into a problem with isothermal surface, because according to Equation (6.1), the temperature gradient in this case is zero. This case corresponds to a situation when the body of infinite thickness (or negligible conductivity) is streamlined by the fluid with finite heat transfer coefficient or when a body of finite thickness and conductivity is streamlined by the fluid with infinite heat transfer coefficient.

In the other case, a conjugate problem transforms into a problem of a body streamlined by a fluid that changes temperature in a stepwise manner, because according to Equation (6.1), the temperature head gradient is infinite in this case. This case corresponds to a situation when the body of finite thickness and conductivity is streamlined by the fluid with zero heat transfer coefficient, or the body with infinite conductivity (or negligible thickness) is streamlined by a fluid with finite heat transfer coefficient.

In both limiting cases, one of the thermal resistances is negligible, and as a result, the conjugate problem degenerates, so one concludes that usually the greatest effect of nonisothermicity should be when both resistances are of the same order and the Biot number (Equation 6.1) is close to unity. The Biot number (Equation 6.1) can be presented in various forms suitable for one or another conjugate problem. In such a case, the Biot number characterizes the relation between the resistances of the body and fluid as well, but the quantitative results can be different (see, for instance, Example 6.7). This is also the reason why there are several similar other criteria to characterize the relation of body–fluid thermal resistances. For example, Luikov in an early work [1] suggested the Brun number \(Br = \Delta/(\lambda_w)(PrRe_\ast)^{1/3}\) or later Cole [2] proposed another criterion \((\lambda/\lambda_w)(Pe)^{1/3}\). However, it is obvious that all those relations are, in fact, Biot numbers.

### 6.2 General Boundary Condition for Convective Heat Transfer Problems [3,4]: Errors Caused by Boundary Condition of the Third Kind [5]

As mentioned previously, the presentation of the heat flux in the form of a series of successive derivatives, like Equations (3.32), is a sum of perturbations of the surface temperature distribution or, in other words, a sum of
perturbation of surface boundary conditions. The case when all derivatives are equal to zero corresponds to the isothermal surface where boundary conditions are undisturbed. The series containing only the first derivative presents the linear boundary condition. The series with two derivatives describes the quadratic boundary condition, and so on. In a general case, the series consists of an infinite number of derivatives and describes arbitrary boundary conditions.

From such considerations, one concludes that expressions (3.32) can be considered as a general boundary condition that describes different types of surface temperature distribution. In the case of an isothermal surface, in Equations (3.32) it retains only the first term, and it becomes the boundary condition of the third kind. This well-known boundary condition is still often employed despite existing numerical methods due to its simplicity and the fact that there are some problems in which the nonisothermicity slightly affects the final results.

If the solution obtained with the boundary condition of the third kind is known, the error of this approximate result can be estimated by computing the second term in the general boundary condition (3.32) or in the others of this type obtained in Chapter 3. Comparing the value of the second term with the known approximate solution gives an understanding of the necessity of a conjugate solution.

Example 6.1: Heat Transfer from Fluid to Fluid in a Flow Past Two Sides of a Plate

Using the boundary condition of the third kind, one finds the temperature head:

\[ \theta_{n1} = \frac{T_{w1} - T_{w2}}{T_{w1} - T_{w2}} = \frac{q_w}{h_1(T_{w1} - T_{w2})} = \frac{1}{1 + h_1/ h_2 + h_1/ \lambda_w} \]

(6.2)

at one side of the wall, where the isothermal heat transfer coefficients are determined as

\[ \text{Nu}_{x*} = 0.332 \text{Pr}^{0.3} \text{Re}_x^{0.4} \quad \text{Nu}_{x*} = 0.0295 \text{Pr}^{0.4} \text{Re}_x^{0.8} \]

(6.3)

for laminar and turbulent flows, respectively. If the flow regimes on both sides are the same, the ratio \(h_1/ h_2\) does not depend on \(x\). Because the last term in the denominator of Equation (6.2) is the Biot number \(\text{Bi}_x = h_1/ \lambda_w\), which, according to Equation (6.3) is a power law function, \(\text{Bi}_x \sim x^{-n}\), Equation (6.2) may be written in the form

\[ \theta_{n1} = \frac{1}{D_1 + D_2 x^{-n}} \]

(6.4)

where \(D_1\) and \(D_2\) are constants. Using this expression and taking into account that \(\Phi = \text{Re}_x\) for gradientless flow, it is easy to calculate the second
term of the series and, by comparing it with Equation (6.4), to estimate the relative error arising when a boundary condition of the third kind is used:

$$\sigma = g_1 \frac{x}{\theta_w} \frac{d\theta_w}{dx} = g_1 n D_1 \frac{g_1 n D_1}{D_1 x^n + D_2}$$  \hspace{1cm} (6.5)$$

This expression takes the maximum value \( \sigma_{max} = g_1 n \) at \( x = 0 \). Thus, for laminar flow, the greatest error is \( g_1 / 2 \), and for turbulent flow it is \( g_1 / 5 \). For laminar gradientless flow and \( Pr > 0.5 \), the coefficient \( g_1 \) is practically independent of \( Pr \), and it is 0.62 (Figure 3.2), so the maximum error in this case is \( \approx 30\% \). For turbulent gradientless flow and \( Pr = 0.5 \), \( g_1 = 0.22 \) (Figure 4.11) and decreases when \( Pr \) increases. Therefore, in this range of普兰特 numbers, the maximum error is \( \sigma_{max} = 4\% \). However, for \( Pr = 0.01 \), \( g_1 = 0.52 \) and, hence, \( \sigma_{max} = 10\% \).

Thus, for laminar flow, the error may be moderate, while for turbulent flow, when \( Pr > 0.5 \), the use of the boundary condition of the third kind does not lead to significant errors. The estimates obtained are in agreement with corresponding conjugate problems solutions. For laminar flow, such a solution gives the maximum error of 20% to 25% (Figure 6.3); for turbulent flow, the maximum error is 7% [6].

The errors in this problem are relatively small because the temperature head increases in flow direction on both sides of the plate. If the temperature head decreases, the problem should be considered as a conjugate one even in the case of turbulent flow, because in such a situation, the errors may be large and even qualitatively different.

**Example 6.2: Heat Transfer from Thermally Thin Plate Heated from One End**

A steel plate of length 0.25 m and of thickness 0.01 m in a symmetric airflow is considered. The air temperature is 300 K, velocity is 3 m/s. The left-hand end is insulated, and the temperature of the right-hand end is maintained at \( T_w(L) \).

The differential equation (Equation 2.7) for a thermally thin plate and its solution with the boundary condition of the third kind for the problem in question are

$$\frac{d^2\theta_w}{dx^2} + Bi^2 \frac{\theta_w}{\lambda} = 0 \quad \theta_w = \frac{T_w - T_-}{T_w(L) - T_-} = \frac{1}{\text{ch}(Bi) - \text{ch} \left( \frac{Bi x}{L} \right)} \quad Bi = \frac{Nu_{av} L \lambda}{\Delta \lambda_w}$$  \hspace{1cm} (6.6)$$

Differentiating the expression for \( \theta_w \), an error and its maximum are obtained:

$$\sigma = g_1 \frac{x}{\theta_w} \frac{d\theta_w}{dx} = g_1 Bi \frac{x}{L} \text{th} \left( \frac{Bi x}{L} \right) \quad \sigma_{max} = g_1 Bi = g_1 \frac{Nu_{av} L \lambda}{\Delta \lambda_w}$$  \hspace{1cm} (6.7)$$

For laminar gradientless flow, \( g_1 = 0.62 \). Calculating \( Nu_{av} \) for \( Re = 5 \cdot 10^4 \) yields \( Bi = 1.64 \), and \( \sigma_{max} = 1\% \). Hence, the solution of this problem with the
boundary condition of the third kind is inadequate because the temperature head decreases along the plate (Example 5.2). The conjugate solution of this problem is given in Example 6.8.

Example 6.3: Heat Transfer from Elliptic Cylinder with Semiaxis Ratio \( \frac{ab}{4} = \frac{a}{b} \) and Uniformly Distributed Source of Power \( q_v \)

The problem of laminar flow past a nonisothermal elliptical cylinder with the boundary condition of the third kind is considered in the next section. To estimate the error, it is necessary to calculate by numerically differentiating the derivative of the temperature head \( \frac{d\theta_w}{dS} \), where \( S \) is a coordinate measured along the cylinder surface. The error for the flow with pressure gradient is estimated using variable \( \Phi \):

\[
\sigma = g_1 \frac{\Phi}{\theta_w} \frac{d\theta_w}{d\Phi} = g_1 \frac{\Phi}{\theta_w} \frac{dS}{dv} \frac{dv}{d\Phi}
\]

\[
dS = \sqrt{a^2 \sin^2 v + b^2 \cos^2 v} dv, \quad \frac{v\Phi}{U_w a} = \left(1 + \frac{b}{a}\right)(1 - \cos v)
\]

(6.8)

where \( v \) is the elliptical coordinate. The calculation is made for the case of the equal thermal resistances of cylinder and flowing fluid \( Bi = \frac{\lambda \sqrt{\text{Re}}}{\rho_w \lambda_w} = 1 \). The coefficient \( g_1 \) varies along the elliptical cylinder and is the largest at the stagnation point: \( g_1 = 0.68 \). The estimation gives a maximum error of 25% at the point \( S/L = 0.3 \), which is in agreement with the results of solving the conjugate problem (Figure 6.9). The error is moderate because the temperature head increases along the cylinder.

Example 6.4: A Continuous Plate (Strip) of Polymer at Temperature \( T_0 \) Extruded from a Die and Passed at Velocity \( U_w \) through a Bath with Water (Pr = 6.1) at Temperature \( T_\infty \)

The problem of such a continuous plate with the boundary condition of the third kind is solved in Section 8.2. The result is presented in the form \( \theta_w(x) \), where \( x = x\alpha_w/\Delta\alpha U_w \), \( \theta_w = (T_w - T_\infty)/(T_0 - T_\infty) \). Calculations of error are made for the ratio of thermal characteristics of the plate and coolant \( c_\rho \lambda_w/\rho_w \lambda = 8.51 \) and \( \phi = U_w \). Numerical differentiation of the curve \( \theta_w(x) \) (Figure 8.2) gives the derivative \( d\theta_w/dx \). Then, using Equation (6.5), the error is estimated taking into account that the effect of nonisothermicity in the case of the moving plate is greater \( (g_1 = 1.3; \text{Figure 3.9}) \) than for the fixed plate. The error grows as the distance from the die increases and finally reaches \( \sigma_{\text{max}} = 2.6 \). It is evident that this problem must be solved as conjugate. The reason for this is the decreasing temperature head.

It follows from examples that in the case of the temperature head decreasing, any problem should be considered as a conjugate. In another case when the temperature head increases, the estimation of error may help to answer this question.
6.3 Reduction of a Conjugate Convective Heat Transfer Problem to an Equivalent Heat Conduction Problem [3,4]

Because the basic relation (Equation 3.32) or (Equation 3.40) and others of this type determines the connection between the temperature head and heat flux on the body–fluid interface in general, there is no need to solve the boundary layer equations when one of these relations is used. Thus, in such a case, only the heat conduction equation remains to be solved using conjugate conditions. In other words, the solution of the conjugate problem is reduced to the integration of the heat conduction equation with the general boundary condition in differential (Equation 3.32) or integral (Equation 3.40) form.

As shown in the previous section, the relation (Equation 3.32) is a general boundary condition. If the heat conduction equation is solved using this condition with the first term only, an approximate solution of the conjugate problem as with the boundary condition of the third kind is obtained. By retaining the first two terms in Equation (3.32) and solving the heat conduction equation, a more accurate solution of the conjugate problem is obtained. This process of refining can be continued by retaining a larger number of terms in Equation (3.32). However, this entails difficulties posed by the calculation of higher-order derivatives, and therefore, the integral form of general boundary condition (Equation 3.40) should be used for further approximations.

In practical calculations, it is convenient to retain the first few terms of the series and to calculate the error term from the results of previous approximations. When, in this case, the first three terms of the series are retained, the conjugate problem is reduced to a heat conduction equation for a solid with the following boundary condition:

\[
\begin{align*}
q_w &= h\left[\theta_w + g_1\Phi \frac{d\theta_w}{d\Phi} + g_2\Phi^2 \frac{d^2\theta_w}{d\Phi^2} + \epsilon(\Phi)\right], \\
\epsilon(\Phi) &= \frac{1}{h_w}(q_{w}^{\text{int}} - q_{w}^{\text{diff}}) \\
\frac{d\theta_w}{d\Phi} &= \frac{\nu}{U} \frac{d\theta_w}{dx}, \\
\frac{d^2\theta_w}{d\Phi^2} &= \frac{\nu^2}{U^2} \frac{d^2\theta_w}{dx^2} - \frac{\nu^2}{U^2} \frac{dU}{dx} \frac{d\theta_w}{dx}
\end{align*}
\]

(6.9)

(6.10)

Quantities \(q_{w}^{\text{int}}\) and \(q_{w}^{\text{diff}}\) are defined by integral relation (3.40) and by differential relation (3.32) in the form of Equation (6.9), respectively. The first approximation is found by assuming that \(\epsilon(\Phi) = 0\). Calculating the error term using the results of the first approximation makes it possible to introduce the error into Equation (6.9) and to find the second approximation. By continuing this process, the solution with the desired accuracy can be obtained.
Retaining in Equation (6.9) terms with derivatives not higher than second, leads to differential equations of the second order in any approximation. As a result, in this case, the conjugate problem is reduced to the ordinary differential equation in the case of thin body and to Laplace or Poinsot equation in the general case. This makes it possible to use well-known effective methods of solving such equations.

In using this method, named the method of successive differential-integral approximation, one should start from the most simple form of Equations (6.9) and, after each approximation, assess the error either by comparing the results of the successive approximations or by evaluating the error term $\varepsilon(\Phi)$. The suggested method of reducing the conjugate problem to the equivalent conduction problem by successive differential-integral approximation can be used to solve any linear conjugate convective heat transfer problem. Examples are given below in this and following chapters. However, this method could not be used for nonlinear problems, because in that case, the method of superposition is not applicable.

Example 6.5: Heat Transfer from Liquid to Liquid in a Flow Past a Thin Plate [7]

If the plate is thin ($\Delta / L << 1$) and its thermal resistance is comparable with that of liquids, the longitudinal conductivity of the plate is negligible. In this case, the temperature distribution across the plate thickness can be considered as linear, and hence, the heat fluxes on both sides of the plate are taken to be equal (Figure 6.1):

$$-q_{w1} = q_{w2} = \frac{\lambda_w}{\Delta} (T_{w1} - T_{w2})$$

(6.11)

![Figure 6.1](image_url)

**FIGURE 6.1**

Scheme of heat transfer between concurrent flows.
Substituting $u_{w1}$ and $u_{w2}$ defined by Equation (3.32) into Equation (6.11) yields two equations:

$$\begin{align*}
-h_1 \left[ T_{w1} - T_{g1} + \sum_{k=1}^{\infty} g_{k1} x^k \frac{d^k T_{w1}}{dx^k} \right] &= h_2 \left[ T_{w2} - T_{g2} + \sum_{k=1}^{\infty} g_{k2} x^k \frac{d^k T_{w2}}{dx^k} \right] \\
T_{w2} - T_{w1} &= \frac{h_1 \Delta}{\lambda_w} \left[ T_{w1} - T_{g1} + \sum_{k=1}^{\infty} g_{k1} x^k \frac{d^k T_{w1}}{dx^k} \right]
\end{align*}$$

(6.12) (6.13)

As the distance from the origin of the plate grows, the boundary layer thickness increases, and the heat flux decreases so that at $x \to \infty$, the heat flux approaches zero. In this case, the plate temperature tends to limiting value $T_{w\infty}$, which is determined from Equation (6.12) if all derivatives of temperature are taken to be zero.

This temperature and Biot number are used to form the dimensionless variables

$$\text{Bi}_w = \frac{h_1 \Delta}{\lambda_w}, \quad \theta = \frac{T_w - T_{gw}}{T_{w\infty} - T_{gw}}, \quad T_{w\infty} = \frac{\text{Bi}_{w1} T_{g1} + \text{Bi}_{w2} T_{g2}}{\text{Bi}_{w1} + \text{Bi}_{w2}}$$

(6.14)

Then, Equations (6.12), (6.13), and (6.11) defining temperature heads and heat flux become

$$\begin{align*}
\theta_1 + \sum_{k=1}^{\infty} g_{k1} \text{Bi}_w^k \frac{d^k \theta_1}{d \text{Bi}_w^k} &= \theta_2 + \sum_{k=1}^{\infty} g_{k2} \text{Bi}_w^k \frac{d^k \theta_2}{d \text{Bi}_w^k} \\
\text{Bi}_{w2} (1 - \theta_1) + \text{Bi}_{w1} (1 - \theta_2) &= \text{Bi}_{w1} \text{Bi}_{w2} \left( \theta_1 + \sum_{k=1}^{\infty} g_{k1} \text{Bi}_w^k \frac{d^k \theta_1}{d \text{Bi}_w^k} \right) \\
\text{Bi}_k &= \frac{\text{Bi}_{w1} (1 - \theta_1) + \text{Bi}_{w2} (1 - \theta_2)}{\text{Bi}_{w1} + \text{Bi}_{w2}}, \\
g_k &= \sum_{n=k}^{\infty} \theta_n \sum_{j=1}^{n} \frac{(-1)^{k-j}}{j!(k-j)!} \left( -\frac{1}{2} \right)^{j-1} \left( -\frac{1}{2} \right) \cdots \left( -\frac{1}{2} \right)^{n-j+1}
\end{align*}$$

(6.15) (6.16) (6.17)

where $\text{Bi}_k$ is the Biot number determining the overall heat transfer coefficient. The boundary conditions follow: one from the fact that at the origin the temperature of each side of the plate and of the corresponding fluid should be equal, and the second from the asymptotic behavior of temperature at $x \to \infty$:

$$\begin{align*}
\text{Bi}_w &= 0 \quad \theta_1 = \theta_2 = 0, \quad \text{Bi}_w \to 0 \quad \theta_1 = \theta_2 = 1, \quad \theta_1' = \theta_2' = \theta_1'' = \theta_2'' = \cdots \to 0
\end{align*}$$

(6.18)

For the fluids with $\text{Pr} > 0.5$, all coefficients $g_k$ including the first two are practically independent of $\text{Pr}$ (Figures 3.2 and 3.3). Therefore, if both fluids have $\text{Pr} > 0.5$, all coefficients of the left-hand and right-hand sides...
of Equation (6.15) are equal. For fluids with Pr < 0.5, the first two coefficients slightly depend on Pr: with the change of Pr from 0.5 to 0, the first coefficient changes from 0.63 to 1, and the second changes from 0.14 to 0.17. Consequently, in this case also, the coefficients \( g_k \) may be assumed to be approximately equal if the mean value for both fluids is adopted. In this case, both dimensionless temperatures are equal, and Equations (6.15) and (6.17) for temperature heads and heat flux can be presented in the form using the overall Biot number \( Bi_\Sigma \):

\[
\theta(1 + Bi_\Sigma) + g_1 Bi_\Sigma^2 \frac{d\theta}{dBi_\Sigma} + g_2 Bi_\Sigma^3 \frac{d^2\theta}{dBi_\Sigma^2} + \cdots = 1, \\
Bi_K = 1 - \theta, \quad Bi_{K'} = \frac{1}{1/Bi_1 + 1/Bi_2} \quad (6.19)
\]

The first part of Equation (6.19) is solved using in sequence one, two, and three terms [4,8]. The first two approximations are obtained as follows:

\[
\theta = \frac{1}{1 + Bi_\Sigma}, \\
\theta = \frac{(-1/ g_1 Bi_\Sigma) \exp(-1/ g_1 Bi_\Sigma)}{2 - (1/ g_1)} f[1 - (1/ g_1), 2 - (1/ g_1), (-1/ g_1 Bi_\Sigma)] \quad (6.20)
\]

where \( F(a, b, c) \) is the confluent hypergeometric function. Dependence \( g_1(Pr) \) is given in Figure 6.2. For \( g_1 = -1(Pr \to 0) \) and \( g_1 = -1/2(Pr \to \infty) \), Equation (6.20) may be presented using the exponential function:

\[
\theta = 1 - Bi_\Sigma [1 - \exp(-1/ Bi_\Sigma)] \quad \theta = 1 - Bi_\Sigma - 0.5Bi_\Sigma^2 [1 - \exp(-2/ Bi_\Sigma)] \quad (6.21)
\]

The results of the calculation are plotted in Figure 6.3 in the form \( (\Delta q_w / q_w) = f(Bi_\Sigma) \), where \( \Delta q_w \) and \( q_w \) are the error and heat flux obtained by a nonconjugated solution. The difference between the third and second approximations is practically negligible (Figure 6.3). The maximum error (20%) is for the Biot number (Equation 6.19) defined for both fluids.
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Bi = 0.5 – 0.7. The error in this problem is moderate, because the temperature head increases along both sides of the plate.

For the case of turbulent flow, this conjugate problem is solved in Reference [6] where the calculation gives the maximum error of about 7%.

Example 6.6: Heat Transfer between Two Fluids Separated by a Plate — An Exact Solution

In the case when the thermal resistances of the plate in both directions are comparable, it is necessary to consider the full form of the heat conduction equation. In particular, this situation takes place at the initial segment of any plate where, in fact, it is impossible to neglect the transverse thermal resistance of the plate, or its longitudinal conductivity. These approximations are not valid at the initial segment, because in that area, the thermal boundary layer is thin and the longitudinal temperature gradients are high due to vigorous variations of the heat transfer coefficient.

The solution of the heat conduction equation may be presented in the following form [9]:

\[ \vartheta_1 + \vartheta_2 = \frac{1}{\pi} \int_0^\infty (\Bi_1 + \Bi_2) \ln(4sh) \frac{z-\zeta}{\pi} \left( sh(z+\zeta) \pi \right) dz \]

\[ \vartheta_1 - \vartheta_2 = \frac{1}{\pi} \int_0^\infty (\Bi_2 - \Bi_1) \ln \left[ \frac{z-\zeta}{2} \left( \frac{z+\zeta}{2} \right) \pi \right] dz \]

\[ \vartheta = \frac{T_w - T_w}{T_{w-1} - T_{w-2}}, \quad \Bi = \frac{q_w \Delta}{\lambda_w (T_{w-1} - T_{w-2})}, \quad \zeta = x/\Delta \]
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The solution of thermal boundary layer equations for fluids can be obtained by using Equations (3.32) or (3.40):

\[
\frac{Bi_1}{Bi_1} = Bi_2 = Bi_3 \left( \frac{\vartheta_1 - \frac{1}{\sigma + 1} + g_{121} \varphi_1^2 + g_{222} \varphi_2^2 \varphi_1 + \ldots}{\sigma + 1} \right)
\]

\[
= Bi_3 \left( \frac{\varphi_1}{\sigma + 1} + \int_0^1 f \left( \frac{\varphi_1}{\varphi_2} \right) d\varphi_2 + \varphi_1(0) + \frac{1}{\sigma + 1} \right)
\]

(6.24)

Here, \(Bi_1 = h_{1w} \Delta / \lambda_w\), \(\sigma = Bi_1 \Delta / Bi_{2w} = h_{1w} / h_{2w}\) and \(h_{1w}\) is the heat transfer coefficient of an isothermal surface based on the plate thickness.

The set of Equations (6.22) and (6.24) yields an exact solution of the conjugate problem of heat transfer between two fluids separated by a plate. These general equations contain different particular, simple cases. For example, the cases when the temperature or heat flux distribution is contained to only one side of a plate and the cases when the plate can be assumed to be thin or thermally thin.

The system of Equations (6.22) and (6.24) can be solved by successive approximations. As a first approximation, the solution for a thin plate from the previous example is used. From Equations (6.11) and (6.19), one finds

\[
-Bi_1^{(1)} = Bi_2^{(1)} = Bi = 1 - \theta^{(1)}
\]

Substituting Equation (6.25) into Equation (6.22) gives the temperatures in the second approximation:

\[
\theta^{(2)} = 0 = Bi_2^{(1)} = Bi_1^{(1)} \ln \left( \frac{ch \frac{z - \zeta}{2} + \pi \zeta}{ch \frac{z + \zeta}{2} + \pi \zeta} \right)
\]

(6.26)

The corresponding results for the heat fluxes \(Bi_1^{(2)}\) and \(Bi_2^{(2)}\) are found by substitution of \(\theta_1^{(2)}\) and \(\theta_2^{(2)}\) into Equations (6.24). Then, one returns to Equation (6.22) to obtain the next approximation for the temperature, and so on.

In Figure 6.4, the results of calculations are presented for the temperatures in the first approximation according to Equation (6.21) and for the second approximation according to Equation (6.26) at \(s = 1\) (equal thermal resistances for both fluids) and \(Pr \to 0\) where the conjugation effect is at maximum.

It follows from Figure 6.4 that, starting from a certain length \(\zeta_0\), the second approximation coincides virtually with the first one. This means
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that for $\zeta > \zeta_0$, a semi-infinite plate can be considered as a thin plate and the heat transfer for this part can be calculated using results obtained in a previous example for a thin plate. Over the initial segment of the plate, the heat transfer should be calculated by solving the full system of equations.

Analogous calculations are performed for the turbulent boundary layer. In this case, the calculations are made for $Pr = 0.01$ and $Re_\delta^* = 10^3$ under which the influence of conjugation also is the maximum. The corresponding value of the first coefficient is $g_1 = 0.25$ (Figure 4.11), and the initial segment is smaller than in laminar flow (Figure 6.5).

To study the behavior of the temperature and heat flux near the beginning of the plate, consider again the case of equal thermal resistances of the flow on both sides ($\sigma = 1$). In this case, $\theta_1 = \theta_2$, $-B_1 = B_2 = B_1$, and,
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**Figure 6.4**
Temperature distribution along a plate at different ratios of thermal resistance of the plate and fluids: 1 — thin plate, 2 — second approximation for thick plate according to Equation (6.26), 3 — according to Equation (6.30) for the initial segment of a plate.
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**Figure 6.5**
Dependence of initial length of the plate on the ratio of thermal resistances of the plate and fluids: 1 — laminar flow, 2 — turbulent flow.
therefore, according to Equations (6.14) and (6.23), under $\sigma = 1$, one gets $\vartheta_1 = -\vartheta_2$. Then, taking into account Equations (6.26) and (6.24) leads to the conclusion that at $\sigma = 1$ the problem is governed by two equations:

$$
\begin{align}
\theta &= 1 - 2 \int_0^{\pi} B_i \ln \left[ \tanh \left( \frac{z - \zeta}{2} \right) \tanh \left( \frac{z + \zeta}{2} \right) \right] \, dz, \\
\mathrm{Bi} &= \frac{1}{2} B_i L_n \zeta^{-1/2} (\theta + g \zeta \theta' + g \zeta^2 \theta'' + \ldots)
\end{align}
$$

It is shown [4,9] that the solution of this system in the vicinity of $\zeta = 0$ can be presented by the series in integer exponents of variable $\zeta^{1/2}$:

$$
\theta = \sum_{n=0}^{\infty} a_n \zeta^{n/2}, \quad \mathrm{Bi} = \sum_{n=1}^{\infty} a_n \zeta^{n/2}
$$

$$
d_n = \frac{B_i L_n}{2} \left[ 1 + \sum_{k=1}^{n} g_k \frac{(n+1)(n-1)\cdots(n-2k+3)}{2^k} \right], \quad a_0 = 1 - \frac{1}{\pi} \int_0^\infty \mathrm{Bi} \ln \tanh \frac{\pi z}{2} \, dz
$$

$$
a_{4n} = -2 \int_0^\infty \left[ B_i \pi^{2n-1} \sum_{k=1}^{n} \frac{b_k}{4^k} \left( \frac{1}{\sinh (k \pi z / 2)} + \frac{(-1)^{k-1}}{\cosh (k \pi z / 2)} \right) \right] \, dz
$$

$$
b_k = \frac{1}{2} \sum_{j=1}^{\left[ (k+1) - l \right]} \frac{2b_{k-1} b_{j-1}}{[2(j+1)]!}, \quad b_0 = 1, \quad a_{4n+1} = \frac{4}{4n+1} a_{4n} d_{4n-1},
$$

$$
a_{4n+2} = a_{4n+3} = 0
$$

One sees that coefficients $a_n$ of series for the temperature at the vicinity of $\zeta = 0$ depend on the integrals with semi-infinite limits. To calculate these integrals, the semi-infinite interval $(0, \infty)$ is divided into two parts: the first part for limits $(0, \varepsilon)$ in which the series are valid, and the second for limits $(\varepsilon, \infty)$ in which the results for the thin plate can be used. Then, taking into account the first four coefficients, $a_n$ yields

$$
\begin{align}
a_0 &= \frac{\pi - 4l}{\pi + 4l} \left[ l_{(\varepsilon)} + 4d_0 \right], \quad l_n = \int_\varepsilon^{\infty} \mathrm{Bi} \ln \tanh \frac{\pi z}{2} \, dz, \quad l_n = \int_0^{\infty} \zeta^{n/2} \ln \tanh \frac{\pi z}{2} \, dz \\
a_1 &= 4a_0 d_{(\varepsilon)}, \quad a_2 = a_3 = 0
\end{align}
$$

Considering the first eight terms in series (6.28) leads to more complicated relations, but the results are practically the same [9]. Therefore, in the case of equal thermal resistances of both flows, the heat transfer on
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The initial segment can be computed by the simple formulae obtained by the series with four terms:

\[ \theta = \frac{T_w - T_{\infty}}{T_{w-} - T_{\infty}} = a_0 (1 + 4 \text{Bi}_{\Sigma} \zeta^2), \quad \text{Bi} = \frac{a_0 \text{Bi}_{\Sigma} (\zeta^2 - \zeta^2 + 4 \delta_0)}{12} \]

(6.30)

The values of \( a_0 \) are given in Figure 6.6. The temperatures calculated by Equation (6.30) are plotted in Figure 6.4 (curve 3). These differ in principle on the initial segment from the results obtained for a thin plate. The temperature head at the beginning is finite, so the plate temperature differs substantially from that of corresponding fluid, whereas under the assumption of a thin plate, the temperature head is zero, and consequently, the temperature of the plate and corresponding fluid are equal at the beginning.

Due to the small length of the initial segment in a turbulent flow, it is possible to use only the first terms of the formulae (6.30):

\[ \theta = \frac{T_w - T_{\infty}}{T_{w-} - T_{\infty}} = a_0 \quad \text{Bi} = a_0 \text{Bi}_{\Sigma} \zeta^5 \]

(6.31)

It should be noted that strictly speaking, in the immediate vicinity of \( \zeta = 0 \), due to the smallness of the Reynolds and Peclet numbers, the boundary layer theory assumptions are not valid, and in this region, also with the full heat conduction equation, it is necessary to consider the full...
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conservation equations for fluids. However, estimates show that at large values of the Reynolds number for the whole plate, the region in which the boundary layer equations are not valid is many times smaller than the initial segment over which the plate should be considered as a thick plate.

According to Van Dyke [10], the error in the determination of the friction coefficient by the boundary layer theory does not exceed 1.7/Re. Assuming the maximum admissible error to be 10%, the ultimately admissible Reynolds number is about 300. The segment length over which the boundary layer theory is not valid according to this estimation is \( x_{\text{lim}} = 300 \) Re. On the other hand, as calculation shows, the initial segment length in laminar flow is \( x_0/L = 0.4(\Delta/L) \) (Figure 6.5). Thus, for example, at \( Re = 10^5 \) and \( \Delta/L = 1/100 \), \( x_{\text{lim}} = L = 300 \), \( x_0/L = 1/250 \). However, at \( \Delta/L = 1/10 \) and the same Re, the initial segment length turns out to be 12 times greater than \( x_{\text{lim}} \). With increasing the plate thickness and Reynolds number, the difference between \( x_0 \) and \( x_{\text{lim}} \) increases rapidly. Thus, only when a plate is very thin are both dimensions close. In such a case, the initial segment is very small, and only the value of the temperature at \( x = 0 \) is important.


This problem is considered as an example of using the method of reducing a conjugate problem to the heat conduction equation in the case of gradient flow. The heat conduction equation and the symmetry and surface boundary conditions are

\[
\frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} - \frac{q_v}{\lambda_w} = 0, \quad -\lambda_w \frac{\partial T}{\partial n} \bigg|_{x=0} = Q_v, \quad \frac{\partial T}{\partial y} \bigg|_{y=0} = 0
\]  

(6.32)

Here, \( n \) is a normal to the surface, and \( q_v \) is a heat source. In the elliptical coordinates \((u, v)\):

\[
x = c c h u \cos v, \quad y = c c h u \sin v, \quad c = \sqrt{a^2 - b^2}
\]  

(6.33)

where \( a \) and \( b \) are major and minor semiaxes, a half ellipse is mapped into a rectangle, one side of which corresponds to the surface of the semi-ellipse and three others to the axes of symmetry. Then, relation (6.32) becomes

\[
\frac{\partial^2 T}{\partial u^2} + \frac{\partial^2 T}{\partial v^2} = Q_v (\sin^2 u + \sin^2 v), \quad \frac{\partial \theta}{\partial v} \bigg|_{v=\pi} = \frac{\sqrt{1 - \frac{c^2}{a^2} \cos^2 v}}{\lambda_w} \frac{q_v a}{Q_v},
\]  

(6.34)

\[
\frac{\partial \theta}{\partial u} \bigg|_{u=0} = \frac{\partial \theta}{\partial v} \bigg|_{v=0} = \frac{\partial \theta}{\partial v} \bigg|_{v=\pi} = 0
\]

Here, \( \theta = (T - T_w)/T_w, \quad Q_v = -q_v c^2/\lambda_w T_w, \quad l = (1/2) \ln((a+b)/(a-b)) \) are dimensionless temperature difference, power of the internal sources, and the value of the coordinate \( u \) corresponding to the surface of the ellipse.
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The solution of Equation (6.34) subjected to the last three boundary conditions is obtained by separation of variables [11]:

$$\theta = \sum_{k=1}^{\infty} \left[ Q_{ch} \left( 2u + \cos 2v \right) + N_0 + \sum_{k=1}^{\infty} N_{ch} \cos kv \right]$$  \hspace{1cm} (6.35)

The constants $N_0, N_k$ must be determined from the first boundary condition (Equation 6.34). Because the velocity of a potential flow around a cylinder and the differential of the arc length are as follows:

$$U = \frac{U_{\infty} (a+b) \sin \nu}{\sqrt{a^2 \sin^2 \nu + b^2 \cos^2 \nu}} \quad dS = \sqrt{a^2 \sin^2 \nu + b^2 \cos^2 \nu} \, dv,$$  \hspace{1cm} (6.36)

the heat flux (Equation 3.32) is defined as

$$q_w = \frac{\lambda N_u T_{\infty}}{a} \left\{ \int_0^v \left[ \frac{\xi (\nu)}{\Phi (\nu)} \right] \frac{d \theta_w}{d \epsilon} \, d \epsilon \right\},$$

$$\Phi = \left( 1 + \frac{b}{a} \right) (1 - \cos \nu), \quad \xi = \left( 1 + \frac{b}{a} \right) (1 - \cos \epsilon)$$  \hspace{1cm} (6.37)

where $\Phi$ and $\epsilon$ are Görtler’s variables in Equation (6.37) scaled by $U_{\infty}$. The temperature head containing the relation for $q_w$ is determined by setting $u = 1$ in Equation (6.35).

$$\frac{d \theta_w}{d \epsilon} = -\frac{Q_v}{4} \sin 2\epsilon - \sum_{k=1}^{\infty} k N_{ch} \sin k \epsilon$$

$$\theta_w (0) = \frac{Q_v}{8} (1 + \frac{b}{a}) + N_0 + \sum_{k=1}^{\infty} N_{ch} \cos k \epsilon$$  \hspace{1cm} (6.38)

Substituting these results into Equation (6.37) for heat flux yields

$$q_w = \frac{\lambda N_u T_{\infty}}{a} \left[ \frac{Q_v}{4} (\chi - J_2) + N_0 + \sum_{k=1}^{\infty} N_{ch} (1 - k \chi) \right],$$

$$J_k = \int_0^1 \left[ \frac{1 - \cos \epsilon}{1 - \cos \nu} \right] \sin k \epsilon \, d \epsilon$$  \hspace{1cm} (6.39)

Because the exponent $\zeta_k$ does not exceed 1, the integrals $J_k$ having a singularity at $\epsilon = \nu$ converge. These equations determine the right-hand part of the first boundary condition (6.34). The left-hand part of this condition is as follows:

$$\frac{\partial \theta}{\partial \nu} \bigg|_{k=1} = \frac{Q_v}{4} \sin 2\nu + \sum_{k=1}^{\infty} k N_{ch} \cos kv$$  \hspace{1cm} (6.40)
Substituting the last two equalities into the first boundary condition (6.34) and combining the terms containing the unknown coefficients $N_k$ leads to the following expression:

$$\frac{\text{sh}2l}{4} + \frac{\text{Nu}_1 \text{Bi}}{4\sqrt{\text{Re}}} (\text{ch}2l - J_2) = \int \text{we} - \frac{\text{Nu}_1 \text{Bi}}{\sqrt{\text{Re}}} n_0$$

$$- \sum_{k=1}^\infty \left[ \frac{\text{Nu}_1 \text{Bi}}{\sqrt{\text{Re}}} \text{chkl} (1-k) + k \text{shkl} \cos k \right]$$

$$= \int_{0}^{\pi} \frac{\text{Nu}_1 \text{Bi}}{\sqrt{\text{Re}}} \frac{\text{Nu}_1 \sqrt{1 - \frac{c^2}{a^2} \cos^2 v}}{[(1 + b/a)(1 - \cos v)]^{1/4}}$$

(6.41)

The frictional stress $\tau_w$ contained in the last relation is determined by an integral method [12], assuming that for an elliptical cylinder these are close to that for a plate. It is clear that the thinner the cylinder is, the better this assumption is satisfied [12].

Knowing the dependence of $\text{Nu}_1$ and elliptic coordinate $v$, it is possible to use Equation (6.41) to find the coefficients $n_0, \ldots, n_{20}$. Writing series (6.41) with the first $(k+1)$ terms for $(k+1)$ points in the interval $(0, \pi)$, in which Equation (6.41) must be held, one gets a system of linear algebraic equations determining $n_0, \ldots, n_{20}$. Calculations are performed with $k = 20$.

The effect of the Biot number, ratio $a/b$, and Prandtl number on the temperature head and heat flux distribution is studied. Figures 6.7, 6.8, and 6.9 show the distribution of the heat flux over the surface of an elliptical cylinder. $a/b = 4$, $\text{Pr} = 1$, $1 - \text{Bi} = 10$, $2 - \text{Bi} = 1$ — conjugate problem; $\text{II}$ — nonconjugate problem.

**Figure 6.7**
Distribution of the heat flux over the surface of an elliptical cylinder. $a/b = 4$, $\text{Pr} = 1$, $1 - \text{Bi} = 10$, $2 - \text{Bi} = 1$ — conjugate problem; $\text{II}$ — nonconjugate problem.
show some of the results. Analysis of the data revealed that the Biot number has the largest effect on the distribution of the heat flux along the cylinder. Thus, for $\text{Bi} = 1$, the heat flux has a maximum in the region of the stagnation point, whereas for $\text{Bi} = 10$, the maximum is shifted close to the central cylinder section (Figure 6.7). This is explained by
the fact that as the Biot number changes, so does the direction in which the total thermal resistance is minimal. It is seen from Figure 6.8 that for large Biot numbers, there are large differences between the temperature distributions obtained in conjugate and nonconjugate solutions which in some points reaches 50%. At the same time, in this case, the heat flux distribution is less affected by the effect of conjugation. However, this effect becomes greater with increasing Biot number.

As seen from Figure 6.9 for Bi < 0.1, the nonisothermicity coefficient did not differ much from unity. For bigger Biot numbers, the distribution of the nonisothermicity coefficient along the cylinder becomes more complicated. Near the stagnation point, the values of $\chi_t$ are close to unity. Then, when the distance from the stagnation point increases, the nonisothermicity coefficient grows, reaches the maximum, and then falls steadily.

Over the large part of the surface, with the exception of the end region, bigger Biot numbers correspond to the larger nonisothermicity coefficients. In the end region, the situation is reversed: the value of $\chi_t$ for bigger Biot numbers decreases more rapidly than for small Bi and becomes less than unity. As follows from Figure 6.8, the temperature head increases over most of the surface, and this is why the effect of the nonisothermicity is not very big. Nevertheless, the maximum of the heat flux is 40% to 45% greater than that for an isothermal surface, and this maximum value takes place for the special form of Biot number used here, not for Bi close to unity, but for Bi = 10 (Figure 6.9).

### 6.4 Temperature Singularities on the Solid–Fluid Interface

In early works, Sokolova [13] and later Luikov et al. [14] showed that in the case of laminar flow, the wall temperature of the thermally thin plate near $x = 0$ is not an analytic function of the coordinate but is presented as a series in integer powers of the variable $x^{1/2}$. Here it is shown that in general, the temperature distribution near the origin of the thermally thin plate is an analytical function of variable $x^{1/s}$, where $s$ is determined by the exponent in the relation for an isothermal heat transfer coefficient in the following form [15]:

$$h_s = h_{sL} (x/L)^{-1/s}$$  \hspace{1cm} (6.42)

### 6.4.1 Basic Equations

Consider a thermally thin plate streamlined past both sides by laminar or turbulent, gradient or gradientless flows of Newtonian or power law non-Newtonian fluids. If the exponent $r/s$ in Equation (6.42) is the same for both flows and temperatures are different, substitution of Equation (3.32) for
heat fluxes into Equation (2.7) for the thermally thin plate yields the following equation for the plate temperature:

$$\sum_{k=0}^{\infty} D_{r} \frac{d}{d \zeta} \frac{d^{2} q_{r}}{d \zeta^{2}} - \zeta^{r/s} \frac{d^{2} q_{r}}{d \zeta^{2}} - \frac{B_{i_{r}L_{2}} - \zeta^{r/s} q_{r}}{\zeta^{r/s} q_{r}} = 0,$$

$$v = \frac{T_{w} - T_{w_{1}}}{T_{w_{2}} - T_{w_{1}}}, \quad B_{i_{r}L_{2}} = \frac{h_{r}L^{2}}{\lambda_{w} \Delta}$$

$$q_{r} = \frac{q_{w}L^{2}}{\lambda_{w} (T_{w_{2}} - T_{w_{1}})} D_{0} = B_{i_{r}L_{1}} + B_{i_{r}L_{2}},$$

$$D_{k} = g_{k}B_{i_{r}L_{1}} + g_{k_{2}}B_{i_{r}L_{2}}, \quad \zeta = x/L$$

These equations remain valid for the case of equal fluid temperatures if the scale in the definition of $v$ is changed to $T_{w_{2}}$, and $B_{i_{r}L_{2}}$ is omitted. For the symmetric streamlined plate in this equation, one should set, in addition, $B_{i_{r}L_{1}} = B_{i_{r}L_{2}}$ and $y_{k_{1}} = y_{k_{2}}$.

The exponent $r/s$ usually is not an integer. Therefore, Equation (6.43) has a singularity at the point $x = 0$. If the source distribution near the origin is an analytic function of $x$, the solution of Equation (6.43) at $x = 0$ can be presented as a series of the variable $x^{V_{s}}$:

$$q_{r} = \sum_{i=0}^{\infty} b_{i} \zeta^{i}, \quad v = \sum_{i=0}^{\infty} a_{i} \zeta^{i/s}$$

This follows from the fact that substituting series (6.45) into Equation (6.43) gives the equation for the series coefficients $a_{i}$:

$$\sum_{i=0}^{\infty} [D_{0} + D_{1}(i/s) + D_{2}(i/s)(i/s - 1) + \ldots + D_{k}(i/s)(i/s - 1) \ldots (i/s - k + 1) + \ldots] a_{i} \zeta^{i}$$

$$- \sum_{i=0}^{\infty} (i/s)(i/s - 1)a_{i} \zeta^{i + r/s - 2} B_{i_{r}L_{2}} - \sum_{i=0}^{\infty} b_{i} \zeta^{i + r/s} = 0$$

To collect the terms with the equal powers of $\zeta$, the indices in the first and third sums are changed so that they and those in the second sum become equal. This transforms indices to $i - (2s - r)$ in the first sum and to $i/s - 2$ in the third sum. Because these indices must be positive integers, from the first sum relation it follows that $i > 2s - r$, and hence, the first sum coefficients $a_{i}$ are zero except $a_{0}$ and $a_{r}$, which are zero because the terms in the second sum at $i = 0$ and $i/s = s$ vanish. The relation for indices in the third sum shows that there should be $i/s = k$, where $k$ is an integer, which means that coefficients $b_{i}$ should be taken into account only when $i$ is divisible by $s$ and $i/s \geq 2s - r$, because the first sum $2s - r$ coefficients $a_{i}$ are...
zero. The other coefficients are determined by the following equations:

\[
D_0 a_0 - (r/s - 1)(r/s - 2)a_{2s-r} - Bi_{sL} = 0, \quad i = 2s - r,
\]

\[
[D_0 + D_{1/2}(j - 1) + D_2(j - 2) + \cdots + D_k(j - 2) - D_{j-1}] a_{s(j-1)}
\]

\[
- (i/s)(i/s - 1)b_i - b_{(i/s)-2} = 0, \quad j = (i + r - s)/s, \quad i > 2s - r \quad (6.47)
\]

All coefficients \(a_i\) of series (6.45) can be calculated successively in terms of \(a_0\) and \(a_\nu\), while the last two are determined from the boundary conditions at the ends of the plate.

Thus, Equation (6.45) gives the actual temperature distribution near the origin of the plate and shows that this temperature is an analytic function in integer powers of the variable \(x^1/s\), where \(s\) is determined by Equation (6.42).

In the case of asymmetric flow, the exponents \(s/r\) can be different on two sides. This happens, for instance, when the flow on one side is laminar and on the other side turbulent, or when the pressure gradients or the exponents in the power law for non-Newtonian fluids are different on two sides. For this case, Equation (6.43) becomes

\[
\frac{d^2 \varphi}{d\zeta^2} - Bi_{sL} \zeta^{r_1} s^{r_2} \sum_{k=0}^{\infty} g_{k} \zeta^{-k} - Bi_{sL} \zeta^{s_1} \sum_{k=0}^{\infty} g_{k} \zeta^{-k} - 1 + q_s = 0 \quad (6.48)
\]

In this case, the temperature head near \(\zeta = 0\) is presented by the series (6.45) in power of variable \(\zeta^{1/s}\). If the liquids are numbered so that \(r_1s_2 < r_2s_1\), then the first \((2s_2s_1 - r_2s_1)\) coefficients \(a_i\) are zero, except \(a_0\) and \(a_{s1s2}\), as determined from boundary conditions. The rest of the coefficients are determined by equations similar to Equation (6.47):

\[
(r_1/s_2 - 1)(r_1/s_2 - 2)a_{2s_2s_1 - r_2s_1} + (1 - a_0)Bi_{sL} = 0, \quad i = 2s_1s_2 - r_2s_1,
\]

\[
Bi_{sL} [1 + g_{j1}(j_1 - 1) + g_{j2}(j_2 - 2) + \cdots + g_{j(j_1-k)} + \cdots a_{s2s2(j_1-k)}]
\]

\[
+ Bi_{sL} [1 + g_{j1}(j_1 - 1) + g_{j2}(j_2 - 2) + \cdots + g_{j(j_2-k)} + \cdots a_{s2s2(j_1-k)}]
\]

\[
- (i/s_1s_2) b_i - b_{(i/s_1s_2)-2} = 0
\]

\[
j_1 = (i + r_1s_2 - s_1s_2)/s_1s_2, \quad j_2 = (i + r_2s_1 - s_1s_2)/s_1s_2 \quad i > 2s_1s_2 - r_2s_1 \quad (6.49)
\]

### 6.4.2 Examples of Singularities for Different Flow Regimes and Conditions [15]

It follows from Equation (6.42) that the wall temperature at \(x = 0\) is an analytic function of the longitudinal coordinate only when the exponent in Equation (6.42) is an integer. This occurs, for example, for laminar flow at the stagnation point for which the free stream velocity is proportional to \(x\) and the isothermal heat transfer coeff cient is independent of coordinate \((r/s = 0)\).
In this case, there is no singularity, and the wall temperature is presented as a series in integer powers of \( x \):

1. **Laminar gradientless flow.** In this case, \( s = 2 \), and the wall temperature distribution is presented as a series (Equation 6.45) in integer powers in variable \( x^{0.5} \). The first three \((2s - r = 3)\) coefficients except \( a_0 \) and \( a_1 \) should be zero. Therefore, \( a_1 = 0 \), \( a_0 \), and \( a_2 \) are determined from the boundary conditions; the coefficient \( a_3 \) is found from the first part of Equation (6.47); the rest of the coefficients are found from the second part of Equation (6.47); and the coefficients \( b \) are taken into account starting from index 4 and including only those with indices that are divisible by 2 and are greater than or equal to 4 (i.e., 4, 6, 8).

   The expansion (Equation 6.45) for a thermally thin plate differs from series (6.28) obtained in an exact solution of the same problem, but without simplified assumption of the plate thickness. The similar expansion, which can be formed from Equation (6.19) for a thin plate considered in Example 6.5 differs from series (6.28) as well. Although in all three cases the temperature head near the start of the plate is represented by a series in the variable \( \zeta^{0.5} \), these series differ substantially. In the most accurate statement of the problem, the series (6.28) contains only terms with \((\zeta^{0.5})^{4k}\) and \((\zeta^{0.5})^{4k+1}\), while the series for the thermally thin plate involves only terms with \((\zeta^{0.5})^{3k}\), and the series for the thin plate, as it is shown in Reference [8], involves all the powers of \( \zeta^{0.5} \). Thus, the series for thin and thermally thin plates reflect the character of singularity near the start of the plate only qualitatively.

2. **Turbulent gradientless flow.** Because in this case \( s/r = 1/5\), the temperature head is presented as a series in power of \( \zeta^{0.5} \). The first nine coefficients, except \( a_0 \) and \( a_5 \), are zero. The coefficients \( b \) are taken into account starting from index 10 and considering only those with indices divisible by 5 and those greater than or equal to 10 (i.e., 10, 15, 20, etc).

3. **Laminar gradient flow with power law free stream velocity.** \( U = \alpha x^m \). The heat transfer coefficient for an isothermal surface is defined as \( h_s = h_{il} (\alpha x/L)^{m-1/2} \). The values of \( s \) and \( r \) are determined after simplifying the fraction \((1 - m)/2\). For example, for \( m = 1/5 \) or \( m = 1/3 \), one gets \( s = 5, r = 2 \) or \( s = 3, r = 1 \). In the latter case, the coefficients \( a_1, a_2 \), and \( a_4 \) are zero, \( a_0 \) and \( a_3 \) are found from the boundary condition, and \( b \) are used when indices are divisible by 3 and are greater than or equal to 6.

4. **Gradientless flow of power law non-Newtonian fluid.** From Equation (3.101), one gets \( h_{il} = h_{il} (\alpha x/L)^{(m-1/2)}. If \( n \) is an integer, then \( s = n + 1, r = n \). If \( n \) is a fraction such that \( n = n_1/n_2 \), then \( s = n_1 + n_2, r = n_2 \). So, for \( n = 2, s = 3, r = 2 \) and for \( n = 3/5 \), \( s = 8, r = 3 \).
As an example of an asymmetric flow, consider the case when the flow on one side is laminar \((r_2/s_2 = 1/2)\) and on the other side is turbulent \((r_1/s_1 = 1/5)\). Then, \(1/s_1s_2 = 1/10\) and the temperature head distribution is described by series in power of \(\zeta^{1/10}\). Because \(r_1s_2 = 2 < r_2s_1 = 5\), the first 20 - 5 = 15 coefficients are zero, but \(a_0\) and \(a_{10}\) are determined from the boundary conditions.

### 6.4.3 Estimation of Accuracy of the Assumption of a Thermally Thin Body [6]

To estimate the error arising when the body is assumed to be thermally thin, the temperature distribution across the body thickness is approximated using the polynomial of the second order. The coefficients of the polynomial are found using the heat fluxes:

\[
T / T_{av} = 1 - (\omega_1/3) + (\omega_2/6) + \omega_1(y/\Delta) - (\omega_1 + \omega_2)(y/\Delta)^2/2, \\
\omega = q_w \Delta / \lambda_w T_{av} = Bi(\theta_w / T_{av})
\]

(6.50)

Setting \(y/\Delta = 0\) and \(y/\Delta = 1\), one finds the surface temperature. Then, the condition \(T / T_{av} = 1\) yields the inequalities determining a thermally thin body:

\[
\frac{1}{T_{av}} \left| \frac{Bi_1 \theta_{w1}}{3} - \frac{Bi_2 \theta_{w2}}{6} \right| << 1, \quad \frac{1}{T_{av}} \left| \frac{Bi_2 \theta_{w2}}{3} - \frac{Bi_1 \theta_{w1}}{6} \right| << 1, \quad \frac{Bi \theta_w}{6T_{av}} << 1
\]

(6.51)

The last inequality is attributed to a symmetrical streamlined object. Calculating the left-hand part of these inequalities, one can estimate the error arising when the actual temperature distribution across the body thickness is substituted by an average constant temperature. For the thin metallic plates, inequalities (6.51) are usually satisfied.

### 6.5 Universal Functions for Solving Conjugate Heat Transfer Problems — Solution Examples [4]

Using series (6.45), one calculates the temperature head to some value of \(\zeta > 0\). Then, the numerical integrating of Equation (6.43) or Equation (6.48) yields the solution for the rest of the body. If these equations are used with derivatives not higher than second, the numerical integration can be performed by standard methods. In some cases, these equations can be reduced to well-investigated equations. In particular, Equation (6.43) with the two first derivatives is reduced to a hypergeometric equation. Because \(\gamma = (3 - r/\sigma) / (2 - r/\sigma)\) is not usually an integer, the general solution of such an equation is presented as follows:

\[
\vartheta = C_1F(\alpha, \beta, \gamma, \sigma D_2x^{2-\gamma}) + C_2F(\alpha - \gamma + 1, \beta - \gamma + 1, 2 - \gamma, \sigma D_2x^{2-\gamma}) + \sigma Bi + \vartheta_q
\]

(6.52)
\[
\begin{align*}
\alpha + \beta &= \frac{D_1 + D_2}{D_2(2 - r/s)} \\
\alpha\beta &= \frac{D_1 + D_0}{D_2(2 - r/s)} \\
\sigma_{Bi} &= \frac{Bi_{+1/2}}{Bi_{+1} + Bi_{+2}} \quad (6.53)
\end{align*}
\]

Here, \(\alpha\) and \(\beta\) are the roots of a quadratic equation, and \(\phi_0\) is a particular solution of the inhomogeneous equation (Equation 6.43) with a heat source.

Function (6.52) is independent of boundary conditions of a particular problem, and therefore, in this respect, is universal. Using tabulated functions (Equation 6.52), a simple method is developed for solving the conjugate problems for thermally thin plates. In the case when the coefficients \(g_k\) for both sides are equal, Equation (6.43) reduces to

\[
\sum_{k=0}^{\infty} g_k z^k \frac{d^k \phi}{dz^k} - z^{1/2} \frac{d^2 \phi}{dz^2} - \sigma_{Bi} - z^{1/2} \frac{q_y}{z_L^2} = 0,
\]

\[
z = (Bi_{+1} + Bi_{+2})^{1/(2-1/s)}(x/L) = z_L (x/L) \quad (6.54)
\]

According to this equation, the function \(\phi\) depends only on the single variable \(z\), and therefore, this function can be easily tabulated. For gradientless laminar and turbulent flows, the two following functions and their derivatives are tabulated (Figures 6.10 and 6.11):

\[
\begin{align*}
\phi_1 &= F(\alpha - \gamma + 1, \beta - \gamma + 1, 2 - \gamma, g_2 z^{2-1/s}) \\
\phi_2 &= z F(\alpha, \beta, \gamma, g_2 z^{2-1/s}) \quad (6.55)
\end{align*}
\]

\[\text{FIGURE 6.10}\]

Universal functions \(\phi_1\) and \(\phi_2\) for laminar flow. \(Pr > 0.5, \quad \cdots \phi_2, 1 - \phi/\exp z, 2 - \phi'/\exp z, 3 - \exp z/\phi_2, 4 - \phi''/\exp z.\)
Two other functions $\vartheta_3$ and $\vartheta_4$ determine the functions

$$\vartheta_q = \overline{A} \vartheta_3 + \overline{B} \vartheta_4,$$
$$\overline{A} = \frac{A L^2}{\lambda_w (T_{w2} - T_{w1}) z_2^2},$$
$$\overline{B} = \frac{B L^3}{\lambda_w (T_{w2} - T_{w1}) z_3^2} \quad (6.56)$$

for linear source $\vartheta_v = A + B (x/L)$ which are also tabulated (Figures 6.12 and 6.13). For laminar flow, the tabulation is performed for $Pr > 0.5$, for which coefficients $g_k$ are independent of the Prandtl number. For turbulent flow, tabulation is performed for $Pr = 0.7$ and $Re = 10^6 - 10^7$.

For the case of different exponents $r/s$, the analogous universal functions can be obtained by numerical integration of Equation (6.48) using the same boundary conditions:

$$\vartheta_1(0) = \vartheta_2'(0) = 1, \quad \vartheta_2(0) = \vartheta_1'(0) = 0 \quad (6.57)$$

To refine the result obtained by universal functions or to estimate the accuracy of it, one can use Equation (6.9) considering these results as a first approximation. Estimates show that in many cases the universal functions assured practically reasonable accuracy. For example, this occurs when $z < 3$.

To distinguish the temperature head in a particular problem from the universal functions, the following notations are used for the asymmetrical and symmetrical flows, respectively.

$$\theta = \frac{T_w - T_{w1}}{T_{w2} - T_{w1}}, \quad \theta = \frac{T_w - T_{w1}}{T_{w1}}$$
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Figure 6.12
Universal functions \( \vartheta_3 \) and \( \vartheta_4 \) for laminar flow. \( Pr > 0.5 \),
\[ \begin{align*}
1 & : \vartheta_3 - - - \vartheta_4 \\
2 & : \vartheta_3/\exp(3z/4) \\
3 & : \vartheta_4/\exp(3z/4)
\end{align*} \]

Figure 6.13
Universal functions \( \vartheta_3 \) and \( \vartheta_4 \) for turbulent flow. \( Pr = 0.7 \), \( Re = 10^6 \ldots 10^7 \),
\[ \begin{align*}
1 & : \vartheta_3/2 \\
2 & : \vartheta_3^2 \\
3 & : \vartheta_4^2 \\
4 & : [-\vartheta_3/\exp(3z/4)] \\
5 & : [-\vartheta_4/\exp(3z/4)] \\
6 & : [-\vartheta_3^2/\exp(3z/4)]
\end{align*} \]
where

$$\theta = C_1 \vartheta_1 + C_2 \vartheta_2 + \sigma_{\sec} + \vartheta_q$$  \hspace{1cm} (6.58)

Provided below are several examples of using universal functions for studying the conjugate heat transfer and solutions of some typical conjugate problems [4].

**Example 6.8: A Plate Heated from One End in a Symmetrical Flow**

The qualitative analysis of this problem is given in Example 5.2. If the plate is passed from the heated end, the temperature head decreases in the flow direction. Otherwise, when the flow runs in the opposite direction, the temperature head grows in the flow direction. Because the Biot number for an isothermal surface is the same in both cases, this example clearly demonstrates the role of the temperature head variation.

Let the temperature head of heated end be $\theta_h$ and the other end be isolated. Determining the constants in Equation (6.58) from these conditions, one finds the temperature head in the first and the second cases, and local heat fluxes from the plate and along the plate:

$$\frac{\theta}{\theta_h} = \vartheta_1 - \vartheta_2, \quad \frac{\theta}{\theta_h} = \vartheta_1 \left(\vartheta_2 - \vartheta_1 \right),$$

$$\bar{q}_w = \frac{q_w L^2}{\lambda_w (T_h - T_*) z \Delta} = \frac{\theta''}{2 \theta_h}, \quad \bar{q}_w = \frac{q_w L}{\lambda_w (T_h - T_*) z \Delta} = \theta'$$ \hspace{1cm} (6.59)

Total heat flux from the plate is found by integration. Then, because in the first case $\theta'(z_*) = 0$ and in the second case $\theta'(0) = 0$, the ratio of total heat fluxes is obtained as follows:

$$Q_w = \frac{2 L}{\lambda_w (T_h - T_*) z \Delta} \int_0^L \bar{q}_w \, dx = \frac{\theta''(z_*) - \theta''(0)}{\theta_h} \quad \frac{Q_{w1}}{Q_{w2}} = \frac{\vartheta_1(z_*)}{\vartheta_2(z_*)}$$ \hspace{1cm} (6.60)

In Figure 6.14a are plotted the results for laminar flow. Heat transfer characteristics in both cases differ substantially. In the first case when the temperature head decreases, the heat transfer coeff cients are significantly less than the isothermal coeff cients and the heat flux sharply decreases along the plate, so that the situation is close to inversion at the end. Here, the heat transfer coeff cient is 4.5 times less than an isothermal coeff cient. In the second case, the temperature head increases, and according to this, the heat transfer coeff cients are greater than the isothermal coeff cients but not more than 1.8 times. Nevertheless, the total heat flux in this case is less than that in the other case. This happened because in the first case there are large temperature heads and heat transfer coeff cients at the start of flow, while in the second case at the beginning when the heat transfer coeff cients are large, the temperature heads are small, and vice versa. As a result, the heat flux distribution curve has the minimum in this case. The value of the ratio of total heat fluxes $Q_{w1}/Q_{w2}$ depends on Biot number and in the case of
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Laminar flow reaches significant values (Figure 6.14b). For instance, for a steel plate with $\Delta L = 11.08$ past air ($Bi_L^* = 0.8$) and water ($Bi_L^* = 4.5$), this ratio is 1.2 or 1.65. In the case of turbulent flow, the difference between total fluxes is smaller (Figure 6.14b), but the distributions of the local heat fluxes along the plate in two opposite directions differ in essence as well.

Note that in a traditional nonconjugate solution with an average isothermal heat transfer coefficient, the results are the same independent of flow direction.

Problem 6.1

A steel plate of length $L = 0.25$ m and thickness $\Delta = 0.01$ m is in the airflow of velocity $3$ m/s. The left end of the plate is isolated, and the temperature of the other end is maintained at $T_w$. The air temperature is $300$ K. Calculate the heat transfer characteristics.

It is convenient to use dimensionless temperature head based on its final value $\theta = (T_w - T_{\infty})/(T_{\infty} - T_c)$. Then, applying boundary conditions $\theta(0) = 0$, $\theta(L) = 1$ and relations (Equations 6.58 and 6.59), one finds $\theta = \theta_1(z)/\theta_1(z_L)$. Because the flow is laminar ($Re = 5 \cdot 10^4$), the Nusselt number for an isothermal surface is $Nu_{\infty, L} = 0.295 \sqrt{Re}$, and according to Equation (6.43), the Biot number is $Bi_{\infty, L} = \frac{Nu_{\infty, L} \Delta}{\lambda L} = 0.656$, $z_L = 1.2$. Heat fluxes are determined by Equation (6.59), $q_w = -\theta'_1(z)\frac{\partial \theta_1(z)}{\partial z}$ and $q_w = \frac{\partial \theta_1'}{2\partial_1(z)}$. The numerical results are given in Table 6.1.
Example 6.9: A Plate Streamlined on One Side and Isolated from Another and a Plate in a Flow Past Two Sides

Let the temperature $T_0$ and the heat flux $q_0$ be given at the starting end of the plate. Using these boundary conditions and the last Equations (6.59), one finds the solution of the problem in question. The same solution can be used in the cases with other boundary conditions at the ends if the corresponding value of $q_0$ at the starting end is determined. For example, if the temperature $T_L$ or heat flux $q_L$ is given at the other end instead of $q_0$, the solution of all three problems and relations for values of $q_0$ are

$$
\theta' = \theta_1 + q_0 \theta_2, \quad q_0 = \frac{\theta_1 - \theta_0 - \theta_1(z_1)}{\theta_2(z_1)}, \quad q_0 = \frac{\theta_1 - \theta_2(z_1)}{\theta_2(z_1)}
$$

(6.61)

Figure 6.15 shows the variation of the nonisothermicity coefficient $\chi$ and the temperature head for laminar (a) and turbulent (b) flows in the three cases $q_0 = 10, 0,$ and $(-2)$. In the first two cases, the temperature head increases along the plate, while in the third one the temperature head first decreases, and after reaching zero its absolute value starts to increase. The same character of heat transfer variation as in other examples is seen. For an increasing temperature head, the heat transfer coefficients are greater than those for an isothermal surface but not more than 75% to 80% in the case of laminar flow and not more than 20% to 25% for turbulent flow. In the third case in which the temperature head decreases, these coefficients are so much smaller that in some points where the temperature head turns to zero, the heat transfer coefficients become meaningless, and the corresponding curve $\chi_t(z)$ undergoes discontinuity.

In the case of a symmetrically streamlined plate heated from the end, one gets, after determining the constants in relation (6.58),

$$
\theta_s = \theta', \quad \theta_1 = \theta'' + \sigma_w z^{-1/5}, \quad \theta_2 = q_0 - z^{-1/5}
$$

(6.62)

where the last two relations follow from Equations (2.7) and (3.32).

It follows from Figure 6.15 that in this case the nonisothermicity coefficient variation shows the same pattern. On the side on which the temperature head increases, $\chi_t$ is a little more than unity, while on the other side...
**Figure 6.15**
Heat transfer characteristics for the plate streamlined on one side: (a) laminar flow, (b) turbulent flow. \( \chi_t, \theta/\theta_0 \).

1. \(-1.0\) to \(1.0\) on the \( \chi_t \) axis.
2. \(-0.5\) to \(2.5\) on the \( \theta/\theta_0 \) axis.
3. \(0\) to \(30\) on the \( \theta/\theta_0 \) axis.
4. Lines indicate different conditions: 1 — \( \theta_0 = 10 \), 2 — \( \theta_0 = 0 \), 3 — \( \theta_0 = -2 \).

**Figure 6.16**
Variation of temperature head and nonisothermicity coefficient along a plate streamlined on both sides by turbulent flow. \( \sigma_w = 0.5 \), \( \theta_0 = 1 \). \( \chi_t, \theta \) on the \( \chi_t, \theta \) axis.

1. \(-1.0\) to \(1.0\) on the \( \chi_t \) axis.
2. \(-0.5\) to \(2.5\) on the \( \theta \) axis.
3. Lines indicate different conditions: 1 — \( \chi_t \), 2 — different side of a plate.
where there is a section with decreasing temperature head, the value of $\chi$ sharply falls and first becomes zero and then reaches $\pm\infty$.

**Problem 6.2**

Air at a temperature $313 \text{ K}$ flows with a velocity $30 \text{ m/s}$ over one side of a copper plate $0.5 \text{ m}$ long and $0.02 \text{ m}$ in thickness. Another side of the plate is isolated. The temperatures of ends are maintained at $T_{w0} = 593 \text{ K}$ and $T_{wl} = 293 \text{ K}$. Find the distribution of the temperature and heat flux along the plate.

It follows from the boundary conditions $\theta(0) = 1$ and $\theta(L) = \theta_l$ that the dimensionless temperature in the form $\theta = \left( T_w - T_{\infty} \right) / \left( T_{w0} - T_{\infty} \right)$ is determined as $\theta = 1 + \left[ (\theta_l - \theta(z_L))/\theta(z_L) \right] [\partial_z(z/L) + \partial_z(z)]$. For turbulent flow at $Re = 0.88 \cdot 10^5$, one gets $Nu_{\infty} = 0.0255Re^{0.5}$, $Bi_{\infty} = 2.53$, and $z_L = 1.67$, and then the expression for temperature head becomes $\theta = \theta_l - 1.22 \theta_z$. The results are plotted in Figure 6.17.

**Example 6.10: A Plate with Inner Heat Sources [16]**

In this case, the solution is presented as a sum of general and particular solutions. The former is found similar to other solutions considered.
before using function \( \vartheta_1 \) and \( \vartheta_2 \). For the case of uniform or linear distributed sources, the particular solution can be obtained using functions \( \vartheta_3 \) and \( \vartheta_4 \) (Figures 6.11 and 6.13). Calculations are performed for the uniform and linear distributed sources in the cases of laminar and turbulent flows. Figure 6.18 shows the results for turbulent flow and the following conditions: \( \theta_0 = 1, q_0 = 0, A = 1, B = 2 \) (see Equation 6.56). Although for turbulent flows the heat transfer coefficients do not differ much from those for an isothermal surface in cases of increasing temperature head, for decreasing temperature head the effect of nonisothermicity is as significant as in other similar conditions.

**Example 6.11: A Plate in a High-Speed Compressible Flow [4]**

In this case, in Equations (3.32) and (3.40) one should substitute an enthalpy difference for temperature head and multiply these equations by the factor \( C/\sqrt{C} \) (see Equation 3.92). Then, the basic Equation (6.48) takes the following form:

\[
\frac{d^2 \vartheta}{d\zeta^2} - \frac{\text{Bi}_{0.42C}}{\sqrt{C}} \zeta^{n/2} \left( \vartheta - 1 + \sum_{k=1}^{\infty} g_{0.42C} \zeta^{m/2} \frac{d^2 \vartheta}{d\zeta^2} \right) - \vartheta = 0
\]

\[
(6.63)
\]
\[ \vartheta = \frac{J_{\text{ad}} - J_{\text{ad},1}}{J_{\text{ad},2} - J_{\text{ad},1}}, \quad \text{Bi}_{\text{ad}} = \frac{h_{\text{ad}} c_p L^2}{\lambda \Delta}, \quad \bar{q}_{\text{ad}} = \frac{q_{\text{ad}} c_p L^2}{\lambda (J_{\text{ad},2} - J_{\text{ad},1})} \]  

(6.64)

In the case of subsonic and minor supersonic velocities, one may take with reasonable accuracy \( C = C_x = 1 \) [17]. Then, Equations (6.63) and (6.48) coincide; hence the results obtained for incompressible fluids remain valid for compressible high-speed flows. In such cases, the universal functions can be used for practical calculations. The universal functions can also be used in the more accurate calculations in which for simplicity one assumes \( C_x = C \). The value of \( \sqrt{C} \) in this case can be included in the relation (6.43) for the Biot number. In order to calculate this value using Equation (2.63), one assumes \( C = 1 \) and obtains the first approximation that is then used to determine the average surface temperature and then get the second approximation. In the case of calculating without simplifying, the universal functions can be used for the first approximation that should be refined by numerical integration of the nonlinear Equation (6.63).

**Problem 6.3**

Consider the same problem as in Problem 6.2 for an aluminum plate of length 0.3 m and thickness of 0.002 m streamlined by a flow of air of a velocity 250 m/s at an altitude of 20 km. Air temperature is \( T_{\infty} = 223 \text{K} \); kinetic viscosity is \( \nu = 1.65 \times 10^{-5} \text{m/s} \). The temperature of the front end is a stagnation temperature \( T_{w0} = 254 \text{K} \), and the other end is maintained at \( T_{wL} = 323 \text{K} \).

Because the Mach number is \( M = \frac{250}{20.1} = 0.833 \), it is necessary to take into account the effect of compressibility. In such a case, instead of dimensionless temperature head, the enthalpy difference should be used. Since the Mach number is not very high, the stagnation temperature difference \( \vartheta = (T_{w} - T_{\infty}) / (T_{ad} - T_{\infty}) \) may be used ignoring the dependence \( c_p(T) \). It follows from boundary conditions \( \vartheta(0) = 1 \) and \( \vartheta(L) = 0 \) that \( \vartheta = \vartheta_1 + [\vartheta_1(x) - \vartheta_2(x)] \). Estimating the constant in the Chapman-Rubesin formula (Equation 2.63), we get \( C \approx 0.975 \). The flow is laminar because \( \text{Re} = 4.55 \times 10^5 \), then one obtains \( \text{Bi}_{\text{ad}} = 2.91 \), \( z = 20.4 \), and \( \vartheta = \vartheta_1(z) - 1.60 \vartheta_2(z) \). The relations for heat fluxes can be obtained from Equation (6.59) substituting \( T_{ad} - T_{\infty} \) for \( T_{w} - T_{\infty} \). The results are presented in Table 6.2.

**Table 6.2**

<table>
<thead>
<tr>
<th>( z )</th>
<th>( x/L )</th>
<th>( q_1(x) )</th>
<th>( q_1'(x) )</th>
<th>( q_2(x) )</th>
<th>( q_2'(x) )</th>
<th>( q_3(x) )</th>
<th>( q_3'(x) )</th>
<th>( \theta )</th>
<th>( \text{Bi}_{\text{ad}} )</th>
<th>( q_w )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0 &amp; 1</td>
<td>0 &amp; 1</td>
<td>0 &amp; 1</td>
<td>1 &amp; 1</td>
<td>16 &amp; 1.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.196</td>
<td>1.37</td>
<td>1.48</td>
<td>2.66</td>
<td>0.446</td>
<td>1.29</td>
<td>1.18</td>
<td>0.656</td>
<td>0.584</td>
<td>0.772</td>
</tr>
<tr>
<td>0.8</td>
<td>0.392</td>
<td>2.19</td>
<td>2.70</td>
<td>3.62</td>
<td>1.08</td>
<td>1.94</td>
<td>2.10</td>
<td>0.462</td>
<td>0.404</td>
<td>0.260</td>
</tr>
<tr>
<td>1.2</td>
<td>0.588</td>
<td>3.60</td>
<td>4.48</td>
<td>5.42</td>
<td>2.06</td>
<td>2.02</td>
<td>3.37</td>
<td>0.304</td>
<td>0.352</td>
<td>0.028</td>
</tr>
<tr>
<td>1.6</td>
<td>0.783</td>
<td>5.80</td>
<td>7.16</td>
<td>8.14</td>
<td>3.58</td>
<td>4.71</td>
<td>5.17</td>
<td>0.152</td>
<td>0.378</td>
<td>-0.132</td>
</tr>
<tr>
<td>2.04</td>
<td>1</td>
<td>1.10</td>
<td>1.17</td>
<td>12.6</td>
<td>6.26</td>
<td>7.61</td>
<td>8.04</td>
<td>0</td>
<td>0.476</td>
<td>-0.264</td>
</tr>
</tbody>
</table>
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Example 6.12: A Plate in the Flow with a Pressure Gradient [4]

In the general case, when a plate is streamlined by gradient flows with velocities $U_1(x)$ and $U_2(x)$, the equation with two first derivatives similar to Equation (6.48) is

\[
(D_{22} + D_{21} - 1) \frac{d^2 \vartheta}{d\zeta^2} + (D_{11} + D_{12}) \frac{d\vartheta}{d\zeta} + (D_{01} + D_{02}) \vartheta - \vartheta_0 = 0
\]  

(6.65)

\[
D_0 = Bi \frac{h_i}{h_L}, \quad D_1 = D_0 \left( g_1 \frac{\Phi - U}{Re U} - g_2 \frac{\Phi - 3U}{Re U} \right), \quad D_2 = D_0 \left( \frac{\Phi - U}{Re U} \right)
\]

(6.66)

This equation may be solved in the same way as others: by the series close to the beginning of the plate and numerically for the rest of the plate. In the simplest case of self-similar flows, it is possible to introduce the universal functions using Equation (6.65). Some numerical results obtained in Reference [18] for incompressible fluids show that the dependency between the nonisothermicity coefficient and the temperature head variation qualitatively is the same as for gradientless flows: In the case of compressible gradient flows, the problem becomes complicated due to the fact that Dorodnizin-Stewartson variables do not uncouple the thermal and dynamic boundary layer equations.


With regard to radiation, Equation (6.63) takes the following form:

\[
\frac{d^2 \vartheta}{d\zeta^2} - \frac{Bi}{C} \vartheta + \frac{\vartheta_{0i}}{\vartheta_{0f}} \vartheta = \sum_{k=1}^{\infty} \left( g_{ik} \frac{d^k \vartheta}{d\zeta^k} \right)
\]

(6.67)

\[
N = \frac{\sigma (1 + 0.2) \bar{T}^3 L^3}{\lambda_a \Delta}, \quad H = \frac{\sigma (1 + 0.2) \bar{T}^2 L^2}{\lambda_a \Delta},
\]

(6.68)

The solution of this equation near $\zeta = 0$ can be presented as in other cases in series with exponents $i/s_{1i} s_{2i}$. The first $(2s_{1i} s_{2i} - r_{i0})$ coefficients, except $a_0$ and $a_{i0}$, are zero. The rest of the coefficients are determined by an equation similar to Equation (6.49):

\[
(r_{1i}/s_{1i} - 1)(r_{2i}/s_{2i} - 1) a_{2s_{1i} s_{2i} - 1} + (\vartheta_{0i} - a_0) \text{Bi} a_{2i} - \text{Bi} a_{0i} \vartheta_{0i} = 0, \quad i = 2s_{1i} s_{2i} - r_{i0}
\]

\[
\text{Bi} a_{1i} \left( 1 + g_{1i} (j - 1) + g_{2i} (j - 1)(j - 2) + \cdots + g_{ki} (j - 1) \cdots (j - k) \cdots + a_{ki} (j - 1) \right)
\]

\[
+ \text{Bi} a_{1i} \left( 1 + g_{2i} (j - 1) + g_{2i} (j - 1)(j - 2) + \cdots + g_{ki} (j - 1) \cdots (j - k) \cdots + a_{ki} (j - 1) \right)
\]
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\[(i_2 - k) + \ldots \left[ a_{i_2} (i - k) \right] - \left( i/ s_1 s_2 \right) (i/ s_1 s_2 - 1) a_1 - b_1 (i/ s_1 s_2 - 1) + N d_1 s_2 s_2 - H = 0, \]
\[j_1 = (1 + r_1/ s_2 - s_1 s_2)/ s_1 s_2, \quad j_2 = (1 + r_1/ s_1 - s_1 s_2)/ s_1 s_2 \quad \text{for } i > 2 s_1 s_2 - r_1 s_2 \quad (6.69)\]

Here, \(a_n\) are coefficients of series in variable \(\zeta\), presenting \(\vartheta^4\).

Equation (6.67) is nonlinear, and the universal functions could not be used. Therefore, this equation, as others of this type, should be solved numerically using as a starting value at \(\zeta > 0\) a result obtained by series.

In the case of a compressible fluid, a stagnation temperature \(T_{ad}\) is used as a scale, and the plate front temperature is usually at this temperature, and one of the boundary conditions is \(\vartheta(0) = 1\). The other boundary condition is obtained from the fact that as distance from origin on a semi-infinite plate grows, the process of heat transfer diminishes because of increasing boundary layer thickness. As a result, the plate temperature tends to some asymptotic constant value \(\vartheta_{\text{as}}\). In this process, the derivatives of this asymptotic temperature become zero, \(\zeta \to 1\), and from Equation (6.67) one gets a boundary condition in the form of an algebraic expression:

\[C_{\vartheta} \left[ B_{i1} (1 - \vartheta_{\text{as}}) + B_{i2} (\vartheta_{\text{as}} - \vartheta_{\ast}) \right] - N \vartheta_{\text{as}}^4 + H + \overline{q}_v = 0 \quad (6.70)\]

Problem 6.4

Air flows \((\text{Re} = 5 \times 10^4)\) over one side of a thin \((\Delta / L = 1 / 600)\) radiating \((N = H = 0.07)\) plate \((\lambda / \lambda_v = 0.135 \times 10^4)\) with uniform internal heat sources \((\overline{q}_v = 5.1)\). Another side of the plate is isolated. The front end is at stagnation temperature. This problem is solved by Sohal and Howell using numerical integration of the integro–differential equation [19] (Example 6.25).

Here is a simpler solution in series of variable \(\zeta^{n/2}\) (laminar flow). In the case of a plate streamlined on one side, Equations (6.67) and (6.70) become

\[\frac{d^2 \vartheta}{d\zeta^2} - B_{i1} \zeta^{n/2} \left( \vartheta - 1 + \sum_{k=1}^{\infty} g_k \zeta^k \frac{d^3 \vartheta}{d\zeta^k} \right) - N \vartheta_{\text{as}}^4 + H + \overline{q}_v = 0, \]
\[B_{i1} \left( 1 - \vartheta_{\ast} \right) - N \vartheta_{\text{as}}^4 + H + \overline{q}_v = 0 \quad (6.71)\]

Solution of the first Equation (6.71) using the other Equation (6.71) and relation \(\vartheta(0) = 1\) as boundary conditions is presented in a series. The coefficients \(a_1 = a_3 = 0\), because the first (2s – r) = 3 coeff cients, except \(a_0\) and \(a_2 = d_{\vartheta}\) should be zero. The other coeff cients are determined in terms of \(a_0 = 1\) and \(a_2\). Using Equation (6.69) gives \(a_4 = -a_0 / 2\), \(a_5 = 0.432 B_{i1} a_{\text{as}}\), \(a_6 = 0.667 A_{\text{as}}\), \(a_7 = -0.115 B_{i1} a_{\text{as}}\), \(a_8 = 0.079 B_{i1} a_{\text{as}} + 0.167 N \left( 3 a_2 - \overline{q}_v \right)\). Then, estimating \(B_{i1} = N u / \lambda_v / \lambda_{\ast} \Delta = 0.535\) leads to the following series:

\[\vartheta = 1 + a_2 \zeta^2 - 2.55 \zeta^2 + 0.231 a_2^2 \zeta^2 + 0.0467 a_2^3 - 0.314 \zeta^2 \]
\[+ (0.0226 a_2 + 0.0351 a_2^2 - 0.0596) \zeta^2 + \ldots\]
Solving the second part of Equation (6.71), one gets the asymptotic temperature $\vartheta_{\infty} = 2.79$, and assuming that this condition is practically satisfied at the end of the plate at $\zeta = 1$, the value of coefficient $a_2 = 3.33$ is estimated. Results are given in Table 6.3. There is reasonable agreement between both data obtained by series and by solving an integro-differential equation in [19, Figure 5].

**Example 6.14: Two Countercurrent Flowing Fluids Separated by a Thin Wall [4,20]**

This problem is considered assuming that the thermal resistance of a plate is negligible in comparison with that of the fluids. This assumption considerably simplifies the problem that is more complicated than similar concurrent conjugate problems. At the same time, such a simplified problem retains the basic qualities of the same problem for the plate with finite resistance.

In the case of laminar flow after using Equation (3.32) with the first three terms, the equality of both heat fluxes leads to an equation determining the plate temperature:

$$
\left[ g_{11} \sigma (1-\zeta)^{\frac{3}{2}} + g_{12} \sigma (1-\zeta)^{\frac{3}{2}} \right] \vartheta + \left[ g_{12} \sigma (1-\zeta)^{\frac{3}{2}} - g_{11} \sigma (1-\zeta)^{\frac{3}{2}} \right] \vartheta' = 0
$$

(6.72)

Here, $\vartheta$ is defined by Equation (6.43) and $\sigma = h_{1}/h_{2}$. Boundary conditions $\vartheta(0) = 1$ and $\vartheta(1) = 0$ follow from the fact that at each end, the temperature of the plate is equal to the temperature of the fluid for which this end serves initially. Equation (6.72) is integrated numerically for different values of $\sigma$ starting from some value of $\zeta = \zeta_{i} > 0$.

The solution is presented as a Cauchy’s problem for two functions satisfying the following boundary conditions: $\theta_{1}(0) = \theta'_{1}(0) = \theta_{2}(0) = 1$ and $\theta'_{2}(0) = 0$. The values of $\vartheta$ for $\zeta < \zeta_{i}$ are calculated by series (6.45). Finally, the solution and coefficients of series are

$$
\vartheta = \frac{\theta_{2}(1)\theta_1(\zeta) - \theta_{1}(1)\theta_2(\zeta)}{\theta_{2}(1) - \theta_{1}(1)},
$$

$$
a_0 = 1, a_1 = a_3 = 0, a_2 = \vartheta'(0), a_4 = \frac{a_2 g_{11} - 1}{2g_{21}}, a_5 = -\frac{4a_2(1 + g_{12})}{15g_{21} \sigma}.
$$

(6.73)

Results obtained for $Pr > 0.5$ for which $g_k$ are independent of Prandtl number are plotted in Figure 6.19a. It is seen that in the case of countercurrent flows, the temperature along the interface changes significantly. As a result, in the case of equal thermal resistances ($\sigma = 1$), the heat flux is

<table>
<thead>
<tr>
<th>$\zeta = x/L$</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\vartheta$</td>
<td>1.00</td>
<td>1.31</td>
<td>1.58</td>
<td>1.82</td>
<td>2.01</td>
<td>2.18</td>
<td>2.31</td>
<td>2.45</td>
<td>2.57</td>
<td>2.68</td>
<td>2.79</td>
</tr>
</tbody>
</table>
about 30% bigger than that calculated with the isothermal heat transfer coefficient. However, because the temperature head grows in flow directions on both sides of the interface, the distribution of the heat transfer coefficient does not have singularities (Figure 6.19b). At the same time, the results at the ends obtained by conjugate and traditional approaches differ in essence. The heat transfer coefficient at each of the ends obtained...
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in the latter problem is equal to that of one of the fluids because the heat transfer coefficient of another fluid $h_i \to \infty$. Therefore, the corresponding heat fluxes at the ends are finite. The heat fluxes at the ends obtained in the conjugate problem are zero. This follows from the fact that the temperature head at the ends tends to zero, as $x$, while the heat transfer coefficient tends to the infinite value as $x^{1/2}$. Thus, the heat flux tends to zero as $x^{1/2}$. Due to the conjugate conditions, the heat fluxes on the other sides tend to zero as well. As a result, the temperature profile on this side deforms close to end in the same way as in the case when flow impinges on an adiabatic wall (Section 3.5). The scheme of such profile deformation is plotted in Figure 6.20. This occurs because the fluids after the end of contacts arrive on an isolated surface.

It should be noted that in reality, the heat fluxes at the ends are not zero due to finite boundary layer thickness. In consequence, the deformation of velocity profile on the other side does not finish at the end but continues along the same part of the insulated surface.

The results presented here show that the effect of conjugation in the case of countercurrent flows is more significant than that in concurrent streams. In particular, in the latter case, the surface with zero resistance is isothermal (Example 6.5), and for the countercurrent flows even in this simplest case, the interface is considerably nonisothermal, and the effect of conjugation should be taken into account.

FIGURE 6.20
Scheme of the temperature profile deformation in countercurrent heat transfer.

6.6 Reducing the Unsteady Conjugate Convective Heat Transfer Problem to an Equivalent Heat Conduction Problem

The methods presented above can also be used to obtain solutions to some classes of unsteady convection heat transfer problems. This holds in all cases when the unsteadiness is caused by thermal regime variation under the
unchanging steady velocity distribution. In particular, thermal unsteadiness does not affect the velocity field in the thermal systems with incompressible fluids. Consequently, the methods of solving steady heat transfer problems are applicable to the corresponding unsteady problems if the quasi-steady-state approximation is valid. Because in such cases the unsteady effects in fluid are neglected, the relations obtained above for steady heat transfer are also valid for unsteady processes. Consequently, the method of reducing the conjugate problem to a heat conduction problem is applicable as well.

In the early work [21], Pomeranzev shows by qualitative analysis that an unsteady conjugate problem can be considered as a quasi-state problem if the thermal capacity of a fluid is small in comparison with that of a wall, as, for example, for a nonmetallic fluid–metal wall. Later, Perelman et al. [22] suggested a parameter that follows from the same reasoning by comparing the times of a propagation of a heat impulse in the wall and in a fluid (Example 2.6).

Here this approximate approach is studied using the exact solution of an unsteady thermal boundary layer equation obtained in Section 3.6.

6.6.1 Validity of Quasi-Steady Approximation — The Luikov Number as a Conjugate Criterion in Unsteady Heat Transfer

Consider a symmetric flow past a plate with variable surface temperature \( T_w(t) \). In the case of a thermally thin body, the average across its thickness Equation (2.7) is

\[
\frac{1}{\alpha_w} \frac{\partial T_{va}}{\partial t} - \frac{\partial^2 T_{va}}{\partial x^2} + \frac{q_w}{\lambda_w \Delta} = 0
\]  

(6.74)

Knowing that the conjugation effect in the case of unsteady heat transfer is basically determined by the term containing the first derivative with respect to time (Section 5.1), the following equation is obtained from Equation (6.74) after substituting for \( q_w \) series (3.83):

\[
\frac{1}{\alpha_w} \frac{\partial T_{va}}{\partial t} - \frac{\partial^2 T_{va}}{\partial x^2} + \frac{h_s}{\lambda_w \Delta} \left[ T_w - T_\infty + g_{01} \frac{x}{U} \frac{\partial T_w}{\partial t} + \ldots \right] = 0
\]  

(6.75)

The quasi-steady approximation is applicable when the term with a derivative of fluid temperature \( \frac{\partial T_w}{\partial t} \) is negligible in comparison with the term with a derivative of solid temperature \( \frac{\partial T_{va}}{\partial t} \). Thus, one of the following inequalities should be satisfied:

\[
\frac{1}{\alpha_w} \frac{\partial T_{va}}{\partial t} >> g_{01} \frac{h_s x}{\lambda_w U \Delta} \frac{\partial T_w}{\partial t} \quad \text{or} \quad \frac{\partial T_{va}}{\partial t} >> g_{01} \frac{h s x \text{Nu}_*}{\Delta} \frac{\rho c_p}{\rho c_{pw}} \frac{\partial T_w}{\partial t}
\]  

(6.76)
It follows from the last inequality that the ratio of physical properties (capacity ratio) as well as the other parameters in the right part of this inequality played a significant role in unsteady heat transfer processes.

It seems right to name this ratio the Luikov number \( \text{Lu} = \frac{\rho_c}{\rho_f c_{pw}} \), because A. V. Luikov was the leader of the group of scientists who first investigated the conjugate heat transfer [1,14,22–33]. Then, the last inequality takes the following form:

\[
\frac{\partial T_{av}}{\partial t} >> \frac{g_0 L}{\Delta} \frac{x}{\text{Pe}} \frac{\partial T_{w}}{\partial t} \tag{6.77}
\]

Averaging the product of parameters along the body, one gets

\[
\frac{\partial T_{av}}{\partial t} >> \frac{g_0 L}{\Delta} \frac{\text{Nu}_L \text{Lu}}{\text{Pe}} \frac{\partial T_{w}}{\partial t} \tag{6.78}
\]

This inequality shows that the validity of quasi-steady approximation depends not only on a combination of several parameters but also on the relation between the time derivatives of solid and fluid. These derivatives are determined by sources of unsteadiness: the unsteady internal heat generations, the time variable boundary conditions, the alternating temperature of an incoming stream of fluid, and so forth. If the time scales of all sources are close to each others’ time scales, the magnitude of time derivatives of the body \( \partial T_{av} / \partial t \) and fluid \( \partial T_{w} / \partial t \) are of the same order. In such cases, the product of Nusselt, Peclet, and Luikov numbers along with relative body thickness \( \Delta / L \) determine the validity of the quasi-steady approximation.

For the boundary layer heat transfer problems, the inequality (6.78) is usually satisfied due to high values of the Peclet number, especially if the body is thin and the Luikov number is less than one. However, in a case with conditions reversed, when the body is thick \( \Delta / L \approx 1 \) and the Peclet number is relatively small, the result largely depends on the Luikov number. Because the validity is not obvious, the satisfaction of inequality (6.78) should be checked. If some of the unsteady sources produce much faster than other unsteady sources, the magnitudes of both time derivatives are different and the situation becomes uncertain. In this case, the control of inequality (6.78) is necessary as well. In these cases, when the applicability of the quasi-steady approach is not obvious, the result often depends on the Luikov number. This holds, for example, in systems with the same fluids and different bodies when the Nusselt and Peclet numbers are fixed.

A similar analysis as applied to Equation (6.76) shows that the Luikov number usually determines the coupled rate of the body–fluid. This is because at the known unsteadiness regime and other conditions given in each problem, the relation of both time derivatives of the body and fluid depends basically on the Luikov number. This is confirmed by the fact that the capacity ratio (Luikov number) is used as a criterion of the conjugation rate in solved problems (see Examples 6.17, 6.21, 7.8, and 7.17).
6.6.2 Universal Eigenfunctions for Unsteady Conjugate Heat Transfer Problems [34]

Consider two fluids at temperatures $T_\infty^1$ and $T_\infty^2$ flowing past a thermally thin plate with the internal heat sources $q_x(x, y)$ and the ends heated by fluxes $q_0(0, t)$ and $q_L(L, t)$, and the temperatures of fluids as $T_1(t)$ and $T_2(t)$. What distributions of the temperature $T_w(x, t)$ and the heat flux $q_w(x, t)$ are established on the plate after the initial transients died out?

In this case, the average across plate thickness Equation (2.7) has the form

$$
\frac{1}{\alpha_w} \frac{\partial T_{sv}}{\partial t} - \frac{\partial^2 T_{sv}}{\partial x^2} + q_{w1} + q_{w2} - \frac{(q_v)_{sv}}{\lambda_w} = 0 \quad (6.79)
$$

Considering the heat transfer in the fluids as a quasi-steady process, the following equation is obtained after substituting Equation (3.32) for heat fluxes into Equation (6.79):

$$
\frac{\partial \theta}{\partial Fo} + \frac{\partial^2 \theta}{\partial \zeta^2} + Bi_{s1} \xi_{r_1} e^{r_1 \zeta_1} \left( \theta + \sum_{k=1}^{m} g_k \xi_k \frac{\partial^k \theta}{\partial \xi^k} \right) + Bi_{s2} \xi_{r_2} e^{r_2 \zeta_2} \left[ \theta - \theta_{s}(Fo) + \sum_{k=1}^{m} g_k \xi_k \frac{\partial^k \theta}{\partial \xi^k} \right] + \frac{dT_{w1}}{dFo} - q_v = 0 \quad (6.80)
$$

$$
\theta = \frac{T_w - T_{w1}(t)}{T_{w2}(0) - T_{w1}(0)}, \quad \theta_{s} = \frac{T_{w2}(t) - T_{w1}(t)}{T_{w2}(0) - T_{w1}(0)}, \quad Fo = \frac{\alpha_w t}{L^2} \quad (6.81)
$$

where the Biot number is defined by Equation (6.43). Equation (6.80) describes an unsteady heat transfer in symmetrical or asymmetrical flow past one or two sides of a thermally thin plate at different flow regimes of Newtonian or non-Newtonian power fluids. Similar equations can be derived considering other unsteady heat transfer problems, for example, those that are studied above in the case of steady-state heat transfer.

Partial differential Equation (6.80) may be solved using a series of eigenfunctions. Consider the case when the exponent $r/s$ and coefficients $g_k$ are the same for both sides of the plate. Equation (6.80) simplifies in this case and takes the form

$$
\frac{\partial \theta}{\partial Fo} + \frac{\partial^2 \theta}{\partial \zeta^2} + Bi_{s1} \xi_{r_1} e^{r_1 \zeta_1} \left( \theta + \sum_{k=1}^{m} g_k \xi_k \frac{\partial^k \theta}{\partial \xi^k} \right) - \sigma \theta_{s}(Fo) + \frac{dT_{w}}{dFo} - q_v = 0 \quad (6.82)
$$
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where $Bi_{\zeta} = Bi_{1,2} + Bi_{2,2}$, $\sigma = Bi_{1,2}/Bi_{1,2}$. Using this equation with the first two derivatives, Equation (6.82) is multiplied by function $E$ to transform it to a Sturm-Liouville equation:

\[
\frac{\partial}{\partial \zeta} \left( E_1 \frac{\partial \theta}{\partial \zeta} \right) + E_2 \frac{\partial \theta}{\partial \zeta} = E \left[ \frac{\partial \theta}{\partial \text{Fo}} - \sigma \theta_{\infty} (\text{Fo}) + \frac{dT}{d\text{Fo}} - q_v \right]
\]

(6.83)

\[
E = (1 - g_2 Bi_{1,2} \zeta^{2-1/\gamma})^{(1/\gamma)(1/2-z-1)}^{-1}, \quad E_1 = E (1 - g_2 Bi_{1,2} \zeta^{2-1/\gamma}) \quad E_2 = -EBi_{1,2} \zeta^{r-1/s}
\]

(6.84)

Eigenfunctions of the corresponding homogeneous problem are determined by the following equation:

\[
(E_1 W_n)' + E_2 W_n = -\omega_n E W_n, \quad W_n (0) = W_n (1) = 0
\]

(6.85)

where $\omega_n$ are eigenvalues. Because $g_2 < 0$ and $r/s < 1$, the functions $E$ and $E_i$ in the interval of variation $0 \leq \zeta \leq 1$ have no singularities, while $E_2 \to \infty$ when $\zeta \to 0$. However,

\[
J = \int \left| \frac{E_2}{E_1} \right| d\zeta = Bi_{1,2} \int \frac{\zeta^{r-1/s}}{1 - g_2 Bi_{1,2} \zeta^{2-1/s}} d\zeta
\]

(6.86)

is finite for any distance within the interval $0 \leq \zeta \leq 1$. This follows from the fact that as $\zeta \to 0$, $J \to Bi_{1,2} \zeta^{r-1/s} (1 - r/s)$ and, hence, $J \to 0$. Because the integral (6.86) is finite, the Sturm-Liouville problem in question is regular, and the classic results are valid for it.

Equation (6.85) can be refined if one determines heat flux using integral form (Equation 3.40) instead of series (3.32). Then, instead of Equations (6.82) and (6.85), one finds

\[
\frac{\partial \theta}{\partial \text{Fo}} - \frac{\partial^2 \theta}{\partial \zeta^2} + Bi_{1,2} \zeta^{r-1/s} \left[ \int_{0}^{\zeta} f \left( \frac{\xi}{\zeta} \right) d\xi + \theta(0, \text{Fo}) \right] - \sigma \theta_{\infty} (\text{Fo}) + \frac{dT}{d\text{Fo}} - q_v = 0
\]

(6.87)

\[
(E_1 W_n)' + E_2 \left[ \int_{0}^{\zeta} f \left( \frac{\xi}{\zeta} \right) dW_n d\xi + W_n (0) \right] = -\omega_n E W_n, \quad W_n (0) = W_n (1) = 0
\]

(6.88)

The first four eigenvalues (Table 6.4) and eigenfunctions (Figures 6.21 and 6.22) are calculated for laminar and turbulent flows. This is done by numerical integration of Equation (6.83) and then the results are refined using
Equation (6.88) to compute the correction $\varepsilon(\zeta)$ according to Equation (6.9). The solution in the vicinity of $\zeta = 0$ is presented as in steady-state problems by series (6.45).

The solution of Equation (6.83) or Equation (6.87) determining the sought temperature distribution is presented in a series of eigenfunctions. In the case

<table>
<thead>
<tr>
<th>$B_i$</th>
<th>$v_1$</th>
<th>$v_2$</th>
<th>$v_3$</th>
<th>$v_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.944</td>
<td>12.88</td>
<td>43.20</td>
<td>92.70</td>
</tr>
<tr>
<td>2</td>
<td>4.000</td>
<td>15.89</td>
<td>46.27</td>
<td>96.16</td>
</tr>
<tr>
<td>10</td>
<td>20.16</td>
<td>39.05</td>
<td>73.38</td>
<td>125.9</td>
</tr>
<tr>
<td></td>
<td>1.250</td>
<td>11.40</td>
<td>41.15</td>
<td>90.60</td>
</tr>
<tr>
<td></td>
<td>2.530</td>
<td>12.93</td>
<td>42.80</td>
<td>92.32</td>
</tr>
<tr>
<td></td>
<td>1266</td>
<td>25.15</td>
<td>56.04</td>
<td>106.3</td>
</tr>
</tbody>
</table>

Figure 6.21
Eigenfunctions $W_n(\zeta)$ for unsteady conjugate heat transfer. Laminar flow. Pr > 0.5, (a) $B_i = 1$, (b) $B_i = 2$, (c) $B_i = 10, 2, 3, 4$-function numbers.
of thermally isolated ends of the plate, this solution has the following form:

\[ \theta = \sum_{n=1}^{\infty} N_n(Fo)W_n(\zeta) \]  

\[ N_n(Fo) = C_n \exp(-\omega_n Fo) - \int_0^{Fo} \exp\{-\omega_n (Fo-\tilde{Fo})\} \left[ \tilde{a}_n (T(\zeta,Fo) - \sigma \tilde{\theta}(\tilde{Fo}) - b_n(\tilde{Fo})) \right] d\tilde{Fo} \]

where the decomposing coefficients of \( a_n \) and \( q_n(\zeta,Fo) \) are determined as

\[ a_n = \int_0^1 E(\zeta)W_n(\zeta)d\zeta, \quad b_n = \int_0^1 E(\zeta)W_n(\zeta)q_n(\zeta,Fo)d\zeta \]

Coefficients \( C_n \) should be found similar using the initial temperature distribution \( \theta(\zeta,0) \).

FIGURE 6.22
Eigenfunctions \( W_n(\zeta) \) for unsteady conjugate heat transfer. Turbulent flow. \( Pr = 0.7 \), \( a) Bi_x = 1 \), \( b) Bi_x = 2 \), \( c) Bi_x = 10, 1, 2, 3, 4 \)-function numbers.
If the ends of the plate are heated using fluxes $q_0(0, F_0)$ and $q_L(1, F_0)$, the problem is reduced to the case with the isolated ends by the following substitution:

$$\tilde{\theta} = \theta + q_0(0, F_0) (\zeta - \zeta^2 / 2) + q_L(1, F_0) \zeta^2 / 2$$

(6.91)

For a simple case wherein there are no sources and the temperature of the inflowing stream varies linearly with time, $T_\infty(0) = \text{const}$, $\theta_\infty = 0$, and $\theta(\zeta, 0) = 0$, one gets

$$N_n(F_0) = \text{const}(\alpha_n / \omega_n)[1 - \exp(-\omega_n F_0)]$$

(6.92)

It is seen from Figure 6.23 that the heat flux is less at the beginning and greater at the end of the plate than that obtained by traditional calculation. In this case, the temperature head grows in the flow direction, and, therefore, the difference is only ±(20 – 25)%.

As follows from Table 5.1, the coefficient $g_{01} = 2.4$ at the derivative with respect to time is about four times greater than $g_{10} = 0.63$ at the derivative with respect to the coordinate. This means that the conjugation effect is considerable in the case of unsteady heat transfer than that in steady or quasi-steady heat transfer.

The eigenfunctions $W_n(\zeta)$ are independent of boundary conditions of a particular unsteady problem and are, therefore, similar to functions (Equation 6.52) for steady heat transfer and are universal in this respect. The technique of using these functions for solving a particular unsteady problem is similar to that of the considered above case of steady heat transfer.
6.7 Integral Transforms and Similar Methods

The basic idea of any transform is the hope that the transformed equation can be solved more easily. For example, the Laplace transform converts the ordinary equation in an algebraic expression, and the partial equation is transformed into an ordinary differential equation. Thus, in this case, the transformed subsidiary equations are simpler and, in general, can be solved more readily. However, here arises another problem due to the fact that the most difficult procedure (except the simplest tabulated cases) is to inverse the solution from the Laplace space back to physical variables.

The Laplace transform as applied to conjugate heat transfer problems is extensively used by Sucec. Some of his results are considered in Chapter 2, because these solutions are found using linear or uniform (slug) velocity distribution across the boundary layer. Presented here are some of his other works carried out without those approximations. Many other studies are performed using the integral transform. For example, Rizk et al. [35] used slug approximation and this approach to study heat transfer from a small strip, and Travelho and Santos [36] investigated the unsteady heat transfer in a circular duct.

Some conjugate heat transfer problems are solved by applying the subsidiary equations in different ways or using the solution of a similar problem to a given one. In contrast to integral transforms, those approaches are approximate. Examples of such solutions are also considered in this section.

Example 6.15: A Parallel Plate Duct with Isolated Outer Surfaces and a Periodically Varying Inlet Temperature of Laminar Flow [37]

In the case of a fully developed velocity profile and neglecting an axial conduction, the energy balances on the fluid and on the wall lead to the following problems:

\[
\frac{\partial \theta}{\partial t} + u_m \left( \frac{y}{R} + \frac{y^2}{2R^2} \right) \frac{\partial \theta}{\partial x} = \alpha \frac{\partial^2 \theta}{\partial y^2}, \quad x = 0, t > 0, 0 \leq y \leq R, \quad \theta = \theta_0 \sin \omega t \tag{6.93}
\]

\[
y = 0, t > 0, x > 0, \rho \alpha \Delta c_{pm} \frac{\partial \theta}{\partial t} - \lambda \frac{\partial \theta}{\partial y} = 0, \quad y = R, t > 0, x > 0, \frac{\partial \theta}{\partial y} = 0 \tag{6.94}
\]

Here \(\theta, \theta_0, R\) and \(u_m\) are temperature excess, amplitude, a half height of a duct, and a mass average velocity. For the periodic state, no initial condition is needed. In the improved quasi-state approach (Example 2.2), the heat flux is defined as

\[
a_m = \int_{0}^{\pi} G(\bar{x} - \xi) \frac{\partial \theta}{\partial \xi}(\xi, \tau) d\xi \quad \bar{x} = \alpha t / R^2 u_m \quad \tau = t - x / u_m \tag{6.95}
\]
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for the second time domain \( \tau \geq 0 \) (after the transient first time domain). The kernel \( G(x) \) is related to the solution of the case of steady-state heat transfer in a duct with isothermal walls. In contrast to the solution given in Example 2.2 with linear velocity distribution in a boundary layer, here the kernel is determined using the expression for heat flux found with the actual velocity profile. In this case for the wall temperature, one gets

\[
G(x) = \frac{\lambda}{R} \sum_{n=0}^{\infty} G_n \exp \left( -\frac{\mu_n^2 x}{8} \right),
\]

where \( \mu_n \) are eigenvalues. The Laplace transform of this equation with respect to \( \xi \) yields

\[
\frac{d\hat{\theta}}{d(\omega \tau)} + \frac{1}{\Delta} \int_0^\infty \left[ \sum_{n=0}^{\infty} G_n \exp \left[ -\frac{\mu_n^2}{8} (x - \xi) \right] \right] \frac{d\theta}{d\xi} d\xi = 0,
\]

where \( \Delta \) is the periodic unsteady-state portion gives

\[
\frac{\hat{\theta}}{\theta_0} = \frac{\sigma^2 s \sin \omega \tau}{1 + \sigma^2 s^2} - \frac{\sigma \cos \omega \tau}{1 + \sigma^2 s^2}, \quad \sigma = \frac{1}{\Delta} \sum_{n=0}^{\infty} \frac{G_n}{s + (\mu_n^2/8)}
\]

Expanding the last equation for small \( \sigma \) and taking into account that \( \mu_0 < \mu_1 < \mu_2 \ldots \) one gets

\[
\sigma = \frac{1}{\Delta} \sum_{n=0}^{\infty} \frac{G_n}{s + (\mu_n^2/8)} = \frac{1}{\Delta} \left[ \sum_{n=0}^{\infty} \frac{G_n}{s + (\mu_n^2/8)} + \sum_{n=0}^{\infty} \frac{G_n}{s + (\mu_n^2/8)} \right] \text{ (for large } x) \]

After using this result, expression (6.98) becomes a fraction of polynomials in \( s \) (see Equation 6.100) and can be inverted by standard procedure. To check the accuracy, the calculation for \( j = 0 \) and 2 for \( \Delta = 1, 2 \) and 10 in the case of slug velocity \( u_j \) are performed. Comparing the results with exact solution [38], complete agreement is found for \( j = 2 \) and \( x \geq 0.1 \). Then the temperature (for \( j = 0 \) and similar for \( j = 1 \) and 2), heat flux, and bulk mean temperature are defined:

\[
\frac{\theta_j}{\theta_0} = \frac{Q_j(s) \sin \omega \tau - Q_j(s) \cos \omega \tau}{P(s)}, \quad \frac{\theta_0}{\theta_0} = \sin \omega \tau + \Delta \int_0^\infty \frac{d\theta}{d(\omega \tau)} d\xi
\]

The usual quasi-state and finite-difference solutions are obtained as well for comparison.
The basic result of this study is that an improved quasi-state approach based on the actual velocity profile and corresponding heat flux can be used with acceptable accuracy within and beyond the thermal entrance region of a duct. At the same time, the improved quasi-state approach based on the linear velocity profile given in Example 2.2 is restricted to the entrance region only, while the standard quasi-state approach is acceptably accurate basically in a thermally developed region. The last result is expected, because from general consideration, it follows that the quasi-state approximation usually fails at the beginning of the process (Section 6.6.1).

Sucec considered two other problems in the same formulation. In the first problem, the unsteadiness is caused by a sudden change of ambient temperature [39] and in the second by a sinusoidal variation with axial position generation in the wall [40]. In both cases, only the fastest part of the process is studied. Using this fact, the governing equation (Equation 6.93) in the first problem is simplified, and then after applying the Laplace transform, an exact solution is obtained. The same equation (Equation 6.93) in the second problem should be considered together with energy balance for generation. For this more complicated problem, the solution is found by the approximate method of a two integral equation. Theoretically, this method is similar to that which the author calls an improved quasi-steady approach outlined in this example. Details can be found in the literature [41]. Comparison of the results obtained in both problems with finite-difference and usual quasi-steady solutions lead to basically the same conclusion as just discussed in Example 6.15: the simple usual quasi-steady approach fails in the fast, beginning part of the process, and the more complicated methods are much better in this region.

**Example 6.16: Alternative Quasi-Steady Approach**

The quasi-steady approach similar to that discussed in Example 6.15 is suggested by Karvinen [42], who used as a subsidiary equation the same expression for steady-state heat flux but for a tube:

\[
q_w(\bar{x}) = 4\lambda \int_0^\infty \sum_{n=0}^\infty G_n \exp[-\mu_n^2(\bar{x} - \xi)]dT_w(\xi)
\]

(6.101)

where \(G_n\) and \(\mu_n\) are eigenfunctions and eigenvalues and \(\bar{x} = \lambda x/\rho c_p d_t^2 u_m\).

This expression is applied to obtain a differential equation determining the lumped wall temperature:

\[
\rho c_p d_1 A \frac{dT_w}{\lambda k} + 8\lambda \int_0^\infty \sum_{n=0}^\infty G_n \exp[-\mu_n^2(\bar{x} - \xi)]dT_w(\xi) + d_2 h_w(T_T - T_w)
\]

(6.102)

where \(d_1, d_T, A, \) and \(h_w\) are tube diameters, wall thickness, and heat transfer coefficient to the surroundings. As an example, the case of a step change in inlet temperature is considered for the channel and for a tube. The wall temperature is calculated numerically, approximating the integrand by a series. Numerical results are in agreement with experimental data obtained by the author.
Example 6.17: A Parallel Plate Duct with an Outer Wall Subjected to Convection with Environment and Turbulent Flows with a Periodically Varying Inlet Temperature [43]

Considering quasi-steady approximation and thermally thin radial lamping walls, the authors transform the original complex system of equations and boundary conditions to a simpler periodic problem assuming the solution in the following form (notations in Example 6.15):

\[
\bar{v}(r) \frac{\partial \theta(r, \bar{x})}{\partial \bar{x}} = \frac{\partial}{\partial r} \left[ \epsilon(r) \frac{\partial \theta(r, \bar{x})}{\partial r} \right] - i \bar{\omega} \theta(r, \bar{x})
\]

\[
\frac{\partial \theta}{\partial r}(1, \bar{x}) + \left( \text{Bi} + i \frac{\bar{\omega}}{\text{Lu}} \right) \theta(1, \bar{x}) = \frac{b}{\alpha} \frac{\partial^2 \theta(1, \bar{x})}{\partial x^2}
\]

(6.103)

\[
\Theta(r, \bar{x}, r) = \theta(r, \bar{x}) \exp(i \bar{\omega} \bar{x}), \quad 0 < r < 1, \bar{x} > 0, \quad \bar{\omega} = \frac{\omega R^2}{\alpha}
\]

\(\theta(\bar{r}, 0) = 1, 0 \leq \bar{r} \leq 1, \frac{\partial \theta}{\partial \bar{r}}(0, \bar{x}) = 0, \bar{x} > 0,\)

\[
\Theta = \frac{T(r, \bar{x}, \bar{r}) - T_{\infty}}{\theta_0}, \bar{x} = \frac{x}{r_1 \alpha}, \quad \bar{r} = \frac{r}{R}, \quad \bar{\tau} = \frac{\alpha t}{R^2}, \quad \bar{\Lambda} = (r_2 - r_1) \nu r_1
\]

(6.104)

\[
\epsilon = 1 + \frac{V_{in}}{\alpha} (Pr = Pr_{lu} = 1), \quad \text{Lu} = \rho c_p / \rho_a c_{pw}, \quad b = \frac{\Lambda}{\alpha R^2} \left( \frac{\lambda_a}{\lambda} \right)
\]

\[
\text{Bi} = \frac{h_r R}{\lambda}, \quad \text{Pe} = \frac{u_{max} R}{\lambda}
\]

where \(\varepsilon\) is eddy diffusivity, \(\text{Lu}\) is the Luikov number (Section 6.6.1), \(\theta\) is quasi-steady temperature, and \(\bar{\omega} = \omega / \omega_{max}\).

Solution of this simplified problem strongly depends on the evaluation of the complex eigenvalues and eigenfunctions of the corresponding nonclassical Sturm-Liouville problem in the complex domain. For such a problem, no known solution is available. To find an approximate solution, the generalized integral transform is used by considering a subsidiary problem that is related to the classical steady Graetz problem:

\[
\frac{d}{dr} \left[ \epsilon(r) \frac{d \psi(\mu, r)}{dr} \right] + \mu^2 \bar{v}(r) \psi(\mu, r) = 0, \quad \frac{d \psi(\mu, r)}{dr} = 0, r = 0, \quad \frac{d \psi(\mu, r)}{dr} + \text{Bi} \psi(\mu, r) = 0, \quad r = 1
\]

(6.105)

The eigenfunctions set of this system yields the pair of integral transform and inversion:

\[
\theta(\bar{r}, \bar{x}) = \sum_{i=1}^{\infty} \frac{\psi(\mu_i, r)}{N_i} \Theta(\bar{r})
\]

\[
\Theta_{i,a}(\bar{x}) = \int_0^{\infty} \bar{v}(r) \frac{\psi(\mu_i, r)}{N_i} \theta(\bar{r}, \bar{x}) d\bar{r}, \quad N_i = \int_0^{\infty} \bar{v}(r) \psi^2(\mu_i, r) d\bar{r}
\]

(6.106)
Applying these relations to transform Equation (6.103) after some standard procedures and algebraic manipulations given in Reference [43], leads to expressions for the wall and fluid bulk temperatures and wall heat flux in polar form in terms of amplitudes and phase lags:

\[
\Theta_w(\bar{x}) = A_w(\bar{x}) \exp[-i\phi_w(\bar{x})], \quad A_w(\bar{x}) = \{\text{Re}\Theta_w(\bar{x})|^2 + |\text{Im}\Theta_w(\bar{x})|^2\}^{1/2},
\]

\[
\phi_w(\bar{x}) = -\tan^{-1}\frac{\text{Im}\Theta_w(\bar{x})}{\text{Re}\Theta_w(\bar{x})}
\]

(6.107)

Numerical results show the effects of the parameters: conjugation (Lu), wall axial conduction (b), and Biot number (Bi). For the smallest values of Lu = 5 \cdot 10^{-3}, the oscillations in the fluid temperature are damped within a short distance from the duct inlet because of the larger thermal capacitances of the wall. For the larger values of Lu = 5 \cdot 10^{-3}, the thermal wave penetrates farther downstream due to the smaller thermal capacitance of the wall and, consequently, requires a longer length for the same amount of heat to be stored at the wall. The amplitudes of the wall temperature are attenuated when parameter b increases. This occurs due to improved heat diffusion along the wall, especially very close to the inlet where the thermal gradients are larger. The amplitudes decay slower when the Reynolds number increases from 10^4 to 10^5. In the case of b = 0, the wall temperature amplitudes decay faster as the value of Lu decreases. The effect of Lu on the amplitude of the bulk fluid temperature is similar to that for the wall temperature, and the effect of axial wall conduction on bulk fluid temperature turns out to be little. Similar trends are observed with higher Biot number, because an increasing Biot number decreases the wall amplitudes as the external thermal resistance becomes smaller. The smaller is the value of Lu, the larger the heat flux amplitudes. This occurs due to significant attenuation in the wall temperature. On the other hand, with the larger Lu, the axial wall conduction leads to an increase in the heat flux amplitudes. This effect is more pronounced at the inlet and is negligible for smaller values of Lu.

These results are obtained in the case of fixed dimensionless frequency \(\bar{\omega} = 0.1\) and indicate, in particular, that for systems of gases flowing inside metal walls, the effect of conjugation cannot be neglected in regions close to the inlet.

### 6.8 Solutions in Asymptotic Series in Eigenfunctions

Asymptotic solutions are obtained for small and large axial coordinates in different conjugate heat transfer problems. Luikov et al. in an early work [28] gave the solution of heat transfer problems for a plate in a compressible fluid and for flows in the channel and tube. They used the Fourier sine transform,
reducing the system of governing equations to an integral equation with a solution presented by an asymptotic series. Stein et al. [44] presented an asymptotic analysis of conjugate heat transfer from a flush-mounted source in an incompressible fluid flow with linear velocity distribution across the boundary layer. Wang et al. [45] obtained an asymptotic solution of conjugate heat transfer between a laminar impinging jet and a disk with given temperature or heat flux distribution on its surface. The asymptotic conjugate analysis of the drying process on a continuously moving porous plate is given by Grechannyy et al. [46,47]. They studied the effect of the temperature and concentration heads distribution on heat and mass transfer from such a plate to the fluid entrained by it moving.

Several authors presented asymptotic solutions of conjugate heat transfer in the channels and tubes. Davis and Gill [48] considered heat transfer between the Poiseuille-Couette flow in a parallel plates channel studying the effects of axial conduction by eigenfunctions method. The method of eigenfunction is also used by Hickman [49], who obtained an asymptotic solution for the Nusselt-Graetz problem taking into account the effect of the wall but neglecting the axial conduction. Lee and Ju [50] solved a conjugate problem for a duct in the case of high Prandtl numbers, and Papoutsakis and Ramkrishna [51] presented a solution of a more complicated case of a low Prandtl number when axial conduction in a fluid should be taken into account. These solutions that are based on the asymptotic expansion of the Graetz method are efficient for high abscissas but converge slowly for small values of $x$. Pozzi and Lupo [52] have provided a solution of a conjugate heat transfer problem for a duct, which is efficient for small values of $x$.

Example 6.18: Heat Transfer between a Flush-Mounted Source on an Infinite Slab and an Incompressible Fluid Flow [44]

In this case, the thermal boundary layer develops inside the dynamic boundary layer starting from the front edge of the heated strip. Therefore, it is reasonable to use a linear velocity distribution across the thermal boundary layer. Because the axial conduction of a fluid is taken into account, both equations for body and for fluid become elliptic, which makes the solution complicated. The governing mathematical model is

\[
\frac{\partial T}{\partial x} = \alpha \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} \right), \quad \frac{\partial^2 T_s}{\partial x^2} + \frac{\partial^2 T_s}{\partial y^2} = 0
\]

(6.108)

\[
T_s \rightarrow 0, \quad x \rightarrow \infty, \quad T \rightarrow 0, \quad x^2 + y^2 \rightarrow \infty, \quad \lambda \frac{\partial T}{\partial y} = \lambda_w \frac{\partial T_s}{\partial y}, \quad |x| > \frac{L}{2}, \quad \frac{\partial T_s}{\partial y} \bigg|_{y=\Delta}
\]

(6.109)

where $L$ is the heat source length and the last equation corresponds to an insulated slab.
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The Fourier integral transforms the problem in the upper half-plane:

\[ \frac{\partial^2 T}{\partial y^2} - s^2 T = 0, \quad \text{is cy} = \alpha \left( \frac{\partial^2 T}{\partial y^2} - s^2 T \right), \]

\[ \frac{\partial T_s}{\partial y} (s,-\lambda) = 0, \quad T_s (s,0) = \bar{T} (s,0) = \bar{T}_w (s) \tag{6.110} \]

The solution of the first equation is a simple task. The second is transformed to an Airy equation by introducing a new variable instead of \( y \).

Solutions of both equations are as follows:

\[ T_s (s,y) = \bar{T}_w (s), \quad \bar{T} (s,\zeta) = C_1(s)Ai(\zeta) + C_2(s)Bi(\zeta) \tag{6.111} \]

\[ \zeta = (iP s)^{3/2} y + (iP - 2^{3/2} s^{4/3}, \quad P = Pe^2 L^2, \quad Pe = cl^2 \alpha \]

where \( Ai(\zeta) \) and \( Bi(\zeta) \) are Airy functions. Analysis [44] shows that \( C_2(s) = 0 \). Then, after returning back to variable \( y \) and using the last condition (6.110), one obtains

\[ \bar{T} (s,y) = \bar{T}_w \frac{Ai[(iP s)^{3/2} y + (iP - 2^{3/2} s^{4/3}]}{A_i[(iP - 2^{3/2} s^{4/3}]} \tag{6.112} \]

Both solutions for \( \bar{T}_s (s,y) \) and \( \bar{T} (s,y) \) contain unknown \( T_w (s) \), which is defined from condition (6.109), equating it to a heat source. Then, the Fourier transform gives

\[ -q(x) = \left. \frac{\partial T}{\partial y} \right|_{y=0} = \lambda_w \left. \frac{\partial T_s}{\partial y} \right|_{y=0}, \]

\[ \bar{T}_w = \frac{-q(s)LAi}{\lambda_i LPe^{3/2} \frac{A_i[(iP - 2^{3/2} s^{4/3}]}{A_i[(iP - 2^{3/2} s^{4/3}]} - sL \lambda_w \tanh(s\lambda)} \tag{3.113} \]

There are no known techniques to perform an inverse Fourier transform of this expression; thus, authors performed a detailed investigation to get an asymptotic solution for large \( x \). It is found that the leading contribution to the surface temperature is given by

\[ T_w (x) \equiv \frac{3^6 6 Q \Gamma(1/3)}{2\pi(x\lambda)^2 (\rho C_p)^{2/3}} - \frac{Q_m \Gamma(1/3)}{3^2 6 \pi (\rho C_p)^{2/3}} + O(x^{-2/3}) \tag{3.314} \]

Here \( Q \) and \( Q_m \) are the total and the first moment amounts of heat released by the heat source. This term can be classified [44] into a contribution from pure convection, from the interaction of convection and the conduction in a solid, and from the interaction of convection and conduction in the fluid. It is also found that downstream of the heat source, the
Example 6.19: Heat Transfer between Two Fluids Separated by a Thin Wall Flowing Concurrently or Countercurrently in the Double Pipe — Conjugate Graetz Problem [51]

The flow velocities are fully developed. One fluid (1) is flowing in a tubular space of the double pipe, while the other (2) flows in an annular space exchanging the energy with the surroundings. Axial conduction in a fluid and in a wall are taken into account.

The energy equations for fluids and the boundary conditions are as follows:

\[
-\frac{1}{r} \frac{\partial}{\partial r} \left[ \lambda_1 \frac{\partial T}{\partial r} \right] - \frac{\lambda_2}{r^2} + \rho c_p u_1'(r) \frac{\partial T}{\partial x} = 0, \quad u_{x_1} = U_1 \left( 1 - \frac{r^2}{r_1^2} \right),
\]

\[
u = \pm U_2 \left[ 1 - \left( \frac{r}{R} \right)^2 + (\Delta^2 - 1) \ln \left( \frac{r/R}{1} \right) \right]
\]

(6.115)

\[
-\frac{\lambda_2}{r} \frac{\partial T}{\partial r} \bigg|_{r=R} = h_e [T(x,R) - T_0], \quad -\lambda_1 \frac{\partial T}{\partial r} \bigg|_{r=R} = h[T(x,r_1) - T(x,r_1 + \Delta)]
\]

(6.116)

\[
-\lambda_1 \frac{\partial T}{\partial r} \bigg|_{r=r_1} = -\lambda_2 \frac{r_1 + \Delta}{r_1} \frac{\partial T}{\partial r} \bigg|_{r=r_1 + \Delta}, \quad r = 0, \frac{\partial T}{\partial r} = 0
\]

(6.117)

Here \( U \) is the characteristic velocity, \( h \) and \( h_e \) are heat transfer coefficients for the resistance of separated and outer walls, respectively, and \( \Delta = (r_1 + \Delta) / R, r_1, R, r_2 \) are the radii of the inner and outer tubes and width of the annular of the double pipe. The plus at \( u_{x_2} \) is for the concurrent and the minus is for the countercurrent problems.

To decompose the energy equation, two functions are introduced:

\[
S_1(x,r) = \int_0^r \left( -\lambda_1 \frac{\partial T}{\partial x} + \rho c_p u_1 T \right) 2\pi \zeta \, d\zeta,
\]

\[
S_2(x,r) = S_1(x,r) + \int_{r_1+\Delta}^r \left( -\lambda_2 \frac{\partial T}{\partial x} + \rho c_p u_2 T \right) 2\pi \zeta \, d\zeta
\]

(6.118)

Using these functions reduces the solution for each of the fluids to the same two problems:

\[
\frac{\partial S}{\partial x} = -2\pi r \left( -\lambda_1 \frac{\partial T}{\partial r} \right), \quad \frac{\partial S}{\partial r} = 2\pi r \left( -\lambda_1 \frac{\partial T}{\partial x} + \rho c_p u_1 T \right),
\]

\[
S_1(x,r), \ 0 < r < r_1, \ S_2(x,r), \ r_1 + \Delta < r < R
\]
Introducing the dimensionless variables and using Equation (6.116) leads to a system:

\[
\frac{\partial \theta}{\partial \zeta} = \text{Pe}^2 u(\eta) \theta - \frac{\text{Pe}^2}{2\eta} \frac{\partial}{\partial \eta} \theta, \quad \frac{\partial \lambda}{\partial \zeta} = 2\eta \frac{\partial \theta}{\partial \eta}.
\]

\[J(\xi, 0) = 0, \quad \frac{\lambda}{\lambda_1} J(\xi, \bar{\lambda}) = J[\bar{\lambda} - (\Delta / R)] \]  
(6.119)

\[\frac{\partial}{\partial \zeta} \left[ \frac{\lambda}{\lambda_1} J(\xi, \bar{\lambda}) \right] - \left[ \bar{\lambda} - (\Delta / R) \right] \frac{\partial \theta}{\partial \eta} = -2\text{Bi} \lambda \theta(\xi, 1), \]

\[\xi = \frac{x}{R \text{Pe}}, \quad \eta = \frac{r}{R}, \quad \theta = \frac{T - T_0}{T_0}, \quad \text{Pe} = \frac{U_2 R}{\alpha_2}, \quad \text{Bi} = \frac{hR}{\lambda_1} \]  
(6.120)

\[\frac{\partial}{\partial \zeta} \left[ \frac{\lambda}{\lambda_1} J(\xi, \bar{\lambda} - (\Delta / R)) \right] - \left[ \bar{\lambda} - (\Delta / R) \right] \frac{\partial \theta}{\partial \eta} = -2\text{Bi} \lambda \theta(\xi, 1), \]

\[J(\xi, \eta) = \int_0^\infty \frac{1}{\text{Pe} \zeta} + u(\eta) \right] 2\pi \zeta \text{d}\zeta, \]

\[u(\eta) = u_1(\eta) = \frac{\text{Pe}_1}{\text{Pe}_2} \left[ 1 - \frac{\eta^2}{[\bar{\lambda} - (\Delta / R)]^2} \right], \quad 0 < \eta < [\bar{\lambda} - (\Delta / R)] \]  
(6.122)

\[J(\xi, \eta) = \frac{\lambda_1}{\lambda_2} J[\bar{\lambda} - (\Delta / R)] \left[ \int_0^{\eta} \frac{1}{\text{Pe} \zeta} + u(\eta) \right] 2\pi \zeta \text{d}\zeta, \]

\[u(\eta) = u_2(\eta) = \pm \left[ 1 - \eta^2 + (\bar{\lambda}^2 - 1) \frac{\ln \eta}{\ln \bar{\lambda}} \right], \quad \bar{\lambda} < \eta < 1 \]  
(6.123)

Here \(J(\xi, \eta)\) is dimensionless function \(S(x, r)\), and \(T_0\) is a characteristic temperature.

The numerical calculation is performed for the flow in an annular space around a solid cylinder with a uniform heat source. Two versions are considered: with heat transfer through the outer walls and with insulated outer walls. Solutions are presented in the usual Graetz-type form of asymptotic series of the eigenfunctions. It is known that such series are efficient for high abscissas but converge slowly for small values of \(x\). Authors conclude that in their examples the series converge unusually fast at \(\text{Pe} = 5\) but did not point out the reason for this. They found that unlike the single-stream Graetz problem, the effect of axial heat conduction in the fluid cannot be ignored, even for Peclet numbers larger than 40 to 50, and that Peclet numbers significantly higher than 100 will be required for axial conduction in the fluid to become insignificant.
Example 6.20: Temperature Field in the Entrance of a Plane Duct with a Fully Developed Velocity Profile [52]

The goal of this paper is to give an example of a solution that requires only few terms of the usual eigenfunctions series to obtain good accuracy for small abscissas. Ignoring the axial conduction, the temperatures of a thin wall and of fluid and boundary conditions in dimensionless variables are given as

\[ T_s = T_w + (T_0 - T_w) \frac{y-1}{\Delta y/R}, \quad (1- y^2) \frac{\partial \theta}{\partial x} = \frac{\partial^2 \theta}{\partial y^2}, \]

\[ \theta(0,y) = \frac{\partial \theta}{\partial y} \bigg|_{y=0} = 0, \quad \theta_w - 1 - \Lambda \frac{\partial \theta}{\partial y} \bigg|_{y=1} \]  

(6.124)

where \( T_0 \) and \( T_w \) are outer wall and fluid inlet temperatures; \( \theta = (T - T_{\text{f}})(T_0 - T_{\text{f}}); R \) is the half-height of the duct; the reference lengths for dimensionless \( x \) and \( y \) are \( R \) and \( R \text{Pe} \), respectively; \( \text{Pe} = u_{\text{max}} R / \alpha \); and \( \Lambda = \lambda \Delta / \lambda_s R \) is the coupled parameter.

The Laplace transform of Equation (6.124) yields

\[ \frac{\partial^2 \tilde{\theta}}{\partial y^2} - s(1- y^2)\tilde{\theta} = 0, \quad \frac{\partial \tilde{\theta}}{\partial y} \bigg|_{y=0} = 0, \quad \tilde{\theta}(s,1) - \frac{1}{s} = -\Lambda \frac{\partial \tilde{\theta}}{\partial y} \bigg|_{y=1} \]

(6.125)

The solution of this problem for the transformed fluid and surface temperatures gives

\[ \tilde{\theta}(s,y) = \exp \left[ \frac{(1-y^2)i\sqrt{s}}{2} \right] F_1(s,y) \tilde{\theta}(s,1), \]

\[ \tilde{\theta}(s,1) = \frac{F_1(s,1)}{s} [(1-i\sqrt{s})F_1(s,1) + \Lambda(s+i\sqrt{s})F_2(s,1)] \]

(6.126)

where the two confluent hypergeometric functions \( F(\gamma, \delta, x) \) are

\[ F_1(s,y) = F \left( \frac{1-i\sqrt{s}}{4}, \frac{1}{4}, i\sqrt{s}y^2 \right), \quad F_2(s,y) = F \left( \frac{5-i\sqrt{s}}{4}, \frac{3}{2}, i\sqrt{s}y^2 \right) \]

(6.127)

It is known that to get a solution for small values of \( x \), one should consider an asymptotic solution in the Laplace space for \( s \to \infty \). Using the integral formula for \( F(\gamma, \delta, x) \),

\[ \frac{\Gamma(\delta - \gamma)\Gamma(\delta)}{\Gamma(\gamma)} F(\gamma, \delta, x) = \int_0^1 \exp[\xi(\gamma - 1)\log\xi + (\gamma - \delta - 1)\log(1-\xi)]d\xi \]

(6.128)
and stationary phase method [53], a transformed surface temperature is obtained:

\[
\tilde{\theta}(s, 1) = \sum_{k=0}^{m} a_k r^k \int s \sum_{k=0}^{m} b_k r^k, \quad r = s^{-1/3}
\]  

(6.129)

If \( r_{mk} \) is \( m \) roots of the polynomial in the denominator, this equation can be written as follows:

\[
\tilde{\theta}(s, 1) = \sum A_{mk} \frac{r_{mk}^2 s^{-1/3} - r_{mk} s^{-2/3} + s^{-1}}{r_{mk}^3 (r_{mk}^3 + s)}
\]  

(6.130)

The inverse transform of this function gives the surface temperature in physical space:

\[
\theta_w = \sum_{k=0}^{m} A_{mk} \left[ 1 + \exp \left( -\frac{x}{r_{mk}^3} \right) \right] \left[ \frac{3x^{3/2} \Gamma(1/3)}{r_{mk}^3 \Gamma (1/3)} \right. \\
- \left. \frac{3x^{3/2} \Gamma (2/3)}{2r_{mk}^3 \Gamma (2/3)} \right] \right\}
\]  

(6.131)

In the cases of \( \Lambda \leq 0.01 \) and \( \Lambda \geq 1 \), this result can be simplified to get, respectively,

\[
\theta_w = a_1 \left[ \frac{1 - \Lambda x^{-1/3}}{b_1 \Gamma (2/3) + \frac{\Lambda^2 x^{-2/3}}{a_2 \Gamma (1/3)}} \right],
\]

\[
\theta_w = \frac{1}{\Lambda} \sum_{n=0}^{\infty} c_n \frac{x^{1+n/3}}{\Gamma ([4+n]/3)}
\]  

(6.132)

The first expression is obtained using the asymptotic formula for the hypergeometric function, and the second is a result of the inversion of series given the solution in the Laplace space. Constant coefficients \( a, b, c \) are given in Reference [52].

The fluid bulk mean temperature and the local Nusselt number are defined as

\[
\theta_d(x) = \frac{3}{2\Lambda} \int_0^x [1 - \theta_w(\zeta)] d\zeta', \quad \text{Nu} = \frac{4(\partial \theta/\partial y)_{y=1}}{\theta_w - \theta_{bl}}
\]  

(6.133)

The accuracy given by Equation (6.131) for small and large \( \Lambda \) as well as by the first Equation (6.132) for \( \Lambda \leq 0.01 \) and by the second Equation (6.132) for \( \Lambda \geq 1 \) is shown by comparison of the values of Nusselt numbers computed with the data adopted from Reference [54] which are calculated using 120 terms of the eigenfunction series.
Example 6.21: The Pipe with Hydrodynamically and Thermally Fully Developed Flow and a Thick Wall with Sufficient Heat Conduction and Capacity [55]

For the time domain $t_{\text{max}} < x/2u_m$, the equations and associated conditions are

$$\frac{\partial T}{\partial t} = \alpha \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial T}{\partial r} \right) - \mu \left( \frac{\partial v}{\partial r} \right)^2, 0 < t < t_{\text{max}}, 0 < r < R$$

$$\frac{\partial T_s}{\partial t} = \alpha_w \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial T_s}{\partial r} \right), R < r < R_o$$

$$t = 0, T = T_s = T_i; t > 0, r = 0, \frac{\partial T_s}{\partial r} = 0; r = R, T = T_s, \lambda \frac{\partial T_s}{\partial r} = \lambda_w \frac{\partial T_s}{\partial r},$$

$$r = R_o, q = -\lambda_w \frac{\partial T_s}{\partial r} \quad \text{or} \quad T_s = T_w$$

Using dimensionless variables, one puts these equations and conditions in a unified form:

$$\frac{\partial \theta}{\partial \tau} = f(\tau) \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \theta}{\partial r} \right) + \sigma(\tau), \ \bar{r} > 0, 0 < r < R_o \quad f(\tau) = \left( \frac{1}{k} \right),$$

$$\sigma(\tau) = \left( \frac{\sigma^2}{0} \right) 0 \leq \bar{\tau} \leq 1 \quad \frac{1}{1} \leq \bar{r} \leq \bar{R}_o$$

$$\bar{r} = 0, \ \theta = 0; \ \bar{r} > 0, \ \tilde{r} = 0, \ \frac{\partial \theta}{\partial \tilde{r}} = 0, \ \bar{r} = 1, \ \theta^+ = \theta^- \left( \frac{\partial \theta}{\partial \tilde{r}} \right)^-, \ \left( \frac{\partial \theta}{\partial \tilde{r}} \right)^+ = \Lambda \left( \frac{\partial \theta}{\partial \tilde{r}} \right)^+,$$

$$\bar{r} = \bar{R}_o, \ \frac{\partial \theta}{\partial \tilde{r}} = -\frac{1}{\Lambda} \quad \text{or} \quad \theta = \theta^w$$

Thus, system (Equation 6.134) is transformed into one equation with a single domain with discontinuous properties. In Equations (6.134) and (6.135), $R_o$ is an external pipe radius, $T_R$ is a reference temperature, and $(\cdot)$ and $(\cdot)$ denote the fluid and the wall sides at the interface, $\bar{\tau}$ is defined using formula $u = 2u_m \left( 1 - \bar{r}^2 / R_o^2 \right)$ and a different definition of $\theta$ and is related to boundary conditions on the outer surface of the wall: (a) for a temperature and (b) for a heat flux. The eigenvalue problem associated
with Equations (6.135) and (6.136) is as follows:

\[
\frac{1}{\bar{r}} \frac{\partial}{\partial \bar{r}} \left( \bar{r} \frac{\partial G}{\partial \bar{r}} \right) = -g^2 G, \quad \bar{r} = 0, \quad \frac{\partial G}{\partial \bar{r}} = 0, \quad \bar{r} = 1, \quad G^- = G^+,
\]

\[
\left( \frac{\partial G}{\partial \bar{r}} \right)^* = \Lambda \left( \frac{\partial G}{\partial \bar{r}} \right)^*, \quad \bar{r} = \bar{R}_0, \quad \frac{\partial G}{\partial \bar{r}} = 0 \quad \text{or} \quad G = 0 \quad (6.138)
\]

The solution of this problem can be expressed using the Bessel functions:

\[
G_1 = e_1 J_0(m \bar{r}) + e_2 Y_0(m \bar{r}), \quad 0 \leq \bar{r} \leq 1;
\]

\[
G_2 = f_1 J_0(m \bar{r}/\sqrt{k}) + f_2 Y_0(m \bar{r}/\sqrt{k}), \quad 1 \leq \bar{r} \leq \bar{R}_0 \quad (6.139)
\]

To satisfy the condition for \( \bar{r} = 0 \), it must be \( e_2 = 0 \). To satisfy the last boundary condition at \( \bar{r} = \bar{R}_0 \) for \( \partial G/\partial \bar{r} = 0 \), the remaining three conditions yield

\[
A x = 0 \quad x = (e_1, f_1, f_2)^T
\]

\[
A = 
\begin{bmatrix}
-J_0(g_n) & J_0(g_n/\sqrt{k}) & Y_0(g_n/\sqrt{k}) \\
-(\sqrt{k}/\Lambda)J_1(g_n) & J_1(g_n/\sqrt{k}) & Y_1(g_n/\sqrt{k}) \\
0 & J_1(g_n R_0/\sqrt{k}) & Y_1(g_n R_0/\sqrt{k})
\end{bmatrix} \quad (6.140)
\]

For \( G = 0 \) at \( \bar{r} = \bar{R}_0 \), these three conditions give a similar expression for \( A \) in which functions \( J_0(g_n R_0/\sqrt{k}) \) and \( Y_0(g_n R_0/\sqrt{k}) \) are substituted for the last two functions. The solution of homogeneous Equation (6.140) exists only if \( \det A = 0 \). The last equation gives

\[
G_{1n} = J_0(g_n r), \quad G_{2n} = A_n J_0(g_n r/\sqrt{k}) + B_n Y_0(g_n r/\sqrt{k}) \quad (6.141)
\]

\[
A_n = \frac{J_0(g_n)Y_1(g_n/\sqrt{k}) - (\sqrt{k}/\Lambda)J_1(g_n)Y_0(g_n/\sqrt{k})}{J_0(g_n/\sqrt{k})Y_1(g_n/\sqrt{k}) - J_1(g_n/\sqrt{k})Y_0(g_n/\sqrt{k})} \quad (6.142)
\]

\[
B_n = \frac{(\sqrt{k}/\Lambda)J_1(g_n)J_0(g_n/\sqrt{k}) - J_0(g_n)J_1(g_n/\sqrt{k})}{J_0(g_n/\sqrt{k})Y_1(g_n/\sqrt{k}) - J_1(g_n/\sqrt{k})Y_0(g_n/\sqrt{k})} \quad (6.143)
\]

The function (6.141) does not form an orthogonal set, because the derivative of \( G_n \) is discontinuous at \( \bar{r} = 1 \). However, these functions can be made orthogonal by the weight function that can be found using the method of Yeh [56]. Applying this approach and the condition of orthogonality, the authors find the weight functions for both eigenfunctions \( G_n \):

\[
\sum_{i=1}^{2} \int_{0}^{\bar{R}} G_n(\bar{r})G_m(\bar{r}) f_i d\bar{r} = 0, \quad \text{if} n \neq m, \neq 0 \quad \text{if} n = m, \quad F_1 = 1, F_2 = \Lambda \quad (6.144)
\]
Solutions for the temperature distribution \( \theta(r, \Gamma) \) along the interface in the cases of the outer wall temperature (a) or heat flux (b) boundary conditions are obtained as

\[
\theta = \theta_w + \sum_{n=1}^{\infty} G_n(r) \left[ c_n \exp(-g_n^2 \xi) + \frac{V_n}{g_n^2} \right],
\]

\[
\theta = W_o \Gamma - \frac{1}{\Lambda R_0} \left( \frac{r^2}{2} - \frac{1}{4} \right) + \sum_{n=1}^{\infty} G_n(r) \left[ c_n \exp(-g_n^2 \xi) + \frac{W_n}{g_n^2} \right] \tag{6.145}
\]

\[
V_n = \frac{c \int_0^1 G_{2n}(r)r^2 dr}{\int_0^1 G_{2n}(r)r dr + \frac{\Lambda}{k} \int_0^\pi G_{2n}(r)r dr}
\]

\[
c_n = -\theta_w - \frac{1}{\int_0^1 G_{2n}(r)r dr + \frac{\Lambda}{k} \int_0^\pi G_{2n}(r)r dr} \left[ \frac{\int_0^1 G_{2n}(r)r^3 dr}{\int_0^1 G_{2n}(r)r^2 dr + \frac{\Lambda}{k} \int_0^\pi G_{2n}(r)r^2 dr} - \frac{V_n}{g_n^2} \right] \tag{6.146}
\]

\[
W_n = \frac{\int_0^1 \left( cr^2 + \frac{2}{\Lambda R_0} \right) G_{2n}(r)r^3 dr}{\int_0^{\frac{\pi}{2}} G_{2n}(r)r^2 dr + \frac{\Lambda}{k} \int_0^\pi G_{2n}(r)r^2 dr}
\]

\[
c_n = -\frac{1}{2\Lambda R_0} \left[ \frac{\int_0^1 G_{2n}(r)r^3 dr}{\int_0^1 G_{2n}(r)r^2 dr + \frac{\Lambda}{k} \int_0^\pi G_{2n}(r)r^2 dr - \frac{W_n}{g_n^2}} \right] \tag{6.147}
\]

The numerical results are computed using 50 terms of the series. These results show the following:

1. The temperature decreases with increasing values of the conjugation parameter \( \sqrt{k/\Lambda} = \sqrt{pc_\lambda/\left(pc_\lambda\lambda_\omega\right)} = \sqrt{Lu(\lambda/\lambda_\omega)} \), where \( Lu \) is the Luikov number (Section 6.6.1), and it reaches a steady state in case (a); the temperature also decreases with increasing values of the conjugation parameter and time, but it does not reach a steady state in case (b).
2. The greater the conjugation parameter is, the greater the effect of fluid properties, so that at a given time, the interface temperature is closer to the initial condition \( \theta = 0 \).
3. The temperature increases with the radius and with increasing dissipation.
4. Despite the dissipation, in the case of heat extraction from the outer wall and of high conjugation parameter, the heat flux reversal occurs at the interface.

### 6.9 Superposition and Other Methods

**Example 6.22: Heat Transfer between Two Laminar or Turbulent Concurrent or Countercurrent Flows Separated by a Thin Plate** [57]

Here the method of superposition is used to solve the problem considered in Example 6.5. Substituting Equation (1.38) for heat flux into Equation (6.11) for a thin plate gives

\[
- \int_0^{\xi} f \left( \frac{\xi}{X_1} \right) d\theta_1 d\xi = H \int_0^{\xi} f \left( \frac{\xi}{X_2} \right) d\theta_2 d\xi,
\]

\[
\theta_2 (X_2) - \theta_1 (X_1) = \frac{G}{X_1} \int_0^{\xi} f \left( \frac{\xi}{X_1} \right) d\theta_1 d\xi
\]

\[\theta = \frac{T - T_{\infty}}{T_{\infty} - T_{\infty}}, \quad \lambda = \frac{U_x}{v}, \quad H = \frac{K_2 \lambda_2 \Pr^n_2 (U_x v_1)^{m_2}}{K_1 \lambda_1 \Pr^n_1 (U_x v_1)^{m_1}}, \]

\[G = \frac{K_1 \lambda_1 \Pr^n_1 v_1^{m_1}}{\lambda_a v_1^{m_1}}, \quad f \left( \frac{\xi}{X} \right) = \left[ 1 - \left( \frac{\xi}{X} \right) \right]^{C_2}
\]

Here, \( h = K(\lambda/\lambda) \Re \Pr^n \), \( X_2 = X_1 \) for concurrent and \( X_2 = \Re_1 - X_1 \) for countercurrent flows.

To solve these equations, the interval \( 0 < X < \Re \) is broken up into \( N \) small subintervals \( \Delta_i \). If \( g_x \) denotes \( d\theta/dx \) on the \( k \)th subinterval, Equation (6.148) for the concurrent flows and wall temperatures \( \theta_1 (X_{1,k}) \) and \( \theta_2 (X_{2,k+1}) \) have the forms

\[
- \sum_{k=1}^{N} s_{1,k} \int_{X_{1,k}}^{X_{1,k+1}} f \left( \frac{\xi}{X_{1,k+1}} \right) d\xi = H \sum_{k=1}^{N} s_{2,k} \int_{X_{2,k+1}}^{X_{2,k}} f \left( \frac{\xi}{X_{2,k+1}} \right) d\xi
\]

\[\theta_1 (X_{1,k}) = 1 + \sum_{k=1}^{N} s_{1,k} \Delta_k
\]
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\[
- \sum_{k=1}^{j-1} s_{2,k} \Delta_k - \sum_{k=1}^{j} s_{1,k} \Delta_k - 1 = \frac{G}{\bar{x}^{1-m_1}} \int_{\bar{x}_{k_{j-k}}}^{\bar{x}_k} f \left( \frac{\xi}{\bar{x}_1} \right) d\xi,
\]

\[
\theta_2(\bar{x}_{j+1}) = \sum_{k=1}^{j-1} s_{2,k} \Delta_k \quad (6.150)
\]

Solving the system of \(2N\), those linear algebraic equations, one then calculates temperatures. For the concurrent flows, the computing is simpler because in such a case, \(s_{j,k}\) is calculated recursively, while the matrix is required for the case of countercurrent flows.

Using the numerical results, the effect of parameters \(H\) and \(G\) on the heat transfer intensity is presented. The first parameter is a measure of the relative heat transfer conductance of the streams, and the second is a measure of the conductance of the plate relative to that of one of the streams. The following are determined:

1. For any values of \(H\), a decrease in \(G\) or an increase in \(x = Re_x\) results in limit \(\vartheta = 1/(1 + H)\).
2. For fixed \(H\) and \(G\), heat flux decreases as \(Re_x\) increases because the boundary layer becomes thicker. As \(Re_x \to 0\), the heat flux approaches unity.
3. For given values of \(G\) and \(Re_x\), an increase in \(H\) results in an increased heat flux. However, when \(H\) grows, the rate of that increase decreases. Some other results of this work are considered in Example 2.5.

The heat transfer characteristics in this study are determined by three parameters that can be substituted by two \(H = B_i/\bar{B}_i\) and \(\bar{x}_iG = B_i\) containing only a Biot number for each flow [7].

**Example 6.23: Two Quiescent Fluids Separated by a Vertical Thin Plate [58]**

Although formulation of this problem is similar to the previous one, the solution of it is different because the problem is nonlinear due to natural convection when velocity and energy boundary layer equations are coupling. Therefore, the superposition method is not applicable, and using the same condition (Equation 6.11) for a thin plate, the approximate formula for heat flux in the case of natural convection derived in Reference [59] is employed. As a result, a system defining the plate temperatures is obtained:

\[
C(Pr_1) \frac{\lambda_1}{\lambda_w} R \bar{a}_1^4 \theta_{w_1}^3(\bar{x}_1) \left[ \int_{\theta_{w_1}^0(\xi)}^{\theta_{w_1}^3(\xi)} d\xi \right]^{1/4}
\]

\[
= \bar{q} = C(Pr_2) \frac{\lambda_1}{\lambda_w} R \bar{a}_2^4 \theta_{w_2}^3(\bar{x}_1) \left[ \int_{\theta_{w_2}^0(\xi)}^{\theta_{w_2}^3(\xi)} d\xi \right]^{1/4} \quad (6.151)
\]
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Here, $\bar{c} = x / L$, $\bar{\xi} = 1 - \xi$, and constant $C(Pr)$ is given in Reference [60]. These equations show that the required plate temperatures are dependent on two parameters $H = (\lambda_1 / \lambda_w) (\Delta / L) Ra_1^{1/4}$ and $G = (\lambda_1 / \lambda_2) (\Delta / L) (Ra_1 / Ra_2)^{1/4}$. Equation (6.151) is solved numerically by iterations using 40 intervals for $\xi$ between 0 and 1. Results computed are in reasonable agreement with the author’s experimental data and show the following:

1. When thermal resistances of both fluids are equal, there are sharp temperature variations near the top and bottom of the plate.
2. In this case, the heat flux is symmetrical about the midpoint of the plate and practically constant over about 80% of the central part of it.
3. The more the parameter $G$ departs from unity, the more fluid and thermal resistances differ and the greater is the asymmetry of the flux.
4. The effect of the thermal interaction of the two natural streams is only moderate. The heat transfer coefficients are about 12% higher than those obtained using a constant temperature wall.

Example 6.24: Heat Transfer between Two Fluids Separated by a Vertical Thin Plate Local Similarity Approach [61]

Introducing similarity variables transforms the governing system containing Equations (2.1), (2.2), and (2.3) (without unsteady, pressure gradient, and dissipation terms) to the form

$$Pr F'' + F'' = \frac{2}{3} F'' + (1 + Pr) \Theta = \frac{4}{3} \left( F, \frac{\partial F}{\partial \xi} - F'' \frac{\partial F}{\partial \xi} \right),$$

$$\Theta'' + F \Theta' = \frac{4}{3} \left( F, \frac{\partial \Theta}{\partial \xi} - \Theta' \frac{\partial F}{\partial \xi} \right)$$

$$F(\xi, \eta) = \left( \frac{1 + Pr}{Pr} \right)^{1/4} \frac{\psi(x, y)}{(4/3)^{1/4}}, \quad \Theta(\xi, \zeta) = \frac{T(x, y) - T_1}{T_1 - T_2},$$

$$\xi = x, \quad \zeta = \frac{y}{(4/3)^{1/4}}, \quad \eta = \left( \frac{Pr}{1 + Pr} \right)^{1/4} \zeta$$

These equations refer to both fluids, $T_1 > T_2$, and $x_2 = 1 - x_1$. The boundary conditions are simple: $\eta = 0, F = F' = 0, \eta = \infty, F' = \Theta = 0$, while conjugate conditions are as follows:
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The basic idea of using governing equations in the form of Equation (6.152) is that when $F$ and $\Theta$ are independent of $\xi$, the right-hand parts of equations become zero, and these take a self-similar form. Therefore, the right-hand parts of Equation (6.152) are a measure of the departure of these equations from similarity. The method of solution of such equations is as follows. The first solution is obtained assuming that the right-hand parts of Equation (6.152) are zero. Each of the following approximations is performed calculating these parts and satisfying conjugate conditions using the data of the previous step and finite differences for estimating the derivatives. The details are given in References [61] and [62]. However, it should be noticed that this method of solving the system of the equation required much more computation time then that applied by Viskanta and Abrams [57] (Example 6.22).

The conclusions obtained in this study basically agree with those formulated in Reference [58]. However, there are some differences. In particular, in this analysis, the temperatures near the ends of the plate change more gradually and the predicted temperatures at the top of the cool sides and at the bottom of the warm sides are higher. Another discrepancy is in the values of average Nusselt numbers which in some cases reach 17%. It is worth mentioning that according to Lock and Ko [61], the departure of the velocity and temperature distribution in this conjugate problem from corresponding similar results obtained in this nonconjugate problem is significant.

Example 6.25: A Radiating Plate with an Internal Source and an Insulated Bottom in Laminar or Turbulent Flows [19]

Substituting heat flux

$$q_w = \left( \frac{\lambda}{\Delta} \frac{dT_w}{dx} \right) \Delta - \varepsilon \sigma(T_w^4 - T_{\infty}^4),$$

into formula (Equation 1.50) after introducing dimensionless variables yields the governing equations in the following form:

$$\theta = 1 + C \frac{\lambda_w}{\lambda} \chi \left[ 1 - \left( \frac{\xi}{X} \right)^{C_1} \right]^{3-C_2} \left( \frac{d^2 \theta}{d \xi^2} - \frac{\theta^4}{\Lambda} + \frac{1+\overline{q}_w}{\Lambda} \right) d \xi, \quad C = K \Pr \cdot \text{Re}^{-m}$$

$$\chi = \frac{X}{L}, \quad \Lambda = \frac{\lambda}{L}, \quad \theta = \frac{T}{T_w}, \quad \Lambda = \frac{\lambda_w}{\varepsilon \sigma T_w L}, \quad \overline{q}_w = \frac{q_w \Delta}{\varepsilon \sigma T_w^4}$$

(6.155)
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Expanding the influence function in binominal series and using constants

\[ K = 0.623, \ 3.32, \ n = 1/3, \ 3/5, \ m = 1/2, \ 4/5 \ r = 1/2, \ 4/5, \ C_1 = 3/4, 9/10, \ C_2 = 1/3, 1/9 \]

for laminar and turbulent flows, respectively, leads to the following two equations:

\[
\theta = 1 + C \frac{\lambda_w}{\lambda} x^2 \left[ 3.53 \left( 1 + \frac{\bar{q}_w}{\Lambda} \right) \right] + \sum_{i=1}^{\infty} \left( \frac{\Lambda d^2\theta}{d\xi^2} - \frac{\theta^4}{\Lambda} \right) \left[ \frac{1}{(j-1)^{4/4}} + \frac{8}{9} \frac{(j-1)^{4/4} - (j-1)^{4/4}}{(j-1)^{4/4}} \right] (6.156)
\]

\[
\theta = 1 + C \frac{\lambda_w}{\lambda} x^5 \left[ 9.83 \left( 1 + \frac{\bar{q}_w}{\Lambda} \right) + \sum_{i=1}^{\infty} \left( \frac{\Lambda d^2\theta}{d\xi^2} - \frac{\theta^4}{\Lambda} \right) \right] \times \left[ \frac{1}{(j-1)^{10/10}} + \frac{80}{171} \frac{(j-1)^{10/10} - (j-1)^{10/10}}{(j-1)^{10/10}} + \frac{160}{567} \frac{14^3 - 14^3}{(j-1)^{10/10}} \right] (6.157)
\]

These equations are solved using iterations. The following are some basic conclusions:

1. The high values of plate conductivity (parameter \( \Lambda \)) result in an appreciable decrease of the plate temperature at small \( x \), but by increasing \( x \), this effect reduces.
2. Increasing internal heat generation or enlarging the plate thickness at low conductivity as well as reducing the radiation part of heat (parameter \( \bar{q}_w \)) yields an increase in the plate temperature.
3. Neglecting radiation in turbulent flow does not cause severe errors. The maximum error in plate temperature is about 45.5% in a laminar flow, and the corresponding error in a turbulent flow is only 5.5%.

6.10 Green's Function and the Method of Perturbation


Because the small heated strip is considered, the assumption of a linear velocity distribution across the thermal boundary layer is reasonable (Example 6.18). The equations governing the temperature field in a fluid and a body are as follows:

\[
cy \frac{\partial T}{\partial x} = \alpha \frac{\partial^2 T}{\partial y^2}, \quad \frac{\partial^2 T_s}{\partial x^2} + \frac{\partial^2 T_s}{\partial y^2} = 0
\]

(6.158)
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where \( u_y \) is the velocity distribution. The boundary and the first conjugate conditions are as usual. The second conjugate condition takes into account the heat flux from the strip:

\[
-\lambda \frac{\partial T}{\partial y} \bigg|_{y=0} - \lambda_w \frac{\partial T_s}{\partial y} \bigg|_{y=0} = q_0 f(x)
\]  \( \text{(6.159)} \)

Here \( f(x) \) is a top-hat function equal to unity on \(-a < x < a\) and equal to zero elsewhere.

The temperature along the interface may be stated as an integral of an unknown heat flux and Green’s function:

\[
T_w = \int_{-\infty}^{\infty} q_w(\xi) G(x-\xi) d\xi
\]  \( \text{(6.160)} \)

Here Green’s function \( G(x-\xi) \) is the influence function of type (Equation 1.50) which determines the temperature change at position \( x \) due to an infinitesimal heat flux located at position \( \xi \). Applying relation (6.160) to conjugate condition (6.159) and transforming the integral to a sum yields the system of algebraic equations:

\[
\sum_{j=1}^{m} [\phi(x_i, x_j) + \phi_w(x_i, x_j)] q^*_j = \sum_{j=1}^{m} \phi_w(x_i, x_j) f_j
\]  \( \text{(6.161)} \)

Here \( \phi(x_i, x_j) \) and \( \phi_w(x_i, x_j) \) are influence functions for the fluid and body, and \( q^*_j = -(\lambda / q_0)(\partial T / \partial y)_{y=0} \) is the dimensionless heat flux. The set of \( m \) linear algebraic equations determines \( m \) unknown heat fluxes. Typically, \( m = 32 \) variable-length surface elements are needed to adequately describe the desired unknown \( q^*_j \).

The numerical results are obtained for a wide range of conjugate Peclet number \( \Lambda = (\lambda / \lambda_w) \text{Pe}^{1/3}_c \) and body thickness \( \Delta \). The parameter \( \Lambda = (\lambda / \lambda_w) \text{Pe}^{1/3}_c \) characterizing the relationship between thermal resistances of the fluid and body is a variant of the Biot number (Section 6.1). Distribution of the temperature, heat flux, and average Nusselt number are obtained. The results show that as \( \Lambda \) increases, the temperature everywhere, and at \( \Lambda = 100 \), the temperature is essentially zero upstream of the heated zone. The heat flux entering the fluid grows as \( \Lambda \) increases, and at \( \Lambda = 100 \) approaches 1 on the heated region, which means that most of the heat flows directly to the fluid. Numerical results give the correlation for the average Nusselt number:

\[
\text{Nu} = -\frac{2a}{T - T_w} \left( \frac{\partial T}{\partial y} \right)_{y=0} = 1.5 \Lambda - 1.3 \left( \frac{\Delta}{a} \right) \left( \frac{\Lambda}{\Lambda + 2.2} \right)
\]  \( \text{(6.162)} \)

This formula is applicable for \( 0.01 \leq \Delta / a \leq 100 \) and \( 1 \leq \Lambda \leq 100 \).
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Another example of using Green's function is given in Reference [63] where it is shown how an operator defined in terms of Green's function can be applied to derive the solution of conjugate heat transfer problems.

**Example 6.27: Heat Transfer between a Translating Liquid Drop and Another Immiscible Liquid of Infinite Extent under the Influence of an Electric Field at a Low Peclet Number [64]**

Problems with low Peclet number are required to consider the full energy equation, because in such a case, the term $\frac{\partial^2 T}{\partial x^2}$ is of the same magnitude as the term $\frac{\partial^2 T}{\partial y^2}$. Thus, in this case, the system of governing equations is

$$
\text{Pe} \left( u \frac{\partial \theta}{\partial x} + v \frac{\partial \theta}{\partial y} \right) = \frac{\partial^2 \theta}{\partial x^2} + \frac{\partial^2 \theta}{\partial y^2}, \quad \text{Pe} \left( u \frac{\partial \hat{\theta}}{\partial x} + v \frac{\partial \hat{\theta}}{\partial y} \right) = \frac{\partial^2 \hat{\theta}}{\partial x^2} + \frac{\partial^2 \hat{\theta}}{\partial y^2},
$$

where overhead denotes dispersed phase, coordinates and velocities are referred to a drop radius $R$ and its terminal velocity $U_\infty$, respectively. The heat transfer within the drop is treated as transient because the steady state cannot be attained unless both phases are in thermal equilibrium. The electrodynamic problem in the creeping regime (very low motion) was solved by superposing Taylor and Hadamard-Rybczynski flows [65].

The approximate analytical solution of this complicated problem is obtained in the form of perturbation series considering the Peclet number as a small parameter, $\varepsilon = \text{Pe}$. Such a series describes changes occurring due to the small parameter in the unperturbed solution, which corresponds to the problem with $\text{Pe} = 0$. This last problem refers to the case when heat transfer is provided by conduction without convection.

Two series are employed to get the solution for inner (drop) and outer domains:

$$
\theta^{\text{in}}(r, \varphi) = \sum_{k=0}^{\infty} g_k(\varepsilon) \theta_k^{\text{in}}(r, \varphi), \quad \theta^{\text{out}}(r, \varphi) = \sum_{k=0}^{\infty} G_k(\varepsilon) \theta_k^{\text{out}}(r, \varphi), \quad r = \varepsilon r
$$

These solutions must be matched at the interface asymptotically using the usual conjugate conditions. The temperature is computed up to and including the first order in the Peclet number. To examine the influence of the external field upon the total transport rates, higher-order terms for the host phase are also determined. Some conclusions are as follows:

1. According to the first-order solution, the effect of an electric field alters the temperature and heat flux inside and outside the droplet, but the net heat transfer rate remains unchanged.
2. Unlike the case of thermal transport at high Peclet numbers, where the electric field has a decisive role even with a relatively low strength, no pronounced consequences are observed before the field is increased, and the applied voltage is sufficient.
3. The usage of an electric field is only effective at high values of its strength.
4. The electrodynamic couplings may carry a direct application in combustion where a change in temperature distribution inside a heterogeneous droplet would enhance the likelihood of a secondary atomization.
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7

Numerical Methods for Solving Conjugate Convective Heat Transfer Problems

7.1 Analytical and Numerical Methods

The finite-difference method was developed long before it became a powerful tool for solving differential equations (after the use of computers came to the forefront) [1]. Since the understanding and technique of the finite-difference method seems to be simpler than that of analytical methods, it was believed that the time of analytical methods was over.

Although the techniques of analytical and numerical approaches indeed are different, both methods are based on the same fundamental principles. The distinction between both approaches is only that these basic principles are applied in the former to infinite-small differences, while in the latter they are used for small but finite size values. For example, both analytical and numerical derivatives are determined by the same principle. However, to calculate an analytical derivative, one needs to have some knowledge, and even with that knowledge, sometimes calculations are not easy. At the same time, to obtain the finite-difference derivative using the difference between function values at two grid points is not a problem. This feature of numerical methods makes them seem no less complicated techniques than the analytical approach.

Thus, many researchers, especially young people without experience, start to produce programs for solving different differential equations, trying to study complex contemporary problems. However, it soon became clear that only deeply understanding the properties of each problem and carefully checking and testing the program may lead to the proper numerical solution. Only an investigator who adopted a corresponding part of current knowledge can possess the complex technique of numerical solution, which just seems to be simple, and then interpret the obtained results. Otherwise, an insufficiently considered and prepared program can give an unrealistic outcome.

After the applications of computers were expanded, analytical methods not only retained their importance, but gained new functions as well. In particular, despite the many recommendations and rules for preparing and qualitatively checking numerical programs, the best way to test
and control accuracy is to compare the result obtained by some software program with results obtained by applying the proper simple analytical solution [2].

Some cases when analytical solutions are especially useful are listed below:

1. The formulae for the finite-difference derivatives are typically obtained using a Taylor series. For a grid point \( i \) located midway between points \( i-1 \) and \( i+1 \), using the first three terms of the Taylor series, the following two expressions can be obtained:

\[
\frac{df}{dx} = f_i - (x_i - x_{i-1}) \left( \frac{df}{dx} \right)_i + \frac{1}{2} (x_i - x_{i-1})^2 \left( \frac{d^2f}{dx^2} \right)_i + \ldots \quad (7.1)
\]

\[
\frac{df}{dx} = f_i + (x_i - x_{i-1}) \left( \frac{df}{dx} \right)_i + \frac{1}{2} (x_i - x_{i-1})^2 \left( \frac{d^2f}{dx^2} \right)_i + \ldots \quad (7.2)
\]

By adding and subtracting these equations, one obtains formulae for the first two derivatives:

\[
\left( \frac{df}{dx} \right)_i = \frac{f_{i+1} - f_{i-1}}{x_{i+2} - x_{i-1}} , \quad \left( \frac{d^2f}{dx^2} \right)_i = \frac{f_{i-1} - 2f_{i} + f_{i+1}}{(x_i - x_{i-1})^2} \quad (7.3)
\]

These formulae may be used only if the function in question is analytic. If there are some grid points where the function is singular (e.g., if at these points one or more derivatives become infinite), Equation (7.3) cannot be applied. Such a case is considered in Section 6.4, where it is shown that the wall temperature distribution on a thermally thin plate near \( x = 0 \) is not an analytical function of the coordinate \( x \). It is rather presented as a series in integer powers of variable \( x^{1/5} \), where \( s \) is the denominator of the exponent in the relation for an isothermal heat transfer coefficient. For laminar and turbulent flows, this variable is \( x^{1/2} \) and \( x^{1/5} \), respectively. Some examples and methods for deriving corresponding variables for other cases are given in Section 6.4.2.

It is obvious that the derivative with respect to coordinate \( x \) is proportional to \( x^{-1/2} \) or to \( x^{-4/5} \) for laminar or turbulent flow, or to \( x^{(1/5)-1} \) for any other value of \( s \). Hence, this derivative becomes infinite at \( x = 0 \) for laminar or turbulent flow and for other cases in which an exponent \( r/s \) in the relation for an isothermal heat transfer coefficient is less than unity. However, if one introduces a new variable \( z = x^{1/5} \), the temperature distribution turns into an analytical function, the corresponding derivative with respect to \( z \) becomes finite, and Equations (7.3) can be used.
Another similar situation takes place for the velocity and temperature boundary layer equations in Prandtl-Mises form (Equation 1.3). These equations have a singularity at the body surface where the stream function is zero, \( \psi = 0 \). This follows from the fact that the longitudinal velocity near the surface is proportional to the transverse variable: \( u \sim cy \). This relation holds true because on the surface \( u = 0 \), but \( du/\partial y \neq 0 \) due to the friction. Then, according to continuity equation (1.1), \( du/\partial x - dv/\partial y \), and hence, \( v \sim cy^2 \). Using these estimations and knowing that both convective terms in the thermal boundary equation (1.1) are of the same order \( udT/\partial x \sim vdT/\partial y \), one gets that near the surface \( y(dT/\partial y) \sim 1 \), \( \exp T \sim cy \) and \( T \sim cy \). At the same time, it follows from the definition (Equation 1.3) of the stream function that near the surface \( \psi \sim uy \), and since \( u \sim cy \) for the stream function, one obtains \( \psi \sim cy^2 \). From this, it follows that \( y \sim \psi^{1/2} \) and, finally, \( u \sim cy^{1/2} \) and \( T \sim cy^{1/2} \).

Therefore, near the surface, both derivatives of the velocity and of the temperature with respect to the independent variable \( \psi \) become infinite. Due to this singularity, Equation (7.3) cannot be applied. However, introducing a new variable \( z = \psi^{1/2} \) solves this problem again. Thus, analytical analysis leads to understanding what variable should be used to overcome the singularities of boundary layer equations, in particular, and in the case of numerical solutions as well.

2. The other difficulty that usually arises in preparing a program for numerical solution is attaining the proper distribution of the grid points inside a considered domain. This distribution should correspond to the distribution of the studied function gradients. In achievement of this conformity, one can get significant information by analyzing a field of an interested function in the analytical solution of a similar problem. In particular, it is known from exact solutions of the boundary layer problems that the maximum values of the velocity and temperature gradients are at the wall. These maximum gradients gradually decrease as the distance from the wall grows until they become zero at \( y \to \infty \).

On the basis of this information, one creates a grid with corresponding distribution point or applies a special variable, for instance, \( z = \Delta/\sqrt{[1-(y/\delta)]} \), where \( \Delta \) is a size of a mesh at the wall, which decreases as the distance from the wall grows.

3. Analytical solutions are useful as well when one needs to choose a function for approximately describing the solution behavior between the grid points. It is obvious that this function should be as close as possible to actual dependence. Because this actual function is unknown, the best way to find one of the closest to it is to examine a proper analytical solution. In particular, for the case of a
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numerical solution of a boundary layer equation, it is reasonable to apply the polynomial or some other approximate distribution that are usually used in integral methods (Section 14).

4. Apparently, the most important function of analytical solutions is that they can be used as a reference in checking and testing the software. Comparing the computation results of the same problem with an exact analytical solution, one determines not only the usefulness of the program in general, but estimates as well the deviations of obtained values from exact data.

The examples presented here demonstrate the role of analytical results in developing the software for numerical solutions. At the same time, there is no doubt of the significance of the numerical approaches in obtaining the digital data from analytical solutions. Therefore, there is no reason to oppose the analytical and numerical methods; rather, it is reasonable to consider both approaches as a united, combined method of investigation and solution of contemporary theoretical and practical problems. In fact, the numerical and analytical methods are two means supplementing each other. The former is a powerful technique for obtaining an approximate solution of almost any complex problem using a known mathematical model, and the latter provides the possibility of finding some exact solutions of relatively simple problems, investigating general properties of studied phenomena, and developing models on a basis of these data. Because any contemporary problem is a challenge, only by using both methods in combination could one expect to obtain adequate results.

The author hopes that this book is a convincing example of the fruitfulness of such a complex approach. If the exact and highly accurate approximate solutions of the nonisothermal and conjugate heat transfer problems presented in Chapters 3 through 6 were used for checking and testing numerical methods, in particular, those described in this and the following chapters, then the author would believe that the goal of his work is achieved.

7.2 Approximate Analytical and Numerical Methods for Solving Differential Equations

Approximate methods for solving differential equations were developed and widely used many years before they became a basis of modern numerical methods after computers start to become common, powerful tools for calculation. However, before the computer era, these methods were used only for the entire computation domain of interest; therefore, they were applied as analytical approaches. The use of computers makes it possible to divide the computation domain into small subdomains and apply the
same approximate methods for each one. It is obvious that this pattern vastly increases the possibilities and the accuracy of these simple analytical approaches and converts them, in essence, into contemporary numerical methods.

Numerical methods differ in their methods of discretization of the computation domain and in the analytical approximate methods for solving the differential equations for each subdomain. Depending on the first procedure, the numerical methods can be classified into three basic groups: the finite-difference method (FDM), finite-element method (FEM), and boundary-element method (BEM). The old one, the finite-difference method [1] usually uses uniform grids for discretization and calculates in the points of these grids the numerical derivatives by formula (7.3), which are a finite-difference version of the usual derivatives in calculus. The two other techniques compute the values of the studied function in each usually irregular distributed subdomain using different approximate methods, as previously these were applied analytically for entire domains.

The distinction between these two last approaches results from various numbers of subdomains that are needed to obtain a solution. The finite-element method required employing the subdomains of the whole field of an investigated function, but the boundary-element method used only a part of the whole number of subdomains located just on the boundaries.

There are also two of the most widely used modern modifications of the finite-difference method (CVFDM) and finite-element method (CVFEM) which differ from earlier versions by using the control-volume (CV) formulation for deriving the equations for grid points or elements (discretization equations [2]). In that approach, the discretization equations are obtained as a result of integrating the differential equations over each control volume. Here the basic idea is that such an equation expresses the conservation laws for a finite volume just as the differential equation expresses these laws for an infinitesimal volume.

The modified finite-difference method (CVFDM), for simplicity, is called the finite-difference method (FDM), but the modified finite-element method is called the finite-volume method (FVM) because the volume coincides as an element. There are thus three commonly used types of finite-difference approaches: FDM, FVM, and BEM.

The distinctions between different analytical approximate methods employed in numerical methods are convenient to describe using the weighted residual approach (see, for example, References [2], [3], or [4]). The weighted residual method is a generalized well-known method of moments that was widely used before the computer era, in particular, in boundary-layer theory by the name integral method (Section 1.4). The concept of the weighted residual method can be explained as follows.

Let there be a need to find an approximate solution of a differential equation \( F(u) = 0 \) subjected to a given boundary condition. First, the given boundary condition should be converted to a homogeneous one. Then, a function
$ar{u} = f(x)$ is chosen that exactly satisfies the boundary condition but contains one or more unknown parameters, for instance, a polynomial with undefined coefficients or some other function. Substituting this function into the differential equation yields a residual $R = F(\bar{u})$ because $\bar{u}$ is an approximate solution and, hence, does not satisfy the equation under consideration. Multiplying this residual by some weighting function $w$ and integrating over the considered domain $S$, one tries to minimize an average error:

$$\int_S wR \, dx = \int_S wF(\bar{u}) \, dx = 0 \quad (7.4)$$

Applying this relation and choosing a series of weighting functions, one obtains as many algebraic equations as are required to determine the unknown parameters. Substituting these parameters into function $\bar{u} = f(x)$ completes the formation of an approximate solution. Various approximate methods applied in numerical solutions to obtain the required system of algebraic equations differ from each other by classes of these weighting functions.

For example, the method of moments results from a series of weighting functions: $1, x, x^2, \ldots$ The well-known integral method is a case of this method when only the first one is used (i.e., $w = 1$).

**Example 7.1: One-Dimensional Conduction Problem for a Plane Wall**

The governing equation and boundary conditions are:

$$\lambda \frac{d^2 T}{dx^2} + q = 0 \quad x = 0 \quad T = T_0 \quad x = L \quad T = T_L \quad (7.5)$$

where $T_0$ and $T_L$ are temperatures of surfaces and $q$ is uniform heat generation. To solve the problem using the method of moments, one introduces a new variable $\theta$ that transforms the boundary condition to a homogeneous one to get the problem in the following form:

$$\theta = T - T_0 (1 - \xi) - T_L \xi, \quad \frac{d^2 \theta}{d \xi^2} + q = 0 \quad \xi = 0, \quad \xi = 1, \quad \theta = 0 \quad \xi = \frac{x}{L}, \quad q = \frac{qL^2}{\lambda} \quad (7.6)$$

For using the first two moments, one should choose a function with two parameters that satisfy boundary conditions. For instance, $\theta = a_1 \xi (\xi - 1) + a_2 \xi^2 (\xi^2 - 1)$. Substituting this approximate solution into the governing equation leads to residual $R = 2a_1 + (12 \xi^2 - 2) + \bar{q}$. Then, using the first two moments as weighting functions $w = 1, \xi$, one obtains the following from Equation (7.4):

$$\int_0^1 (2a_1 + (12 \xi^2 - 2) a_2 + \bar{q}) d\xi = 0, \quad \int_0^1 (2a_1 + (12 \xi^2 - 2) a_2 + \bar{q}) \xi d\xi = 0, \quad (7.7)$$

which determine coefficients $a_1 = -\bar{q}/2$ and $a_2 = 0$. Thus, the desired solution is
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In this particular case, the obtained result is an exact solution. Similar solutions can be obtained using other approximate methods. The different results arise from various series of weighting functions used to obtain the required system of algebraic equations. Thus, for Galerkin’s method, the weighting functions are the same as the functions chosen for satisfying the boundary conditions so that Equation (7.7) becomes

\[ \int_0^1 \left[ (2a_1 + (12\xi^2 - 2)a_2 + \bar{q})\xi(\xi - 1) \right] d\xi = 0, \]

\[ \int_0^1 \left[ (2a_1 + (12\xi^2 - 2)a_2 + \bar{q})\xi^2(\xi^2 - 1) \right] d\xi = 0 \]

Solving these equations yields the same solution (Equation 7.8). An analogous solution can be obtained by using the point collocation method with Dirac delta weighting functions or the subdomain collocation method. In the last case, a calculation domain is divided into several subdomains. For instance, for two domains, instead of Equation (7.7), one obtains a system

\[ \int_0^{\xi_1} \left[ (2a_1 + (12\xi^2 - 2)a_2 + \bar{q}) \xi \right] d\xi, \quad \int_{\xi_1}^{\xi_2} \left[ (2a_1 + (12\xi^2 - 2)a_2 + \bar{q}) \xi \right] d\xi, \]

which leads to the same result (Equation 7.8).

A special case is the subdomains method when the domain under consideration is divided into numbers of subdomains, and one assumes that the weighting function is \( w = 1 \) for one of the subdomains at a time and \( w = 0 \) for all others. Physically, this approach implies that the average residual error is zero over each small domain. In particular, the control-volume formulation pertains to this type of method. In this case, the system of algebraic equations is obtained by integrating the governing differential equation over each of the subdomains. Applying this approach to the same simple one-dimensional conduction equation as in (7.5), one gets

\[ \int_a^b \lambda \frac{d^2T}{dx^2} dx + \int_a^b qdx = 0, \quad \lambda \left[ \frac{dT}{dx} \right]_a^b + \int_a^b qdx = 0 \]

\[ \frac{T_{i+1} - T_i}{x_{i+1} - x_i} - \frac{T_i - T_{i-1}}{x_i - x_{i-1}} + \bar{q}(x_b - x_a) = 0 \]

Here, \( a \) and \( b \) denote the midway points between \( x_i \) and \( x_{i-1} \) and \( x_{i+1} \) and \( x_i \), respectively. In deriving the last Equation (7.11) from the first, it is assumed that the temperature changes between grid points linearly.
This example shows the typical way to use the control-volume approach in finite-difference numerical methods. This way and formula (7.3) obtained via the Taylor series are the two most similar techniques for deriving finite-difference equations. The former is preferable because the control-volume approach provides an exact satisfaction of integral conservation of mass, momentum, and energy over each subdomain and, hence, for the whole calculation domain.

Another specific case, which is called weak formulation, is employed in the finite-element and boundary-element numerical methods. In the finite-difference method, an approximate solution is obtained by satisfying the differential equation at the grid points, in finite-element and boundary-element methods the approximate solution is found by distribution of the error of this solution over each of the subdomains.

To introduce the basic concepts of the finite-element and boundary-element approaches, consider again the one-dimensional conduction equation (7.5) for domain \((0, 1)\). By multiplying this equation by some weighting function \(w\) after integrating, the following equation is obtained:

\[
\int_0^1 \left( \frac{d^2 T}{dx^2} + \frac{q}{\lambda} \right) \, dw = 0 \quad x = 0, x = 1, T = 0
\]

(7.12)

Integrating by parts, two times, setting \(uw \, dv = dT \, dx\) for the first time and \(ud \, wd \, x \, dx = \frac{dT}{dx} \, dx\) for the second, leads to two expressions:

\[
\int_0^1 \left( \frac{d T}{dx} \frac{dw}{dx} + \frac{q}{\lambda} w \right) \, dx + \left[ \frac{dT}{dx} w \right]_0^1 = 0,
\]

\[
\int_0^1 \left( \frac{d^2 w}{dx^2} + \frac{q}{\lambda} w \right) \, dx + \left[ \frac{dT}{dx} w \right]_0^1 - \left[ T \frac{dw}{dx} \right]_0^1 = 0
\]

(7.13)

The first expression is the starting statement for the finite element method, and the second is the starting statement for the boundary element method. These expressions are named weakening expressions because the process of integrating by parts reduces the requirement of continuity of the studied function.

The basic idea of using the second equation (7.13) is that such a form of relation makes it possible to replace the search for an approximate solution by choosing a proper weighting function to get the boundary problem in which only boundary conditions should be satisfied. There are two ways that this can be done [3,4]:

1. Selecting such a weighting function that satisfies the governing equation in its homogenous form. Satisfying the homogeneous version of a given equation yields such weighting function

\[
\frac{d^2 w}{dx^2} = 0, \quad w = a_1 x + a_2, \quad \frac{dw}{dx} = a_1
\]

(7.14)
The second, Equation (7.13) becomes

\[
\int_0^1 \frac{q}{\lambda} \, dw + \left[ \frac{dT}{dx} w \right]_0^1 - \left[ \frac{dw}{dx} w \right]_0^1 = 0,
\]

(7.15)

\[
\int_0^1 \frac{q}{\lambda} (a_1 x + a_2) \, dx + \left( \frac{dT}{dx} \right)_1 (a_1 + a_2) - \left( \frac{dT}{dx} \right)_0 a_2 = 0
\]

Because the last equation should be satisfied for any arbitrary \(a_1\) and \(a_2\), one gets

\[
\int_0^1 \frac{q}{\lambda} \, dx + \left( \frac{dT}{dx} \right)_1 = 0,
\]

(7.16)

These equations give the desired values of boundary derivatives at \(x = 0\) and \(x = 1\) and then the solution of the problem:

\[
\left( \frac{dT}{dx} \right)_1 = -\frac{q}{2\lambda}, \quad \left( \frac{dT}{dx} \right)_0 = \frac{q}{2\lambda} \quad T = \frac{q}{2\lambda} x (1-x)
\]

(7.17)

2. Using a function, usually the Dirac delta function, to satisfy the governing equation. In this case, one assumes that the delta function satisfies the governing equation regardless of boundary conditions and obtains

\[
\frac{d^2 w}{dx^2} = -\delta, \quad \delta = \begin{cases} 1, & x = x_i \\ 0, & x \neq x_i \\ 0, & x > x_i \end{cases} \quad w = \begin{cases} x & x \leq x_i \\ x_i & x > x_i \end{cases}
\]

(7.18)

Then the second equation (7.13) gives

\[
-\int_0^1 T \delta x \, dx + \int_0^1 \frac{q}{\lambda} w \, dx + \left( \frac{dT}{dx} \right)_1 w_1 - \left( \frac{dT}{dx} \right)_0 w_0 = 0
\]

(7.19)

Because the first integral equals \(T_i\) and \(w_0 = 0\), this equation determines the desired function:

\[
T_i = \frac{q}{\lambda} \left[ \int_0^{x_i} x \, dx + \int_{x_i}^1 x_i \, dx \right] + \left( \frac{dT}{dx} \right)_i w_1 = \frac{q}{\lambda} \left( \frac{x_i^2}{2} + x_i - x_i^2 \right) + \left( \frac{dT}{dx} \right)_1
\]

(7.20)

\[
x_i = \frac{q}{\lambda} \left( x_i - \frac{x_i^2}{2} \right) + \left( \frac{dT}{dx} \right)_i
\]

Using the boundary condition \(T_i = 0\) at \(x_i = 1\), one finds an unknown derivative at \(x_i = 1\) and then the same solution (7.17):

\[
\left( \frac{dT}{dx} \right)_1 = -\frac{q}{2\lambda}, \quad T = \frac{q}{2\lambda} x (1-x)
\]

(7.21)
Transforming the second, Equation (7.13), using the delta function as done in (2) is a commonly used approach in the boundary element method. After the first term is modified in this way, the second equation (7.13) becomes

$$T = \int_0^1 q w dx + \left[ \frac{dT}{dx} w \right]_0 - \left[ T \frac{dw}{dx} \right]_0$$

(7.22)

This is a common form of equation in the boundary element approach from which it is clear that the unknown function in this case is defined only by boundary conditions. In contrast to this, the finite element method is based on the first equation (Equation 7.13) from which follows that the unknown function is defined by information about the whole domain.

Although the presentation of different numerical methods is done using the simple one-dimensional equations, the described procedures and features in principle are valid in more complicated cases for various two- and three-dimensional problems [3,4].

7.3 Difficulties in Computing Convection-Diffusion and Flow

There are special difficulties and procedures in applying numerical methods to convective heat transfer and flow problems. The basics of these difficulties are discussed below [2,5].

7.3.1 The Control-Volume Finite-Difference Method

7.3.1.1 Computing Pressure and Velocity

The main difficulty in solving the Navier-Stokes equations

$$\rho \left( \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} \right) = - \frac{\partial p}{\partial x} + \mu \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right),$$

$$\rho \left( \frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} \right) = - \frac{\partial p}{\partial y} + \mu \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right)$$

(7.23)

is the unknown pressure. Although there is no special equation for pressure, it is indirectly determined by the continuity equation. Because the velocity field can be calculated only by knowing the pressure distribution, the continuity equation can be satisfied only when the velocities are computed using a proper pressure. Thus, to satisfy the continuity equation, the pressure should be known.

One well-known method to overcome the difficulty in determining pressure is to eliminate it from governing Equations (7.23). This can be achieved
by introducing the stream function and cross-differentiating. Because two
equations (Equation 7.23) contain the derivatives of pressure with respect to
different coordinates, the cross-differentiating leads to mixed derivatives in
each of the equations which can then be eliminated. As a result, one obtains
an equation for the stream function and after solving it determines the veloc-
ity components. Unfortunately, this method for two-dimensional equations
cannot be used for a three-dimensional problem, because in this case, a
stream function does not exist.

The direct method for pressure calculation is presented in Reference [2].
It is based on determining a pressure difference for a control volume using
the common procedure of defining the values of dependent variable for grid
points. However, as shown in Reference [2], such a procedure fails in the case
of using standard three-point control volume with a midway located main
grid point. It turns out that such a standard approach yields only uniform
zero pressure and hence cannot be applied.

A reasonable real pressure distribution can be obtained by using special
control volumes that form a staggered grid [2]. In such a control volume
model, the velocity components and corresponding pressure are calculated
for the main points located on the control-volume faces that are set midway
between two adjacent points normal to the velocity component direction.
Thus, the $x$-directed component $u$ is calculated at the $y$-directed faces, and,
vice versa, the $y$-directed component $v$ is calculated at the $x$-directed faces.
This means that the $u$-component is calculated on the faces from the left and
from the right of the main point, while the $v$-component is calculated on
the faces located above and below the main point. The location of the mean
point with respect to two adjacent other points is not important. It is impor-
tant only that the main point is on the control volume face. For example, in
the grid with control volumes having different length, it is immaterial that
the main points lying on the faces are not in the midst of two neighbor-
ing points. Using the staggered grid eliminates the difficulties of calculating
the pressure field, but a corresponding computer program becomes more
complicated because it must record all information about the location of the
velocity components and must perform tiresome interpolations.

On the basis of the above discussed difficulties and peculiarities of the
numerical method of defining the velocity components and pressure fields,
a special calculation procedure is developed which is named the SIMPLE
(Semi-Implicit Method for Pressure-Linked Equations). It was published
by Patankar and Spalding in their paper [6] and in two others [7,8] and is
described by Patankar in his book [2].

This iterative procedure begins by requiring the guessing of the pres-
sure field. Then, using the finite-difference technique and guessed pressure
field, the momentum equations (7.23) for velocity components are solved.
The second iteration is performed by applying just found values of velocity
components to calculate the pressure difference between adjacent grid
points. This gives the new pressure field that is used to get new velocity
components. These iterations are carried on until the continuity equation is satisfied. To control the process of satisfaction, the special equation is derived. The continuity equation is integrated over the control volume to obtain for compressible fluid the following equation:

\[
\frac{(\rho - \rho^0) \Delta x \Delta y}{\Delta t} + [(\rho u_{i+1/2,j}) - (\rho u_{i-1/2,j})] \Delta y + [(\rho v_{i,j+1/2}) - (\rho v_{i,j-1/2})] \Delta x = 0
\]

where \( \rho^0 \) is the density in the previous step of time. This equation is written for the main point \((i, j)\) using four neighboring points: \((i + 1, j)\) and \((i - 1, j)\) points from the left and from the right and \((i, j + 1)\) and \((i, j - 1)\) points above and below the main point.

Because the density \( \rho \) is usually calculated from the equation of state, and hence, it depends on pressure and temperature, the first term in Equation (7.24) should be calculated by an additional iterative process. By substituting calculation results in Equation (7.24), one estimates the residual and decides to stop iterations when the residual becomes sufficiently small. It is obvious that in the case of incompressible fluid, the first term in Equation (7.24) should be omitted as well as the density \( \rho \) in the other terms.

To improve the process of convergence, some revised versions were developed. Among the most used versions are SIMPLER (SIMPLE Revised) [2], SIMPLEC (SIMPLE Consistent) [9], and SIMPLEM (SIMPLE Modified) [10]. A noniterative procedure, PICO (Pressure-Implicit with Splitting of Operators) was also developed [11]. The comparison shows that the differences in the efficiency of these approaches are generally modest. The analysis of available studies reveals that family SIMPLE is a reliable, practical calculating tool for a variety of applications and for solving current, complicated technological and theoretical problems [11].

### 7.3.1.2 Computing Convection–Diffusion

Consider a steady one-dimensional equation with only the convection and diffusion terms. Integration of such an equation over the control volume yields

\[
\frac{d}{dx} (\rho cuT) = \frac{d}{dx} \left( \lambda \frac{dT}{dx} \right), (\rho cuT)_{i+1/2} - (\rho cuT)_{i-1/2} = \left( \lambda \frac{dT}{dx} \right)_{i+1/2} - \left( \lambda \frac{dT}{dx} \right)_{i-1/2}
\]

Using the piecewise-lineal profile for approximation between grid points and Equation (7.3) for the first derivative, the corresponding finite-difference equation is obtained:
\[
\frac{1}{2} (\rho u c)_{i+1/2} (T_{i+1} + T_i) - \frac{1}{2} (\rho u c)_{i-1/2} (T_i + T_{i-1}) = \frac{\lambda_{i+1/2} (T_{i+1} - T_i)}{x_{i+1} - x_i} - \frac{\lambda_{i-1/2} (T_i - T_{i-1})}{x_i - x_{i-1}}
\]

(7.26)

where \(i + 1/2\) and \(i - 1/2\) denote points located midway between points \(i + 1\) and \(i\) and between points \(i\) and \(i - 1\), respectively.

It can be shown that this fine-looking central-difference scheme leads to unrealistic results [2]. To see this, rearrange the last expression to get two others:

\[
T_i \left[ \frac{(\rho u c)_{i+1/2}}{2} - \frac{(\rho u c)_{i-1/2}}{2} + \frac{\lambda_{i+1/2}}{x_{i+1} - x_i} + \frac{\lambda_{i-1/2}}{x_i - x_{i-1}} \right] = T_{i+1} \left[ \frac{\lambda_{i+1/2}}{x_{i+1} - x_i} - \frac{(\rho u c)_{i+1/2}}{2} \right] + T_{i-1} \left[ \frac{\lambda_{i-1/2}}{x_i - x_{i-1}} + \frac{(\rho u c)_{i-1/2}}{2} \right]
\]

(7.27)

\[a_i = a_{i+1/2} + a_{i-1/2} + (\rho u c)_{i+1/2} - (\rho u c)_{i-1/2} \quad a_i = a_{i+1} + a_{i-1}
\]

Here \(a\) stands for the expressions in brackets. The last relation follows from the previous one because according to the continuity law, \((\rho u)_{i+1/2} = (\rho u)_{i-1/2}\).

Consider now a simple example. Let us say, for instance, that we have

\[
\lambda_{i+1/2} (x_{i+1} - x_i) = \lambda_{i-1/2} (x_i - x_{i-1}) = 1/2, \quad (\rho u c)_{i+1/2} = (\rho u c)_{i-1/2} = 3/2
\]

\[
T_{i+1} = 200, \quad T_{i-1} = 100
\]

(7.28)

Then \(T_i = 75\), but if \(T_{i+1} = 100, T_{i-1} = 200\), then \(T_i = 225\). These results are clearly unrealistic because \(T_i\) cannot fall outside its neighbors \(T_{i+1}\) and \(T_{i-1}\). It is obvious that such unrealistic results are possible in any case if \(\rho u c\) exceeds \(2\lambda/\Delta x\).

There are some possibilities of overcoming this difficulty. The simplest is the upwind scheme. Because the difficulty arises when \((\rho u)\) is negative and exceeds \(2\lambda/\Delta x\), in the upwind formulation the dependent variable is defined as \((\rho u)_{i+1/2} = T_i \| (\rho u c)_{i+1/2} - (\rho u c)_{i-1/2} \| - T_{i+1} \| (\rho u c)_{i+1/2} - (\rho u c)_{i-1/2} \| \), where an operator \(\| A, B \|\) denotes the greater of \(A\) and \(B\). This means that the value at the faces of the control volume (between \(i\) and \(i \pm 1/2\) midway points) are determined instead of the central-difference approach as follows: \(T_{i+1/2} = T_i\) if \((\rho u c)_{i+1/2} > 0\). The value of \(T_{i-1/2}\) is defined similarly.

The exact solution of the governing equation (7.25) with boundary conditions \(x = 0, T = T_0\) \(x = L, T = T_L\) is

\[
\frac{T - T_0}{T_L - T_0} = \exp \frac{Pe (x/L) - 1}{\exp Pe - 1}, \quad Pe = \frac{\rho u L}{\lambda}
\]

(7.29)
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The Peclet number here is the ratio of the power of convection and diffusion. Analysis shows [2] that for large values of \( Pe \), the temperature at the middle is nearly equal to that at the upwind boundary, and this is the assumption used in the upwind scheme. However, in this scheme, the boundary temperature remains the same for all values of Peclet number. The other imperfection is that for large \( Pe \), at the middle the derivative \( \frac{dT}{dx} \) is almost zero so that the diffusion is almost absent. At the same time, in the upwind scheme, the diffusion is calculated always by applying a linear profile that overestimates it for large Peclet numbers.

The exponential scheme follows all the properties of the exact solution. To present this scheme, consider the governing equation (7.25) in the form of total flux \( J \) of convection and diffusion:

\[
\frac{dJ}{dx} = 0 \quad \text{or} \quad J_{i+1/2} - J_{i-1/2} = 0
\]

\[
J = \rho cu T - \lambda \frac{dT}{dx}
\]

Applying the exact solution (7.29) as a profile between grid points and substituting the total flux, one obtains the governing equation for the exponential scheme:

\[
(rho c u)_{i+1/2} \left( T_i + \frac{T_i - T_{i+1}}{\exp Pe_{i+1/2} - 1} \right) - (rho c u)_{i-1/2} \left( T_{i-1} + \frac{T_{i-1} - T_i}{\exp Pe_{i-1/2} - 1} \right)
\]

Despite the advantages of the exponential scheme, it is not widely used because for two- and three-dimensional problems, this scheme can be applied only as an approximate approach, and because the exponential scheme is expensive to compute, there is no reason to use it. Two easily computed schemes with the qualitative behavior of the exponential scheme are usually used instead of the exponential scheme.

The hybrid scheme reasonably approximates the exponential scheme. To see this, consider the dimensionless coefficient \( a_{i+1} \) at temperature \( T_{i+1} \) in Equation (7.31) as a function of the Peclet number (\( \Delta x \) is substituted for \( L \)):

\[
\alpha_{i+1} = \frac{a_{i+1} \Delta x}{\lambda_{i+1/2} (rho c u)_{i+1/2}} = \frac{Pe_{i+1/2}}{\exp Pe_{i+1/2} - 1} \quad Pe = \frac{rho c u \Delta x}{\lambda}
\]

Analysis of this exact result shows [2] that specific properties of the function \( \alpha_{i+1} = f(Pe_{i+1/2}) \) are as follows:

\[
Pe \to \infty, \alpha_{i+1} \to 0; \quad Pe \to -\infty, \alpha_{i+1} \to -Pe; \quad Pe = 0, \alpha_{i+1} \to 1 - Pe/2
\]

The hybrid scheme approximates these properties by three straight lines:

\[
Pe < -2, \alpha_{i+1} = 0; \quad -2 \leq Pe \leq 2, \alpha_{i+1} = 1 - Pe/2; \quad Pe > 2, \alpha_{i+1} = 0
\]

Thus, the hybrid scheme works in the same way as the exponential one: it is like the central-difference scheme for the range \(-2 \leq Pe_{i+1/2} \leq 2\), and outside
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of this range it reduces the diffusion to zero, similar to the upwind scheme. That is the reason why this scheme is named the hybrid scheme.

A better approximation to exponential behavior provided the power law scheme that is constructed as follows [2]:

\[
\begin{align*}
Pe < -10, & \quad \tilde{\alpha}_{i+1} = -Pe; \quad -10 \leq Pe < 0, \quad \tilde{\alpha}_{i+1} = (1 + 0.1Pe)^5 - Pe; \\
0 \leq Pe \leq 10, & \quad \tilde{\alpha}_{i+1} = (1 + 0.1Pe)^5; \quad Pe > 10, \quad \tilde{\alpha}_{i+1} = 0
\end{align*}
\]

(7.35)

Simple calculation indicates that the power law scheme closely approximates the exact solution.

Thus, all three schemes are applicable for solving practical problems except the central-difference scheme that can only be used for low Peclet numbers with unreasonable finite grids.

7.3.1.3 False Diffusion

There are two types of false diffusion [2]. The first type is the common misunderstanding, when by comparison using the central-difference and upwind schemes, one concludes that the upwind scheme produces false diffusion. The other type is the real false diffusion that arises in situations when the calculation results show the presence of diffusion despite the diffusion coefficient being zero.

It can be shown using the Taylor expansion that the central-difference scheme has second-order accuracy, and the upwind scheme is of first-order accuracy. On the other hand, it follows from comparison of these two schemes that they would be equivalent if the diffusion coefficient in the upwind scheme were increased by \( \rho c u \Delta x / 2 \) for that coefficient in the central-difference scheme [2]. From these two true facts, one sometimes draws the wrong conclusion that the upwind scheme produces false diffusion. The central-difference scheme is better than the upwind one only in the case of small Peclet numbers when the Taylor expansion is applicable. For large Peclet numbers, the truncating Taylor series cannot be used for analyzing the convention-diffusion dependence, because in this case that dependence is of an exponential type. At the same time, as discussed above, the central-difference scheme leads to unrealistic results in the case of large Peclet numbers.

The real false diffusion occurs only in a multidimensional situation and cannot be observed in steady one-dimensional problems. For example, if two parallel two-dimensional streams of equal velocities and different temperatures come in contact, the diffusion process forms a mixed layer only in the case of the nonzero diffusion coefficient. However, when the diffusion coefficient is zero, such streams remain separated with temperature discontinuity at the interface despite the presence of a temperature gradient. Thus, if in such a situation the computer program shows a smeared profile in the cross-section, it is obvious that a real false diffusion is taking place.
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In general, false diffusion arises when the flow is oblique to the grid lines and there is a gradient in the direction normal to the flow. Because false diffusion is most severe when the flow direction makes an angle 45° with the grid lines [2], the intensity of false diffusion can be reduced by adjusting the flow along the grid lines. The other way to reduce false diffusion is to use a small $\Delta x$ and $\Delta y$ because it is known that this results in small Peclet numbers when the central-difference scheme works perfectly.

7.3.1.4 A Case of a Moderate Mach Number

In the case of the incompressible fluid, density is constant and, as a result, only the velocity components depend on the pressure. Therefore in this case only, the correct pressure field yields a velocity distribution that satisfies the continuity equation. In the other limiting case of highly compressible flows, velocity components are almost independent of pressure, and the pressure influences only the density through the equation of state. Proceeding from these two facts, one concludes that in the case of flow with moderate Mach numbers, both velocity components and density should depend significantly on pressure. In this case, only the correct pressure distribution could give velocities (from the momentum equations) and density (from state equation) distribution that satisfy the continuity equation.

The procedure of solving the momentum and energy equations remains the same as in the case of incompressible flow. The equation for the pressure is also the same (Equation 7.24) but without the first term. This term should be omitted because in this case both dependences of the velocities and density are taken into account, not in sequence manner as in the case of small Mach numbers, but rather simultaneously [5].

7.3.2 The Control-Volume Finite-Element Method [2,5]

The control-volume finite-element method is basically very close to the control-volume finite-difference method described above and should not be considered as a different method. The only advantage that distinguishes the former from the latter is the ability to use the irregular grids, because in the finite-difference approach, mainly uniform grids are employed. Such irregular, for example, triangular grids are more flexible and allow for local grid refinement [2].

The difficulties discussed in the last section are inherent in the finite-element method as well. These difficulties have been resolved, and a control-volume finite-element method similar to the control-volume finite-difference method was developed [2,5,12]. This method is characterized by the following features:

1. For the triangular grids, the values of dependent variables are calculated for the grid points found at the vertices of the triangles that
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play a role of main points. The lines joined the centroid of each triangular element with midpoints on its sides dividing each element into three equal areas, regardless of the form of triangle element. These areas collectively construct the nonoverlapping contiguous polygonal volume elements that are similar to these in the finite-difference approach.

2. Many CFD (computational fluid dynamics) codes used the staggered grids that do not have the problems of central-difference schemes. However, the staggered grids cannot be used for nonorthogonal grids and unstructured meshes that are typical for the finite-element approach.

Therefore, in the finite-element method, instead of the staggered grids, two other approaches are used [5,12]. One consists of unequal-order formulations for pressure and velocity components in which for the former are used a sparser grid and a lower-order interpolation than that used for the latter. In the second technique, the equivalent of the colocated momentum–interpolation scheme is applied. However, the first approach requires two sets of control volumes that make calculation awkward and the excessively fine grids in the case of high Reynolds numbers or pressure gradients. As the result, the co-located momentum–interpolation scheme has been adopted in computational practice.

The term “co-located” pertains to methods in which both the velocities and the pressure are calculated at the same set of nodes located at the center of the control volume, while in the staggered grids the pressure is calculated at the center and the velocities are determined at the faces of the control volume. In the co-located schemes, the velocity and the pressure are obtained using the following expressions:

\[
\bar{u}_{i+1/2} = \bar{u}_{i-1/2}, \quad \bar{u}_i = \sum_{nb} a_{nb} u_{nb} - \frac{\Delta V_i}{a_i} \frac{dp}{dx} \tag{7.36}
\]

\[
\frac{dp}{dx}_{i+1/2} = \frac{p_{i+1} - p_i}{x_{i+1} - x_i}, \quad \frac{dp}{dx}_{i-1/2} = \frac{p_i - p_{i-1}}{x_i - x_{i-1}} \tag{7.37}
\]

\[
a_i u_i = \sum_{nb} a_{nb} u_{nb} - \Delta V_i \left( \frac{dp}{dx} \right)_i \quad (A u)_{i+1/2} = (A u)_{i-1/2}
\]

where \(a_i\) and \(a_{nb}\) are the discretization coefficients, \(A\) is a face area, and \(\Delta V_i\) is the volume of the control volume. Indices refer to the main \(i\) and two neighbor \((i-1/2\) and \(i+1/2\) points, and indices \(i-1\) and \(i+1\) pertain to control volume faces.
Equations (7.36) and (7.37) are derived using the discretization momentum and continuity equations for the staggered grids. Because staggered grid equations do not have the problems of the central-difference schemes. Equation (7.36) obtained from these equations do not have these problems. Hence, Equation (7.36) can be applied instead of the staggered grids in general, and, in particular, can be used in the co-located schemes.

The methods of solving flow and heat transfer governing equations discussed above are based on single-grid solutions. These approaches are flexible, reliable, have potential, and are convenient and are working well. For many years, they have been employed usefully in science and industry. However, the convergence of solutions in the single-grid schemes was acceptable some decades ago when computer memory was not enough to use fine grids. The computational technique available now requires very fine grids (up to \(10^6\) fine-volumes) to ensure accuracy and reduce the errors.

There are several ways to accelerate the convergence of the family SIMPLE methods. They include better formulation of the pressure-correction scheme; a more efficient approach to solving the linear equations of momentum and pressure/pressure correction; and a treatment of interequation coupling, such as among turbulence, chemical species, and momentum/continuity equations. However, because the entire set of equations is highly nonlinear and coupled, any one of the equations can slow the convergence of the entire set [5].

The poor convergence of iterative schemes arises from the low-frequency components of the error, because the high-frequency components converge rapidly during initial iterations. On the basis of that fact, the idea of multigrid techniques arises. This approach consists of eliminating the poor converging part of error and increasing its convergence by putting it on the coarse grid. Then, the correct variant is interpolated back to the fine grid to correct the previously obtained poorly converged part of the error. A review of the studies of multigrid schemes is presented in Reference [5].

The other way to improve the convergence and reduce the time of mesh generation of SIMPLE-type methods is to use the meshless methods. The meshless methods apply the compact or global interpolation on nonordered irregular spatial domains employing special radial basis functions (RBFs) [13,14]. The primary feature of a radial basis function is that it depends only upon the radial distance between knots or nodal points. There are several global radial basis functions commonly used [13]. The interpolation with this function has been successfully used and demonstrated striking convergence. In particular, a scheme with multiquadratic radial basis functions (MQ-RBFs) shows exponential convergence. For example, it was shown that the solution of the three-dimensional Poisson's equation can be obtained with only 60 randomly distributed knots to the same accuracy as the finite-element method solutions with 71,000 linear elements. Several researchers successfully applied the MQ-RBF schemes for solution of various initial and
boundary problems for different types of ordinary and partial differential equations [13].

Recently, the local collocation meshless method was proposed, and later this approach was developed to formulate using the MQ-RBF scheme a localized meshless collocation method [14]. Employing this technique, the procedure for solving the conjugate heat transfer problems was developed.

7.4 Numerical Methods of Conjugation

The following governing equations are used in the conjugate convective heat transfer problems for the fluid and the body domains, respectively:

For steady and unsteady flows in the fluid domain:

- Continuity equation
- Two- or three-dimensional Navier-Stokes and energy equations
- Two- or three-dimensional dynamic and thermal boundary layer equations for high Reynolds numbers
- Two or three-dimensional dynamic and thermal equations for low and moderate Reynolds numbers
- One-dimensional velocity and temperature equations

For steady and unsteady conduction in the body domain:

- Two- or three-dimensional unsteady equations
- Two- or three-dimensional steady Laplace or Poisson (with internal heat generation) equations
- One-dimensional unsteady or steady equations for a thin (negligible longitudinal conduction) or a thermally thin (negligible transverse conduction) body

Although many combinations of these equations are possible, the majority of the known investigations of the conjugate convection heat transfer are using for a flow (1) two- or three- (rare) dimensional steady or unsteady elliptic Navier-Stokes and energy equations, or (2) two- or three-dimensional steady or unsteady parabolic dynamic and thermal boundary layer equations, and for a body (3) two-dimensional steady Laplace or Poisson equations or (4) steady or unsteady (more often) one-dimensional conduction equations.

There are several methods with which to perform the conjugation between solution domains:

1. A direct approach in which the governing equations for both the fluid and body are conjugated by simultaneously solving one large set of equations.
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For example, a method proposed by Patankar [2,15] is of that type. In Patankar’s approach, the one generalized conservation expression is considered instead of both separated equations for the fluid and solid. If any dependent variable (for example, velocity or temperature) is defined by $\phi$, this general differential equation is [2]

$$\frac{\partial}{\partial t} (\rho \phi) + \text{div}(\rho \mathbf{u} \phi) = \text{div}(\Gamma \text{grad} \phi) + S$$  \hspace{1cm} (7.38)

where $\mathbf{u}$ is the velocity vector, $\Gamma$ is the diffusion coefficient, and $S$ is the source term.

The conjugate problem in this approach is solved using one large calculation domain including both domains for the fluid and body, their interface, and the outer boundary conditions. To ensure that the velocity is zero in the solid when the velocity field is calculated, one puts for the grid points in the body domain a very large value of diffusion coefficient $\Gamma$, while at the same time for the grid points in the fluid domain, the diffusion coefficient $\Gamma$ is made equal to the real fluid viscosity. Such a procedure would provide zero velocity on the whole body domain, including the surface. As a result, the fluid would meet the correct boundary conditions on the surface. When the temperature field is computed, one specifies in the general equation the real values of diffusion coefficient $\Gamma$ for the fluid and for the body, respectively, in their domains.

Thus, such a procedure gives the entire temperature field in the whole domain as a result of automatically matching the temperature distribution in the fluid and the body.

At the same time, in some cases, applying the direct conjugation involves difficulties, in particular, those that occur due to the mismatch in the structure of the coefficient matrices in BEM, FEM, and FDM solvers [16].

2. The iterative conjugation method consists of a separated solution of each set of equations for the fluid and for the body, respectively. An idea of such a strategy is that each solution of the body or the fluid equation produces the boundary condition for the other along the body–fluid interface. It starts from guessing one of the fields on the interface which is then used as a boundary condition for the other. For example, one begins assuming the temperature or heat flux distribution along the interface that is used as a boundary condition for solving the equation for the body. Then, the obtained variable distribution along the interface is applied as a boundary condition for solving the system of equations for the fluid, and so on. If the process would converge, the iterations would continue until the required accuracy criterion is achieved. This iterative approach is widely used in finite-difference and finite-element or finite-volume methods.
However, one of the disadvantages of these commonly applied numerical approaches is that these require an entire meshing of both the fluid and the body domains and use of numerical differentiating to get the heat fluxes. An alternative algorithm that does not require these procedures was developed by Divo et al. [16].

Although this approach, as with many others, uses the finite-volume method to mesh the whole fluid domain and applies the iterative procedure for conjugation, it employs for the body domain the boundary element method that requires discretization only of the boundaries. Besides, in this case, the interfacial heat fluxes needed to provide continuity in the conjugate problem are obtained when the body conduction is carried out; hence, numerical differentiating is avoided. Thus, this method is signifi cantly simple compared to the typically used FDM, FEM, or FVM. Articles [16–18] present some solutions of conjugate heat transfer problems obtained by this method.

3. The superposition method gives the expression for heat flux on the gradientless streamlined plate in the case of an arbitrary continuous temperature distribution (Equation 1.38 from Chapter 1):

\[
q_w = h_c \left[ T_w(0) - T_\infty + \int_0^x \left( 1 - \left( \frac{\xi}{x} \right)^{C_1} \right) \left( \frac{C_2}{\xi} \right) \frac{dT_w}{d\xi} d\xi \right]
\]

where \( C_1 = 3/4 \), \( C_2 = 1/3 \) for laminar flows and \( C_1 = 9/10 \), \( C_2 = 1/9 \) for turbulent flows. The solution of the conjugate heat transfer problem can be obtained if one substitutes this relation for the heat flux in the conduction equation for the plate. In the case of the thermally thin plate, the conjugate problem after substituting Equation (1.38) reduces to integro–differential or nonlinear differential equations with a weak singularity. These equations are solved numerically using standard or special SIMPLER approaches. Many solutions of this type are carried out in 1961 through 1969 [19]. In one such solution given in Reference [19], the plate temperature is defined in the case of combined convection, conduction, and radiation heat transfer (Example 6.25).

The superposition method was also used by Barozzi and Pagliarini [20] for the case of fully developed laminar flow in a pipe. In this study, the superposition method (Duhamel integral) is used for fluid and the finite-element method is employed for numerically solving Laplace’s equation (Example 7.3).

A general approach of this type that reduces a conjugate convective heat transfer problem to an equivalent heat conduction problem is suggested in References [21,22] and is outlined in Section 6.3.
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This method is based on the exact solutions given in Chapter 3 for an arbitrary nonisothermal surface in the laminar incompressible and compressible flows. This technique is also applicable to unsteady laminar flow, continuously moving surface, and flow of non-Newtonian power fluids for which the analogous exact solutions are derived in Chapter 3. For the case of turbulent flow and some other situations, the highly accurate approximate solutions of the same type are obtained in Chapters 3 and 4.

In particular, the general forms of the Duhamel integral (Equation 1.38), like Equation (3.40) for laminar flow and similar formulae for turbulent flow and other cases, are applicable to flows with nonzero pressure gradient due to using Görtler's variable $Φ$ (see Equation 3.3), which takes into account the presence of the pressure gradient. As shown in Chapter 3, the relations for the gradientless flow became valid for gradient flows if the variable $Φ$ was substituted for the axial coordinate $x$. Another advantage of this approach is that there are differential formulae, like Equation (3.32), and analogous formulae that are equivalent to generalized Duhamel integrals and are used to simplify the conjugate problem, especially in the case of thin bodies.

The examples of analytical solutions applying this method are given in Chapter 6. The numerical method based on this approach was developed by Davydenko [23]. This method consists of a finite-difference solution of the Laplace equation using as a boundary condition the generalized Duhamel integral of type (3.40) based on employing the Görtler variable and, hence, applicable to the above-mentioned different cases, including the flows with nonzero pressure gradient. As an example, a heat transfer from elliptical cylinders to laminar flow is considered (Example 6.7).

### 7.5 Examples of Numerical Studies of the Conjugate Convective Heat Transfer in Pipes and Channels

**Example 7.2: A Horizontal Channel Heated from below by $q_w = \text{Constant Fully Developed Laminar Flow}$ [24]**

The system of equation for incompressible flow consists of two-dimensional continuity and Navier-Stokes and energy equations with sources $S(x,y) = -dP/dx$ and $S(x,y) = -dP/dy + (Gr/Re^2)\theta$ for $u$ and $v$ velocity components, respectively. Here the term $(Gr/Re^2)\theta$ stands for buoyancy effects, $\theta = (T_0 - T)\lambda/\alpha_0 H$, and $H$ is a channel height. For the walls, Laplace's equation is solved. The conjugate and the boundary condition are different for the heated and for both insulated parts of the wall at the inlet and outlet of the channel. The total heat transfer coefficient that takes into account the resistances of the walls from the plexiglass
and the insulation from the fiberglass is used by formulating the conjugate and boundary conditions.

It is assumed that the flow enters with a parabolic velocity profile and with ambient temperature. This assumption is verified by measurements. The exiting conditions are quite complex and depend basically on recirculation effects. According to some known data, it is accepted that

\[ \frac{\partial u}{\partial x} = v = 0, \theta = 0 \text{ if } u \leq 0 \text{ (inflow)} \quad \text{and} \quad \frac{\partial \theta}{\partial x} = 0 \text{ if } u \geq 0 \text{ (outflow)}. \]

A finite-volume technique with different grid sizes for body and flow is employed. The Successive Over Relaxation code is used to solve the pressure equation, and the Tridiagonal Matrix Algorithm for the solution of a nonlinear coupled system of momentum, energy, and continuity equations. The grid density is increased until the two successive solutions of flows, thermal fields, and mass and energy conservation differ by less than 1%.

The numerical results are in agreement with the author's experiments. The basic conclusions are as follows:

1. In the case of low Reynolds number \((Re = 948)\), the buoyancy causes two rolls with axis of rotation perpendicular to the flow direction. The upstream roll produces a recirculation zone, and the downstream roll entrains flow from outside. As the Reynolds number increases to \(Re = 297\), these rolls become smaller, and flow entrainment is reduced. It is observed that the intensity of these and transverse rolls as well as oscillatory movements and turbulence depend on the channel cross-sectional sizes and heating rates. The study shows that the effect of wall conductivity on the roll location is small.

2. The longitudinal asymmetry of temperature profiles is caused by channel flow. The heated region temperature is higher than that of insulation which results in the generation of a thermal plume above the surface. In the case of an aluminum heated region, the temperature distribution was highly uniform which differs significantly from the case of a ceramic heated region when temperature uniformity is reduced due to poor thermal material diffusivity and to an increased heat transfer to the insulation.

3. Comparison of the results obtained for conjugate and nonconjugate approaches demonstrates the significance of conjugate modeling. This comparison is made for different heated region conductivities in the range corresponding to materials such as plexiglass, ceramics, stainless steel, and aluminum. In the case of a uniform heated surface, the nonconjugate model predicts a highly nonuniform temperature profile. In contrast, the conjugate model gives the highly uniform temperature profile. This occurs not only due to the redistribution of the thermal energy by itself, but also to the increase of the thermal energy loss to the insulation. These results are confirmed by analysis of the effect of the thermal conductivity of the heated and insulated regions and of the wall thickness on the ratio of average heated region temperature predicted by both nonconjugate and conjugate models.
4. The numerical and experimental results show that the conjugate effects are significant and usually should be taken into account, except in two cases: (1) for the thin walls, low insulation or high thermal conductivity of the heated regions, the surface can be considered as an isothermal one, and (2) at the low heated region thermal conductivity, the heat transfer may be modeled as $q_w = \text{const.}$

Example 7.3: A Pipe with a Fully Developed Laminar Flow Heated Symmetrically at the Outer Surface by Uniform Heat Flux [20]

The governing equations for the fluid and body and boundary and conjugate conditions in dimensionless variables are as follows:

\[
\frac{u}{r} \frac{\partial \theta}{\partial x} = 4 \left( \frac{\partial^2 \theta}{\partial r^2} + \frac{1}{r} \frac{\partial \theta}{\partial r} \right), \quad \theta(0,r) = \frac{\partial \theta}{\partial r}(x,0) = 0,
\]

\[
4 \left( \frac{\partial^2 \theta}{\partial r^2} + \frac{1}{r} \frac{\partial \theta}{\partial r} \right) + \frac{1}{Pr} \frac{\partial^2 \theta}{\partial x^2}, \quad \frac{\partial \theta}{\partial x}(0,r) = \frac{\partial \theta}{\partial x}(L,r) = 0
\]

\[
\frac{\partial \theta}{\partial r}(x + 2\Delta) = \frac{\lambda}{\lambda_w(1+2\Delta)}, \quad \theta_i(x,1) = \theta(x,1), \quad q_w = \frac{\lambda_w}{\lambda} \frac{\partial \theta}{\partial r}(x,1)
\]

Dimensionless variables are scaled using the pipe radius $R$, mean velocity $U$, Peclet number $Pe = 2RU \rho c / \lambda$, initial temperature $T_w$, outer heat flux $q_0$, and $\theta = (T - T_s) / q_0 R$. $\theta_i = (T_s - T) / q_0 R$. The solution procedure consists of applying the superposition method for the fluid equation in the form

\[
\theta_w - \theta_b = \frac{2q_w(0)}{Nu_{x,\lambda}}(x) + 2 \int_0^x \frac{dq_w(\xi)}{d\xi} \frac{d\xi}{Nu_{x,\lambda}(x-\xi)},
\]

\[
\theta_b = 8 \int_0^x q_w(\xi) d\xi, \quad 2 \frac{\partial \theta}{\partial r}(x,1) = \frac{\lambda}{\lambda_w}(\theta_w - \theta_b) Nu_x
\]

and the finite-element method for the body equation. Here $\theta_b$ is the bulk temperature, and $Nu_{x,\lambda}$ is the Nusselt number for the case $q_w = \text{const.}$, which for the flows in the ducts is given in Reference [25]. The last equation is an auxiliary relation between heat flux and temperature difference on the fluid–body interface that authors chose to guess temperature distribution to improve the iterations' convergence.

The iteration process begins by guessing the values at the right part of the last Equation (7.40) and computing the corresponding distribution of the derivative $(\partial \theta_w / \partial r)_{r-1}$ on the interface. Using these results and the finite-element method to solve the second, Equation (7.39) for the body, two other equations (Equation 7.40), and the last Equation (7.39) to find $\theta_w$, $\theta_b$, and $q_w$ gives data for the second iteration that begins again from employing the auxiliary relation. Authors claim that using the auxiliary equation reduces the number of needed iterations. For the finite-element approach, the variational formulation is used, which is not popular in heat transfer studies [2].
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The following basic results are formulated:

1. The temperature distribution on the interface shows that there is an isothermal region in the nearness of the inlet. In this case, the wall-to-fluid temperature difference is such that the heat is transferred from the fluid to the wall. This is similar to that observed in other studies in the case of uniform $q_w = \text{const.}$ heating. An almost isothermal temperature distribution exists along the heated section for the higher conductivities and wall thicknesses and for the lower lengths of the heated section and Peclet numbers. The plots for the same heated section length have a common point of intersection in the second part of this section that is shifted to the end of the pipe with increasing pipe length.

2. In the initial part of the section, the heat flux decreases from very high values to nominal magnitude $q_w = 1$. Then, it varies in two ways. The first is when it reaches the minimum and then goes back up to the nominal value but does not reach it. In this case, the temperature distribution inside the wall is close to one dimension, and the wall may have been considered as thermally thin. The other type is when the heat flux decreases monotonically along the heated section so that the axial component of the temperature gradient decreases sharply from the outer to the inner wall surface. In that case, the wall should be seen as thermally thick, and disregarding wall heat conduction in this case leads to large errors.

3. The dependence $\text{Nu}_x - \text{Nu}_{x,q} = f(x)$ starts from zero at some axial position and close to the end decreases sharply, reaching the curve $\text{Nu}_{x,q} = f(x)$ in such a way that $\text{Nu}_x$ always remains lower than $\text{Nu}_{x,q}$.

4. The increasing Peclet number reduces the effect of axial conduction much more than the corresponding decreasing wall-to-fluid conductivity ratio or the wall thickness. The other way to considerably reduce the effect of axial wall conductivity is to increase the pipe length.

Example 7.4: A Thick-Walled Parallel-Plate Channel with Poiseuille-Couette Incompressible Laminar Flow and a Moving Upper Wall [18]

The system of governing equations contains the energy equation for the fully developed velocity field of incompressible flow and Laplace’s equation for the solid. The boundary conditions and fluid velocity profile are as follows:

\[
\rho c_p \frac{dT}{dx} = \lambda \frac{d^2T}{dy^2} + \mu \left( \frac{du}{dy} \right)^2, \quad x = 0, \quad T = T_e, \quad \frac{dT_s}{dx} = 0, \quad x = L, \quad \frac{\partial}{\partial x} \left( \frac{T_w - T}{T_w - T_m} \right) = 0, \quad \frac{dT_s}{dx} = 0, \quad \frac{\partial}{\partial y} = 0, \quad y = H, \quad T = T_e, \quad y = -\Delta, \quad q_s = q_0
\]

\[u = \{(6J_m - 2J - (6J_m - 3J))(y/H)\}(y/H)\]
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The conjugate conditions consist of equalities of the temperatures and the heat fluxes of the fluid and the body on the interface. Here \( T_e \) is the entrance temperature, \( H \) is the channel height, \( T_m \) and \( U_m \) are the fluid mean temperature and velocity, and \( T \) and \( U \) are the temperature and velocity of the moving surface. The fluid temperature field is computed using the finite-difference method, while for the body, Laplace's equation is solved by applying the boundary-element approach. The advantages of such a technique are discussed in Section 7.4. The energy equation for fluid is modified so as to cluster the grid points close to the wall and to the moving surface.

To conjugate both solutions, the iterative procedure is used. The calculation is started by guessing the heat flux distribution on the interface and solving the Laplace equation to find the temperature distribution on the interface. Then, using these data, the energy equation for fluid is solved. The new heat flux distribution is estimated using the approximate equation \( q^{n+1} = (\omega q^n + \omega q^n) / (\omega + \omega) \), where \( \omega \) is a weighting function. By numerical experiments, it is found that for relatively rapid convergence of interactions, the weighting functions ratio should satisfy the inequality \( \omega / \omega_0 < 0.03 \).

The numerical calculation gives the following results:

1. The range of conductivity ratio of the body to fluid is from 80.6 to 8060. As the conductivity ratio increases, the interfacial temperature at the leading edge becomes higher and its changes become smaller. As this ratio becomes small, the wall temperature at the entrance approaches the entrance flow temperature. The effect on the Nusselt number with conductivity ratio variable is very little.

2. For the changes of dimensionless wall thickness from 0.0042 to 0.21, the effect is similar. When the wall thickness increases, the interfacial temperature becomes closer to the entrance flow temperature, similar to that in the case of a smaller conductivity ratio. In contrast, when the wall thickness decreases, the conjugate problem gets closer to the case of constant heat flux with the only difference in the temperature at the entrance region. The thin wall case shows a higher dimensionless temperature that is caused by heat storage in the wall, despite it being thin.

3. The channel aspect ratio was varied from 0.001 to 0.127. In this case, both the interfacial temperature and heat flux are strongly influenced. When the ratio is small, the fluid flow is reduced, and the temperature increases more rapidly. In the case of a large aspect ratio, the temperature changes slightly, but the Nusselt number varies greatly.

4. The effect of the ratio of the free surface to fluid mean velocities was studied for the values from 0.075 to 2.03. When the mean velocity increases with unchanged free surface velocity, the changes in interfacial temperature are small. This is because in this case the free surface temperature is low. When the mean fluid velocity is low, the convective heat transfer in the cross-channel direction is high, but in the opposite case, this part of heat transfer...
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is greatly reduced, and this caused the temperature to increase down the channel. This is confirmed by Nusselt number distribution because for the high velocity ratio, a low Nusselt number is observed.

Example 7.5: The Thick-Walled Pipe of an Arbitrary Shape of Cross-Section with Fully Developed Velocity [26]

Because the shape of a cross-section is arbitrary and the velocity is fully developed, the momentum equation has the relatively simple form, \( \nabla^2 u = (1/\mu)(dp/dx) \), and the equations for the fluid and for the solid temperature fields and conjugate and the boundary conditions are like these in the other two-dimensional problems. Both equations for the fluid and solid are solved using the boundary element technique. The dual reciprocity boundary element method is used to solve the heat convective problem, and the conventional boundary element method is applied to solve the heat conduction equation. The details of transforming the governing equations and performing the procedure of these methods may be found in Reference [26].

The two separate solutions are conjugated using the numerically stable iterative procedure. To start iterations, both the heat transfer coefficient and the mean fluid temperature at the body-fluid interface are guessed.

Two cases, the uniform temperature or uniform heat flux imposed on the outer surface of the thick-walled pipe, are calculated and compared with an available analytic solution to test the suggested method.

Example 7.6: Heat Transfer between the Forced Convective Flow inside and the Natural Convective Flow outside of the Vertical Pipe [27]

The flow enters the pipe with the temperature \( T_e \) and fully developed velocity profile. It is assumed that \( T_e > \infty \) so there is the energy exchange between the internal flow and the environment. For the internal flow, only the energy equation is solved, but while for the external flow, the full system of equations should be considered:

\[
(1-r^2) \frac{\partial \theta}{\partial x} = \frac{i}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \theta}{\partial r} \right), \quad x = 0, \theta = 1, r = 0, \quad \frac{\partial (ru)}{\partial x} + \frac{\partial (rv)}{\partial r} = 0
\]

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial r} = \frac{(Ra/Pe)\theta}{8Pr_s} + \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u}{\partial r} \right), \quad \frac{\partial \theta}{\partial x} + \frac{\partial \theta}{\partial r} = \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \theta}{\partial r} \right), \quad (7.42)
\]

\[
Ra = \frac{g\beta_o (T_e - T_o) D^3 Pr_s}{\nu^2} \quad r \rightarrow \infty, \quad x \rightarrow 0, \quad \theta, \quad u \rightarrow 0
\]

The conjugate conditions are \( \theta = \theta_o, (\partial \theta/\partial r) = (\lambda_o/\lambda_i)(\partial \theta/\partial r) \), where \( \theta = (T - T_o)/(T_e - T_o) \). The application of dimensionless variables here is scaled using \( R \) for \( r, RPe \) for \( x, RPe/v \) for \( u, R/v \) for \( v \); subscripts o, i denote outer and inner flows. Because the wall is considered as thin with
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no thermal resistance, the variable \( r \) is less than one \( (r \leq 1) \) and more than one \( (r \geq 1) \) for inside and outside the pipe, respectively.

Numerical solutions of both the energy equation for inside flow and the full system of equations for outside flow are performed using the Patankar-Spalding approach [6] that is similar to SIMPLE described in [2] and discussed above (Section 7.3.1). The iterative procedure is applied to conjugate both the inside and outside solutions. To improve the convergence of iterations, the local heat transfer coefficient distribution on the interface is used. The procedure starts from solving the external problem using the boundary condition of uniform wall temperature. These results are used as a boundary condition for the inside pipe flow. Then, two equations (\( \theta_{bl} \)-balk temperature)

\[
\left( -\frac{\partial \theta}{\partial r} \right)_o = \frac{N_o \lambda_o (\theta_{bi}^{-1} - \theta_{bl})}{2(1+S^i)\lambda_o}, \quad T_{bi} = \frac{T_{bi}^{-1} + S^i T_{bi}^o}{1+S^i}, \quad S^i = 2\Delta x^i N_i^o, \quad (7.43)
\]

follow from the heat balance and conjugate conditions, along with Equation (7.42) are employed to solve the outer problem. These data and relations for inner flow similar to the last one \((-\partial \theta / \partial r) = (N_o/2) (\lambda_o/\lambda_i) \theta_{wi}\) are used to solve the inner problem and so on until the convergence of the temperature and heat flux on the interface is achieved. Authors claim that due to using the heat transfer coefficient distribution instead of applying the temperature or heat flux distribution, the convergence of iterations is achieved during three to five iterations.

The following results are obtained:

1. The Nusselt number for the forced convection of inside flow is insensitive to the thermal boundary conditions. Data of conjugate values of Nusselt number for different \( \lambda_o/\lambda_i, P_o \) and \( Ra/Pe \) are bounded between those for uniform wall temperature and uniform heat flux. Near the inlet, the Nusselt number values tend to be closer to uniform wall temperature, and for the larger distance from the inlet, the Nusselt number values become closer to uniform heat flux.

2. The Nusselt number for the external flow is compared with the results for isothermal vertical cylinder \( Nu_{cy} \). Analyzing the ratio \( Nu_i / Nu_{cy} \) shows that the values obtained in the conjugate problem are always lower than those in the case of uniform temperature. Increasing both \( \lambda_o/\lambda_i \) and \( Ra/Pe \) leads to rapid decreasing of the temperature difference \( (T_w - T_i) \) along the pipe, and finally results in a decrease of the Nusselt number. At the fixed values of these parameters, the variations of \( P_o \) from 0.7 (air) to 5 (water) do not practically affect the values of the Nusselt number.

3. The wall temperature decreases with an increase in the downstream distance along the pipe. This effect intensifies at large values of \( \lambda_o/\lambda_i \) and \( Ra/Pe \). A special case is the large values of \( \lambda_o/\lambda_i \) which may be regarded as corresponding to internal airflow and external water flow. It is clear that such a situation shows that the external thermal resistance is very small in comparison with that
of internal flow, and this results in a significant drop of the wall temperature upstream at the small distances from the entrance. A comparison of Pr
_o = 0.7 and Pr
_o = 5 indicates that this parameter does not play a significant role.

4. The bulk temperature ratio \((T_w - T_e) / (T_e - T_x)\) determines the heat transfer effectiveness because it compares the heat transfer rate for the length of pipe between the entrance and a certain location to that for an infinitely long pipe in the case of the same mass flow. The results obtained show that bulk temperature decreases with \(x\) as heat is transferred from the inside flow to the external flow. Higher values of \(\lambda_o / \lambda_i\) and Ra/Pe increase the heat transfer rate, which results in more rapid decrease in the bulk temperature. Analyzing data shows that \(T_w < T_{bl}\) and also that the difference between these values is greater for larger values of \(\lambda_o / \lambda_i\). This occurs because the internal resistance becomes greater when the ratio \(\lambda_o / \lambda_i\) increases, which leads to an increase in the temperature difference. Comparison of the data for Pr
_o = 0.7 and Pr
_o = 5 reveals that the bulk temperature is affected slightly by the Prandtl number Pr
_o.

Example 7.7: Transient Heat Transfer in a Pipe with Laminar Fully Developed Flow and an Outer Surface Heated by Constant Temperature \(T_o\) [28]

Under usual assumptions, the governing equations and boundary conditions are

\[
\frac{\partial \theta}{\partial t} + \text{Pe}(1-y^2) \frac{\partial \theta}{\partial x} = \frac{1}{y} \frac{\partial}{\partial y} \left( y \frac{\partial \theta}{\partial y} \right) + \frac{\partial^2 \theta}{\partial x^2} + \frac{\alpha}{\alpha_w} \frac{\partial \theta}{\partial x} = \frac{1}{y} \frac{\partial}{\partial y} \left( y \frac{\partial \theta}{\partial y} \right) + \frac{\partial^2 \theta}{\partial x^2}
\]

(7.44)

\[
\theta_\infty(x, R_\infty, t) = 1, \frac{\partial \theta}{\partial y}(x, R_\infty, t) = 0
\]

The first boundary condition is for the heated part of the pipe, and the other is for both insulated parts of the pipe before and after the heated zone. The dimensionless variables are scaled similar to those in a previous example: \(R_i\) for \(x\) and \(y\), \(R_i^2 / \alpha\) for \(t, \theta = (T - T_x) / (T_o - T_x)\).

Both equations for fluid and walls are solved, and solutions are conjugated using the finite-difference scheme and recommendations of Patankar [2]. A detailed description of discretization and specifics of performing numerical computing and employing grids may be found in Reference [28]. The analysis of results yields the following conclusions:

1. The basic characteristics, the bulk temperature, the interfacial heat flux, and the Nusselt number are calculated by the following expressions:

\[
\theta_{bl} = \int_0^1 (y - y^3) \theta dy / \int_0^1 (y - y^3) dy, \quad \theta_{wi} = -\frac{\partial \theta}{\partial y} \bigg|_{y=1}, \quad \text{Nu} = \frac{2q_{wi}}{\theta_{wi} - \theta_{bl}}
\]

(7.45)
These characteristics depend on four dimensionless parameters: the ratio of wall-to-fluid conductivity \( \lambda_w/\lambda \), the ratio of radii \( R_i/R_o \), Peclet number \( Pe = 2R_u/\alpha \), and the ratio of wall-to-fluid diffusivity \( \alpha_w/\alpha \).

During the initial transient time (t < 0.016), the interfacial heat flux increases stepwise from zero to the maximum value and then monotonically decreases to its steady-state value. Because at this period the heat is basically transported by radial conduction in the wall, the fluid temperature increases less than the interfacial temperature. Hence, a large wall-fluid temperature difference forms that results in a rapid increase in fluid temperature. For \( t < 0.016 \), \( q_{wi} \) is relatively uniform across the heated section, but near the entrance and the exit of the heated section, the interfacial heat flux peaks are observed. After reaching the maximum, \( q_{wi} \) decreases until it becomes steady-state conditions. Analysis shows that steady state is reached more quickly near the exit end than at other positions of the heated section. The negative values of \( q_{wi} \) appear in the downstream region close to the heated section and in the upstream region close to the heated section but for the smaller \( \alpha_w/\alpha \).

2. A decrease in thermal resistance in the wall that corresponds to large values of \( \lambda_w/\lambda \) leads to higher interfacial temperatures. In the upstream region of the heated section, both the interfacial heat and preheating increase as the conductivity ratio grows.

3. Thinner wall thicknesses correspond to smaller resistances and energy storage of the walls; hence, the energy from the outside surface to the fluid is easier to transport. This causes a rapid response of the interfacial heat flux and a shorter time for reaching the steady state. The time to reach the steady state becomes shorter also by decreasing the conductivity ratio. For the small thickness after the early period, the convective effect becomes dominant, but for a thicker wall, the conduction remains dominant. Reverse heat transfer is observed earlier downstream of the heated section for a smaller value of radii ratio.

4. A lower thermal diffusivity ratio corresponds to a greater wall capacity and, hence, delays the increase of interfacial temperature, causing an increase of the time required to reach the steady state. In the early time period, the response of \( q_{wi} \) is faster for the larger diffusivity ratio. Later, the convective heat transfer becomes dominant, and its effect increases with decreasing \( \alpha_w/\alpha \).

5. At larger Pe, the greater convection results in faster heat transportation from the wall to the fluid, and a decrease in Pe decreases the interfacial heat flux. According to the computation results, the preheating length in the upstream region decreases with an increase of the Peclet number. Conversely, the postheated length downstream of the directly heated portion is increased with Pe. The results show also that reverse heat transfer takes place earlier for larger values of Pe. The time required to reach the steady state is shorter for increasing Peclet numbers.
The same conjugate problem with different conditions at the outer surface of the pipe or channel is considered in three other papers. In Reference [29], the uniform heat flux is applied to the outer pipe surface instead of the uniform temperature applied in Reference [30]. In Reference [31], the case of stepwise temperature variation on the outer pipe surface is studied, and the case of stepwise ambient temperature change on the outer wall channel surface is considered. The governing equations, solution approach, and basic conclusions in these papers are almost the same as those found in Reference [28].

Example 7.8: Unsteady Heat Transfer in a Duct with Convection from the Ambient [32]

A fluid flowing inside the duct with a steady laminar, fully developed velocity profile is at initial temperature \( T_i \) when suddenly the outside of the duct walls are exposed to an ambient fluid at temperature \( T_0 \) and constant surface coefficient \( h_0 \). Under usual assumption, the governing equations for fluid and thin walls are

\[
\frac{\partial \theta}{\partial t} + 3 \left( y - \frac{y^3}{2} \right) \frac{\partial \theta}{\partial x} = \frac{\partial^2 \theta}{\partial y^2} \quad \text{and} \quad \frac{h_0 R}{\lambda_0} (1 - \theta) = -\frac{\partial \theta}{\partial y} + \frac{\Delta}{\nu} \frac{\partial \theta}{\partial t}
\]

(7.46)

\[
t = 0, x = 0, \theta = 0, y = 1, \frac{\partial \theta}{\partial y} = 0
\]

(7.47)

Dimensionless variables are scaled by half channel height \( R \) for \( y \) and \( \Delta, R^2 u_m/\alpha \) for \( x, R^2/\alpha \) for \( t, \theta = (T - T_i)/(T_0 - T_i) \), and \( \nu c_p/\rho u c_p \) is the Luiakov number (see Section 6.6.1).

The problem is solved by using the finite-difference method. Details of the numerical scheme and proof of consistency of the finite-difference energy balance for the wall and boundary conditions with the partial differential equation for the fluid may be found in Reference [32]. To control the accuracy of the numerical program, some comparisons with available analytical solutions are made.

The following results are obtained:

1. Comparison of the results obtained for the limiting case \( \nu \to \infty \) and for a large but finite value of Luiakov number shows that the agreement between these two results at fixed magnitude of \( \nu \) depends on the value of parameter \( h_0 R/\lambda_0 \), which determines the value of the minimum time when the approximation \( \nu \to \infty \) is acceptable. As the parameter \( h_0 R/\lambda_0 \) increases, the values of the minimum time become smaller. Thus, for \( h_0 R/\lambda_0 = 10 \), the approximation is acceptable for \( t > 0.2 \), and for \( h_0 R/\lambda_0 = 2 \), it becomes acceptable only for times \( t > 0.5 \).

2. Both wall and fluid bulk temperatures increase monotonically to their state distribution in \( x \) for all values of \( \nu \) and \( h_0 R/\lambda_0 \). The greater the Luiakov number is, the shorter is the time required to
reach the steady state. For a fixed value of Lu, this time is shorter for the larger values of parameter \( h_R/\lambda \).

3. The behavior of the surface heat flux is strongly dependent on the value of Lu and is significantly different for Lu → ∞ and for any other finite value of Lu. For Lu → ∞, the surface heat flux increases stepwise to its maximum value right at \( t = 0 \) and then monotonically decreases to its steady-state distribution. On the other hand, for the finite values of Lu, heat flux is zero at the beginning and then exhibits quite complicated behavior. At some values of Lu, \( h_R/\lambda \) and \( x \), the heat flux increases from an initial value of zero to its maximum and then decreases below the steady-state value and finally approaches the state value from below. Such behavior occurs in the second time domain after the transient period. This effect was also observed in some earlier works, and results are compared with data obtained in Reference [32].

4. Higher values of parameter \( h_R/\lambda \) lead to higher values of both wall and bulk temperatures for all Lu, \( t \), and \( x \). The heat flux is greater at higher values of this parameter and at lower values of time. For larger values of time, heat flux is greater for lower \( x \) but is lower at the larger \( x \).

5. Comparison of data obtained for the conjugate model for Lu → ∞ and a simple nonconjugate approach, when it is used as a heat transfer coefficient of an isothermal wall, shows that large errors could result from such a simple calculation. The analysis presented in Reference [32] indicates that the results of simple and numerical approaches would get closer as the parameter \( h_R/\lambda \) or Luikov number become smaller, as time gets larger in the first time domain, or as \( x \) gets larger in the second time domain.

**Example 7.9: Heat Transfer in a Pipe with Developing Hydrodynamically Steady and Thermally Unsteady Laminar Flows [33]**

Under the usual assumption, the governing equations for the fluid and the wall and thermal boundary conditions are (\( t = 0, x ≥ 0, t > 0 \)):

\[
\frac{\partial u}{\partial x} + \frac{1}{r} \frac{\partial rv}{\partial r} = 0 \quad u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial r} = -\frac{\partial p}{\partial x} + \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u}{\partial r} \right)
\]

\[
\frac{\partial \theta}{\partial t} + u \frac{\partial \theta}{\partial x} + v \frac{\partial \theta}{\partial r} = \frac{1}{Pr} \frac{\partial}{\partial r} \left( r \frac{\partial \theta}{\partial r} \right)
\]

\( x = 0, \ \theta = \theta_s = 1, \ \frac{\partial \theta}{\partial t} = \frac{\lambda_w}{r \lambda Pr} \frac{\partial}{\partial r} \left( r \frac{\partial \theta}{\partial r} \right) \)

\( r = r_s, \ \theta = 0, \ \theta = \frac{T - T_w}{T_l - T_w} \)
Others are the boundary and conjugate conditions for a wall-fluid interface, far away from body and symmetry conditions. The dimensionless variables are scaled by inner radius $R$ for $r$, $R \Re/2$ for $x$, $u_m$ for $u$, $v/R$ for $v$, $\rho \mu^2$ for $p$, $R^2/\nu$ for $\nu$, $\lambda(T_f - T_w)/R$ for $\theta_w$.

The problem is solved by using the finite-difference method. Because the wall and fluid physical properties are constant, the velocity and temperature equations are uncoupled. The first is obtained velocity field which is used in solving the equations for the fluid temperature field. To obtain finally the fully developed velocity profile and steady-state temperature condition, the following steps in computing are used $\Delta x = 0.0001$, $\Delta r = 0.005$, $\Delta t = 10^{-5}$. Other details of the numerical scheme are given in Reference [34].

The calculations are performed for $Pr = 0.7$ and different values of $\lambda_w/\lambda$, $\alpha_w/\alpha$ and $r_0$ and yields the following basic results:

1. The response of the hydrodynamically developing flow to the variation in the thermal conditions of the outer wall surface is faster than that in the case of the hydrodynamically fully developed flow. This is due to the fact that the amount of the flow in the thermal boundary layer for the last case is less than that for the former case. As a result, the temperature distribution in the fully developed flow is broader, and the heat transfer coefficient is lower. The deviation of these two cases increases with time.

2. Increasing the thermal conductivity ratio $\lambda_w/\lambda$ leads to enhancing the wall heat flux because increasing the wall conductivity intensifies the fluid response to any variation in the thermal boundary condition.

3. The thermal entrance length required for reaching the fully developed temperature profile increases as the thermal conductivity ratio $\lambda_w/\lambda$ or the thermal diffusivity ratio $\alpha_w/\alpha$ increases or the ratio of outer to inner radii decreases.

OTHER WORKS: The reviews of heat transfer studies in pipes and channels including the solutions of conjugate problems may be found in Reference [20] for relatively early results, in Reference [31] for papers published until the end of the last century and in Reference [26] or [14] for more recent publications. Some conjugate heat transfer problems different from those discussed above may be mentioned. The conjugate heat transfer in compressible flows is investigated in Reference [16]. The simultaneously developing velocity and temperature fields in a rectangular channel are studied in Reference [35]; the conjugate heat transfer from radiating fluid in a rectangular channel is considered in Reference [36]; the conjugate heat transfer by natural convection in enclosures with openings and in a square cavity are studied in References [37] and [38], respectively; and the measurement results of water flow boiling conjugate heat transfer in a channel are presented in Reference [39].
7.6 Examples of Numerical Studies of the Conjugate Convective Heat Transfer in Flows around and inside Bodies

Example 7.10: Heat Transfer from a Rectangular Slab in Incompressible Flow [40]

Because the slab is of finite length and height, the problem is governed by Navier-Stokes, elliptic energy equations, and boundary conditions:

\[
\nabla^2 \psi = -\omega, \quad \frac{u \partial \omega}{\partial x} + v \frac{\partial \omega}{\partial y} = \frac{1}{Re} \nabla^2 \omega, \tag{7.50}
\]

\[
u \frac{\partial \theta}{\partial x} + v \frac{\partial \theta}{\partial y} = \frac{1}{Re} \nabla^2 \theta, \quad \nabla^2 \theta_s = 0
\]

\[y = 0, \quad |x| > \frac{1}{2}, \quad \frac{\partial \theta}{\partial y} = 0, \quad x = \pm \frac{1}{2}, \quad -H \leq y \leq 0, \quad \frac{\partial \theta_s}{\partial x} = 0 \quad y = -H, \tag{7.51}
\]

\[|x| \leq \frac{1}{2}, \quad \theta_\infty = 1, \quad y \to \infty, \quad |x| \to \infty, \quad \omega \to 0
\]

Here \(\psi\) and \(\omega\) are the stream function and vorticity. Boundary conditions stand: the first for uniform temperature (similar condition for uniform velocity \(\theta^2 \partial^2 \psi / \partial y^2 = 0\)) before and behind the slab, the second for insulated side surfaces of the slab, the third for temperature \(\theta_s\) of the bottom slab surface, and the fourth for irrotational flow. Others are the usual boundary and conjugate conditions on the slab–fluid interface, and far away from the body for a fluid. The dimensionless variables are scaled by slab length \(L\) for \(x, y\) and slab height \(H\), \(U_\infty\) for \(u, v, L, \psi\) for \(\psi, U_\infty, L\). for \(\omega\) and \(\theta = (T - T_\infty) / (T_\infty - T_s)\).

The problem is solved by using the finite-difference method of Patankar [2] (Section 7.3). Because Equation (7.50) is elliptic, boundary conditions at infinity before and behind the slab should be specified. The estimations for \(\psi\) and \(\omega\) are adopted from Reference [41], while for \(\theta\) these are derived employing the balance between the heat lost at the slab surface and that transported downstream. The results are

\[
\theta = \omega = 0, \quad \psi \propto y + C_s\left[-1 + \left(1 / \pi \right) \tan(y / \psi) \right] \quad \text{for} \quad x = -x_\infty, \quad 0 \leq y \leq y_\infty \quad \text{and} \quad \psi = y_\infty, \quad -x_\infty \leq x \leq 0 \theta - C_x \cdot 2x^{1/2} \exp(-\text{Re}y^{2/4} / 4x), \psi = y + C_s\left[1 / \pi \right] \tan(y / \psi) - \text{erf}(\text{Re}^{-1/2} y / 2x^{1/2}), \omega = C_s \left[\text{Re}^{-1/2} y / (\pi x)^{1/2} \right] \exp(-\text{Re}y^{2/4} / 4x) \quad \text{for} \quad x = x_\infty, \quad 0 \leq y \leq y_\infty \quad \text{and} \quad \psi = y_\infty, \quad 0 \leq x \leq x_\infty \tag{7.52}
\]

where \(2C_s\) and \(C_s\) are a drag coefficient and constant as defined below:

\[
C_d = \frac{1}{Re} \int_{-1/2}^{1/2} \omega(x, 0) dx, \quad C_s = \frac{1}{\text{Re}^{1/2}} \int_{-1/2}^{1/2} \frac{\partial \theta}{\partial y}(x, 0) dx \tag{7.53}
\]
Computations are performed for $10^2 \leq \text{Re} \leq 10^4$, $\text{Pr} = 10^{-2}$, $10^2 \lambda_w/\lambda = 1, 2, 5, 20$, and aspect ratio $H = 0.25 \text{ and } 1$. The basic results are as follows:

1. The isotherms show that at lower $\text{Pr} = 10^{-2}$ and lower ratio $\lambda_w/\lambda$, the temperature drop across the slab is greater than that in the case of a higher value of $\lambda_w/\lambda$. They indicate also that there is a kink at the boundary between fluid and slab which occurs due to a high slab conductivity. In the case of high $\text{Pr} = 10^2$, the temperature drop across the slab exists for both considered values of $\lambda_w/\lambda = 1 \text{ and } 20$.

2. The numerical solutions of the Navier-Stokes equation for low $\text{Pr} = 5 \cdot 10^{-2}$, $\text{Re} = 1 \cdot 10^4$, $H = 0.25 \text{ and } 1$, and all considered values of $\lambda_w/\lambda = 1, 2, 5, 20$ indicate that high local Nusselt number at the left-hand end of the boundary first decreases monotonically along most of the slab length and then increases considerably by reaching the other end of the slab. At the large $\text{Pr} = 10^2$ and the same other parameters, the computations show that Nusselt number is approximately constant along the slab surface and increases going to the right-hand end of the slab as well.

3. It is clear from the results obtained for the low and large Prandtl numbers and the same combinations of other parameters that the increase in Peclet number $\text{Pe} = \text{RePr}$ or in aspect ratio $H$ decreases the boundary temperature, while an increase in the conductivity ratio $\lambda_w/\lambda$ leads to an increase of boundary temperature.

4. The dependences $\bar{Nu}(\text{Re})$ indicate that the average Nusselt number increases as usual with increasing Reynolds and Prandtl numbers and with increasing the aspect ratio and thermal conductivity ratio.

5. The numerical finite-difference results are compared for the case of $\text{Re} >> 1$ with data obtained by two analytical approximate methods. One of these approaches, an averaging method, gives good results for the mean Nusselt number and average boundary temperature at $\lambda_w/\lambda \leq 5$ and $\text{Pr} >> 1$. In particular, the comparison with numerical data shows that the averaged Nusselt and boundary temperature can be determined using two simple formulae depending on only two and one parameter, respectively:

$$
\bar{Nu} = \left( \frac{\lambda_w}{\lambda H} \right) B, \quad \bar{\theta}_w = \frac{1}{1 + B}, \quad B = \frac{H \text{Pr}^{1/3} \text{Re}^{2/3}}{1.596(\lambda_w/\lambda)}.
$$

A second method is derived considering two-dimensional conduction in a slab and convection in an adjacent boundary layer. According to this method for $\text{Pr} \geq 1$, the set of governing parameters is $(\text{Re}^{1/2} \lambda/\lambda_w, \text{Pr}, H)$, and for $\text{Pr} << 1$, this set is $(\text{Pe}^{1/2} \lambda/\lambda_w, H)$. However, applicability of the second method is restricted, as there are some difficulties in applying this method for $\text{Pr} >> 1$.

**Example 7.11: Heat Transfer in an Inclined Open Shallow Cavity [42]**

The model is presented as an incline by the angle $\phi$ two-dimensional opening reservoir with a thick facing wall heated by a constant heat flux $q$. The other perpendicular to the heated wall sides are adiabatic.
Usual assumptions including the Boussinesq approximation are used. The system of governing equations and boundary conditions are as follows:

\[
\begin{align*}
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} &= 0, \\
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} &= -\frac{\partial p}{\partial x} + RaPr \theta \cos \phi + Pr \nabla^2 u, \\
\frac{\partial \theta}{\partial t} + u \frac{\partial \theta}{\partial x} + v \frac{\partial \theta}{\partial y} &= \nabla^2 \theta \\
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} &= -\frac{\partial p}{\partial y} + RaPr \sin \phi + Pr \nabla^2 v \\
p &= 0, \\
\frac{\partial v}{\partial x} &= 0, \\
\frac{\partial u}{\partial x} &= -\frac{\partial v}{\partial y}, \\
\left(\frac{\partial \theta}{\partial x}\right)_{\text{out}} &= 0, \left(\frac{\partial \theta}{\partial x}\right)_{\text{in}} = 0
\end{align*}
\]

(7.55)

These conditions should be satisfied at the opening walls. The other conditions are as follows: zero velocities on the walls and zero derivatives of the temperature on the adiabatic surfaces. The subscripts “out” and “in” denote outside and into the cavity. Here the dimensionless variables are scaled by \( L \) for \( x \) and \( y \), \( L/\alpha \) for \( u \) and \( v \), \( L^2/\rho \alpha \) for \( p \), \( Lq/\lambda \) for \( T \), \( \alpha /L^2 \) for \( t \), \( L \) and \( H \) are cavity width and height, and \( Ra/\beta L^4/\nu \alpha \).

The system of governing equations is solved using the SIMPLER algorithm developed in Reference [2] and briefly described in Section 7.3. The details of domain discretization may be found in Reference [42]. Special computations for extended domain with different parameters are performed to verify the computational technique for considering a restricted cavity. The calculations are performed for the Rayleigh number from \( 10^6 \) to \( 10^{12} \), aspect ratio from 1 to 0.125 and angle \( \phi \) from 90° (heated vertical wall) to 45° and \( Pr = 0.72 \). The basic results are formulated as follows:

1. The isotherms show that at low Rayleigh numbers of \( 10^6 \), there is a conduction dominated regime. As \( Ra \) is increased to \( 10^{10} \), the flow becomes close to boundary layer type and at \( Ra = 10^{12} \), the heat transfer and flow finally turn to boundary layer type, and the convection becomes the dominant regime.

2. The nondimensional temperature profiles on the wall and at the opening follow a nonlinear variation, a little lower near the bottom and higher at the top. The cold fluid entering the cavity is heated along the wall and cools it. As the heated fluid moves along the wall, the wall temperature increases. The temperature profile at the opening shows that the temperature is lower at the bottom portion and the hot fluid is at the remaining upper portion. The outgoing flow occupies only 30% of the opening.

3. Normalized Nusselt number and nondimensional volume flow rate in and out of the cavity \( V \) were calculated using the following formulae:
Numerical Methods for Solving Conjugate Convective Heat Transfer

\[ \frac{Nu}{Nu_{Ra=0}} = -\int_0^A \frac{\partial \theta}{\partial x} dy/\int_0^A (\theta_1 - \theta_2) dy, \]

\[ \bar{V} = -\int_{x=1} u_{in} dy, \quad u_{in} = u_{x=1} \quad \text{if} \quad u_{x=1} < 0, \quad u_{in} = 0 \quad \text{if} \quad u_{x=1} \geq 0 \]

(7.56)

where indices 1 and 2 indicate the section at the facing wall and opening, respectively. The results show that volumetric flow rate is an increasing function of Ra and aspect ratio \( A = H/L \).

At a given \( Ra \), the shallower the cavity, the smaller is the volumetric flow rate. As the aspect ratio increases, the volumetric flow rate tends to an asymptote \( A \to \infty \).

For shallower cavities (e.g., for a cavity with \( A = 0.125 \)) the conduction regime dominates even at high Ra, but at \( Ra = 10^9 \), the transition to the convection regime occurs. Up to this value of Ra, the Nusselt number is an increasing function of \( A \), but then a mixed pattern emerges that remains until \( Ra = 2 \cdot 10^9 \). The reason for this is that heat flux is transferred partly by conduction through the wall and partly by convection through the opening. When the parameters vary, these parts of heat flux are varied in such a way that the function \( Nu = f(A) \) in the range of \( Ra = 10^6 - 10^9 \) becomes a type of mixed pattern. Detailed analysis of this phenomenon is given in Reference [42].

The volumetric flow rate and the Nusselt number are similarly affected by relative facing wall thickness \( \Delta / L \). Both \( \bar{V} \) and \( Nu \) are the increasing functions of wall thickness at all Rayleigh numbers. These characteristics are also similarly affected by the conductivity ratio \( \lambda_w / \lambda \). Both \( \bar{V} \) and \( Nu \) decrease when the conductivity ratio grows. The reason for this effect is also a variation of the heat parts transferring through the wall and opening.

4. Isotherms and streamlines for different inclination angles of the range \( \phi = -90^\circ - 45^\circ \) show that as \( \phi \) decreases, the velocity gradient increases at the upper adiabatic wall and the strength of circulation increases. Flow of the hot fluid from the opening becomes choked as the inclination decreases. As a result, the volumetric flow rate and Nusselt number increase as the angle \( \phi \) decreases. At low Rayleigh numbers, the increase is small, but as Rayleigh numbers increase, the increase in flow rate becomes appreciable.

Example 7.12: Free Convection on Thin Vertical and Horizontal Plates [43]

The problem is governed by the following set of equations:

\[ \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = -\frac{1}{\rho} \frac{\partial p}{\partial x} + \frac{\partial^2 u}{\partial y^2} + g\beta(T - T_\infty) \sin \phi, \]

\[ -\frac{\partial p}{\partial y} + g\beta(T - T_\infty) \cos \phi = 0, \quad u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} = \frac{\partial^2 T}{\partial y^2} \]

(7.57)
supplemented by the continuity differential equation and common conjugate and boundary conditions on the fluid-plate interface and far away from the plate. For a horizontal plate $\varphi = 0$, and for a vertical plate $\varphi = \pi / 2$ and pressure gradients in both coordinates are equal to zero. Using the conjugate condition for a thin plate with linear temperature distribution and scale analysis leads to the conjugate criterion in the following form:

$$-\lambda \left( \frac{\partial T}{\partial y} \right)_{y=0} = \frac{\lambda}{\Delta} (T_0 - T_w), \quad \frac{T_0 - T_w}{T_{\infty} - T_w} = \frac{\lambda \Delta}{\lambda_w \delta} = \xi$$

(7.58)

where $T_0$ is the temperature of the outer plate surface. Because the heat transfer coefficient $h = \lambda / \delta$, it is seen from the last equation that this criterion, like the others, in essence is the Biot number, as it should be according to general theory (Section 6.1).

It is assumed that the conjugate heat transfer may be investigated by employing a combination of two well-known limiting cases of constant wall temperature and constant heat flux. Applying this idea and formulae for boundary layer thickness in the limiting cases of free convection on a vertical plate $\delta_T \sim x (\sigma R_a \theta)^{-1/4}$ and $\delta_q \sim x (\sigma R_a q)^{-1/5}$ and $\sigma = \Pr / (1 + \Pr)$, the thickness for the conjugate free convection on a vertical plate is defined as follows:

$$\delta \sim \delta_T^4 + \delta_q^4 \sim x / \gamma, \gamma = \left[ (\sigma R_a \theta)^{-1} + (\sigma R_a q)^{-4/5} \right]^{-1/4},$$

$$\delta_T = g \beta (T_e - T_w) x^3 / \alpha v, \ \frac{R_a}{R_a q} = \frac{\lambda \Delta}{\lambda_w x}$$

(7.59)

Introducing new dependent and independent variables

$$f = y / \alpha \gamma, \quad \theta = \left[ (T - T_w) \gamma (T_0 - T_w) \right]^{-1},$$

$$\xi = \left[ 1 + \sigma R_a / (\sigma R_a q)^{4/5} \right]^{-1}, \quad \eta = y / \delta = (y / x) \gamma$$

(7.60)

transforms the system of governing equations and boundary condition into the form

$$\Pr f''' + \frac{16 - \xi}{20} f'' - \frac{6 - \xi}{10} f' + (1 + \Pr) \theta = \frac{1}{5} \xi (1 - \xi) \left[ \frac{\partial f}{\partial \xi} - \frac{\partial^2 f}{\partial \xi^2} \right],$$

$$f (\xi, 0) = f' (\xi, 0) = f (\xi, \infty) = 0$$

(7.61)

$$\theta'' + \frac{16 - \xi}{20} f\theta' - \frac{1 - \xi}{5} f' \theta = \frac{1}{5} \xi (1 - \xi) \left[ f \frac{\partial \theta}{\partial \xi} - \frac{\partial f}{\partial \xi} \theta \right],$$

$$\xi \theta (\xi, 0) - (1 - \xi)^{4/5} \theta' (\xi, 0) = 1, \ \theta (\xi, \infty) = 0$$
A similar consideration leads to analogous results for the horizontal plate:

\[
Pr f''' + \frac{10 - \xi}{15} f f'' - \frac{5 - 2 \xi}{15} f' f' + \frac{1}{15} (1 + Pr)((5 + \xi)\eta p' - (10 - 4 \xi)p) = \frac{1}{3}(1 - \xi) f\left(\frac{\partial f'}{\partial \xi} - f'' \frac{\partial f}{\partial \xi} + (1 + Pr) \frac{\partial p}{\partial \xi}\right), \quad \theta = p',
\]

(7.62)

with almost the same variables and boundary conditions, additional dimensionless pressure scaled by \(\rho\alpha_{\gamma}^4 / \sigma \xi^2\), and the following changes:

\[
\gamma = \left[\left(\sigma Ra_\gamma\right)^{-1} + \left(\sigma Ra_\xi\right)^{-\frac{\gamma_5}{\xi}}\right]^{-\frac{1}{\gamma_5}}, \quad \xi = \left[1 + \sigma Ra_\gamma / (\sigma Ra_\xi)^{\gamma_5}\right]^{-1},
\]

(7.63)

The set of these equations are solved by Keller’s finite-difference method, details of which may be found in References [43] and [44]. The following results are obtained:

1. The profiles of dimensionless velocities and interface temperatures at \(Pr = 0.7\) for both vertical and horizontal plates show that the maximum value of velocity decreases while the interface temperature increases from \(T_\infty\) to \(T_0\) as the coordinate \(\xi\) increases from 0 to 1. It is also seen that both sets of profiles develop from the typical profiles of constant wall heat flux at \(\xi = 0\) to these for an isothermal wall at \(\xi = 1\). The calculations also indicate that the interface temperature and friction increase as the conjugation criterion \(\zeta\) or local Biot number decreases.

2. The heat transfer rate \(q_w / q_w\) decreases from one asymptotical value of constant wall heat flux at \(\xi = 0\) to another asymptotical value of constant wall temperature as the conjugation criterion decreases from \(\zeta \to \infty\) to \(\zeta \to 0\). This occurs due to the growing thermal boundary layer thickness.

3. Comparison of the numerical data with well-known results for constant wall temperature or heat flux shows that the ranges of conjugation criteria in which the problem should be treated as conjugate depend on the Prandtl number. The analysis of such data presented in this paper reveals that this dependence is slight. Thus, these ranges vary from \(\zeta = 0.087\) to 25.5 to \(\zeta = 0.102\) to 30.8 for vertical plate and from \(\zeta = 0.146\) to 23.5 to \(\zeta = 0.159\) to 30.8 for horizontal plate for the entire diapason of \(Pr = 0.001\) to \(\infty\). For other values of conjugation parameter \(\zeta\), the heat transfer problem can be solved using a simple approach with error less than 5%.

4. The local Nusselt number on the interface in the form \(Nu / \gamma\) decreases almost linearly with increasing variable \(\xi\). This yields
simple correlations for vertical and horizontal plates. Knowing the local Nusselt number, one determines the local temperature on the interface. Then the local heat transfer rate can be obtained by

\[ q_x = \frac{\text{Nu} \lambda \xi}{(\theta - \theta_0)} \]

\[ \text{Nu} = \frac{(\text{Nu}_1 / (\sigma \text{Ra}_1)^{1/4}) + (1 - \xi) \left[ \frac{\text{Nu}_2 / (\sigma \text{Ra}_2)^{1/4}}{(1 - \xi)^{3/4}} \right]}{1 - \xi \theta} \]

(7.64)

Example 7.13: Heat Transfer between an Elliptical Cylinder and a Laminar Flow [23]

This is an example of using the method of reducing a conjugate problem to an equivalent conduction problem in the case of flow with nonzero pressure gradient (Sections 6.2 and 6.3). As shown in Chapter 3 in the case of a nonzero pressure gradient, the role of the longitudinal coordinate is as the Görtler's variable so that in Duhamel's integral (Equation 1.38) the variable \( \Phi \) should be substituted for \( x \). Then, as well as with Equation (1.38), a conjugate problem is reduced to a conduction problem with an integral

\[ q_m = h \left[ \sum_{i=1}^{M} \int_{0}^{\Phi} \left( 1 - \left( \frac{x}{\Phi} \right)^{C_1} \right)^{C_2} \left( \frac{dT}{dx} \right) d\xi \right] \]

(7.65)

as a boundary condition. Exponents \( C_1 \) and \( C_2 \) are given in Figure 3.4.

The analytical solution of this problem is considered in Example 6.7. The conduction problem for an elliptical cylinder with the uniform heat generation \( q_v \) is governed in elliptic coordinates \((u, v)\) by equation and boundary conditions (Equation 6.34). The surface heat flux \( q_w \) incorporated in the first boundary conditions is determined by Equation (7.65). The numerical solution is performed by finite-difference method with grid nodes \( u_{ij} = (i - 0.5)\delta_u \) and \( v_{ij} = (j - 0.5)\delta_v \), where \( \delta_u = 1/(2M) \ln((a+b)/(a-b)), 0 \leq i \leq M + 1 \), \( \delta_v = \pi/N, 0 \leq j \leq N + 1 \). The last three boundary conditions (Equation 6.32) are presented using node temperatures as \( \theta_{0,i} = \theta_{1,i}, \theta_{O,j} = \theta_{I,j}, \theta_{N+1} = \theta_{N} \).

Let the vector \( \theta \) consist of temperatures \( \theta_{i,1}, \theta_{i,2}, \theta_{i,3}, ..., \theta_{i,N-1}, \theta_{i,N} \) and accordingly the vector \( F \) is made up of \( f_{i,1}, f_{i,2}, f_{i,3}, ..., f_{i,N-1}, f_{i,N} \), where \( f_{i,j} = -(q_v c^2/\lambda^2)(\sin^2 u_{ij} + \sin^2 v_{ij}) \) is the right-hand part of Equation (6.34). The finite-difference solution of Equation (6.34) subjected to the last three boundary conditions may be presented in the vector-matrix form as \( \theta_{i,1} + A \theta_i + \theta_{i,-1} = F_i \), where \( i = 1, 2, ..., M \) and a diagonal matrix \( A_i \) given in Reference [23] depend on the ratio \( (\delta_u/\delta_v)^2 \).
The first boundary condition (Equation 6.34) that contains the integral (Equation 7.65) is modified using Equations (6.37) for variables \( \Phi \) and \( \varepsilon \) to obtain

\[
-\frac{\partial \theta}{\partial u} \bigg|_{u=\frac{1}{2}} = \frac{\text{Nu} \cdot \text{Bi}}{\sqrt{\text{Re}}} \sqrt{1 - \frac{c^2}{a^2} \cos^2 v} 
\]

\[
\times \left\{ \int_0^1 \left[ 1 - \left( \frac{1 - \cos \varepsilon}{1 - \cos v} \right) \right]^{c_1} \frac{d\theta}{dv} \right\}^\text{C_2} \theta_\ast (0), \ \text{Bi} = \frac{\lambda \sqrt{\text{Re}}}{\lambda_w}
\]

Because this condition should be satisfied between the temperature \( \theta_{M+1,1} \) and \( \theta_M \), an arithmetic mean temperature is applied to approximate it (Equation 7.66). Assuming also that between nodes the temperature changes linearly giving the following form for condition (7.66):

\[
\theta_{M+1,1} \left( \frac{\beta_{2,j}}{\delta_i} - 1 \right) \frac{\sigma_j}{2} + \theta_{M,2} (\beta_{3,j} - \beta_{2,j}) \frac{\sigma_j}{2\delta_j} + \ldots + \theta_{M,j} \left( \frac{1}{\delta_i} - \frac{\beta_{1,j}}{2\delta_i} \right) = \theta_{M+1,j} \left( 1 - \frac{\beta_{3,j}}{2\delta_j} \right) + \theta_{M,j} \left( \frac{1}{\delta_i} + \frac{\beta_{1,j}}{2\delta_i} \right)
\]

\[
\sigma = \frac{\text{Nu} \cdot (v) \cdot \text{Bi}}{\sqrt{\text{Re}}} \sqrt{1 - \frac{c^2}{a^2} \cos^2 v} \ \beta_{mn} = \int_m^n \left\{ \left[ 1 - \frac{1 - \cos \varepsilon}{1 - \cos((j-0.5)\delta_i)} \right] \right\}^{c_2} \right\} \frac{d\varepsilon}{\delta}(7.68)
\]

Here \( \beta_{1,j}, \beta_{2,j}, \beta_{3,j} \) are integrals with limits: from \( m = 0.5\delta_i, 1.5\delta_i, \ldots \) to \( n = 1.5\delta_i, 2.5\delta_i, 1 + (j - 0.5)\delta_i \), respectively. The last equation is valid at each \( j > 1 \). At \( j = 1 \) due to relation \( \theta_{1.0} = \theta_{1.1} \), a simpler relation is valid:

\[
\theta_{M+1,1} (1/\delta_i) - (\sigma/2)) = \theta_{M+1,1} (1/\delta_i) - (\sigma/2))
\]

The last three equations may also be written in the vector-matrix form. Then, the numerical solution of the problem in question is reduced to the following system of vector equations containing three matrices: \( A, R_M \), and \( R_{M+1} \):

\[
\theta_{i+1} + A_i \theta_i + \theta_{i-1} = F_i; \ \theta_0 = \theta_1; \ \theta_M \theta_{M+1} = R_{M+1} \theta_i + \theta_{M+1}
\]

These matrices as well as additional details of derivation of some equations are given by Davydenko [23]. The vector-matrix system has been solved by TDMA (progonka in Russian terminology). The calculations have been performed for \( a/b = 2, 4, 8, \text{Bi} = 0.1, 1, 10 \) and \( \text{Pr} = 0.1, 1 \). The numerical results differ about 1% from those obtained analytically and discussed in Example 6.7.
Example 7.14: Heat Transfer from a Sphere Heated by an X-Ray or Laser in External Flow at a Low Reynolds Number [45]

A sphere cooled by a uniform stream of air is heated by X-ray. Two cases are considered: the first when the sphere absorbs the full energy of the oncoming X-ray beam and the other when the energy of the X-ray beam is absorbed only near the sphere’s surface. The first process simulates heating a particle by intense X-ray, which is used in crystallographic applications. The other case is similar to laser heating applied in microfabrication and micromachining.

The three-dimensional domain and full system for the steady state of continuity, Navier-Stokes and energy equations for fluid and Poisson’s equation with heat source \( S = (I/L_{\text{att}}) \exp(-L/L_{\text{att}}) \) for a sphere are used. Here \( I \) is an incident intensity of the beam, \( L \) is the depth traveled by the beam through the sphere, and \( L_{\text{att}} \) is the beam attenuation length depending on the beam energy level (see formula for \( S \)). This system of equation is solved using boundary and conjugate conditions for the sphere surface and for far away from the sphere for a fluid.

A special parameter \( L_{\text{en}} = D/L_{\text{att}} \), where \( D \) is a sphere diameter, is used to determine the beam penetration into the sphere. At high values of \( L_{\text{en}} \), the X-ray energy is absorbed only near the sphere surface. At this parameter decreases, the penetration depth increases, and at \( L_{\text{en}} = 4.6 \), it becomes equal to the sphere diameter. In the case of the higher values of \( L_{\text{en}} \), only a part of beam energy is absorbed by the sphere. At \( L_{\text{en}} = 1 \), heat absorption along the centerline decays exponentially, and at \( L_{\text{en}} = 0.1 \), the heat distribution inside the sphere becomes almost uniform.

The size of the beam is another important characteristic. In the case of a full beam, its diameter is equal to the diameter of the sphere. For the focused regime, the beam diameter is kept at \( 0.1D \). Nevertheless, by increasing the incident intensity in the focused regime, total energy in both cases is the same.

The solution is performed iteratively by using the finite-volume element method. The SIMPLE algorithm (Section 7.3) is employed to solve the continuity equation determining the pressure and velocity components. The numerical results are obtained for sphere diameter \( 2 \text{mm} \), \( Re = 100 \), \( Pr = 0.73, \lambda_w = 430, 0.6, 0.00882 \text{ W/m K} \), \( L_{\text{en}} = 0.1, 1, 100 \), and \( l = 1.92 \times 10^4 \text{ W/m}^2 \) (full regime), \( 1.92 \times 10^5 \text{ W/m}^2 \) (focused regime). The above indicated values of thermal conductivity stand for a typical biocrystal (0.6) and two limited cases such as metal and gas. The basic result and conclusions are as follows:

1. The data for \( \lambda_w = 0.6 \) and different \( L_{\text{en}} \) show that the maximum temperature increases considerably and shifts to the front as the parameter \( L_{\text{en}} \) increases in both full and focused cases. This occurs due to an increase in absorbed energy. These effects are greater for the focused regime, because in this case, about the same amount of energy is absorbed by a much smaller sphere region. As a result, at \( L_{\text{en}} = 100 \), the maximum temperature in this regime is the highest, which decreases with decreasing \( L_{\text{en}} \) and growing the beam size from focused to full. The temperature variation along
the centerline also depends on \( L_m \). The curves \( T(x) \) change from sharply falling at \( L_m = 100 \) to almost horizontal at \( L_m = 0.1 \).

2. The same behavior is observed for other values of conductivities 430 and 0.00882 in which cases the temperature increases with \( L_m \) increasing as well. An exception is the case of full beam at \( \lambda_w = 0.00882 \) and \( L_m = 100 \), in which the temperature is lower than at \( L_m = 1 \). The reason for this is the high heat transfer rate at the surface and low thermal conductivity of the sphere which result in a significant amount of heat being removed by convection rather than being absorbed by the sphere. The curves \( T_{\text{max}} - T_c = f(\lambda_w) \) indicate that the highest temperature difference \( T_{\text{max}} - T_c = 4.650^\circ \text{C} \) takes place for the focused beam, the least sphere conductivity \( \lambda_w = 0.00882 \), and the maximum \( L_m = 100 \). At the same time, the lowest difference at the least \( L_m = 0.1 \) and the highest conductivity \( \lambda_w = 430 \) is only about 5°C for both full and focused regimes.

3. The results for the surface sphere temperature in the form \( T_{sf} - T_c = f(\phi) \), where \( \phi \) defines the angular position starting from the stagnation point, show that the variations of this difference in both full and focused cases are different. Although for the highest conductivity this temperature difference is almost constant along the surface at all considered values of \( L_m \) for both regimes, the temperature changes for other values of conductivity are more significant in the full beam case. In the focused regime at \( \lambda_w = 0.6 \) and \( \lambda_w = 0.00882 \), there are small temperature variations at the front and back of the sphere which increase as the \( L_m \) increases and the thermal conductivity decreases. As a result, at \( L_m = 100 \), the sphere front is essentially hotter than the other part of the surface with rapidly decreasing temperature toward the back. In contrast, for the full beam case at \( L_m = 0.1 \) and \( L_m = 1 \) and the same two conductivities, the gradual increase to the back minimum temperature difference is observed at the front. The reverse kind of temperature profile is observed at \( L_m = 100 \), where due primarily to deposition of energy, the highest temperature is at the front of the sphere.

4. For the better comparison with obtained result, the local Nusselt number is compared with the uniform sphere temperature. As indicated by the data, for the case of the highest conductivity \( \lambda_w = 430 \), \( Nu \) in both regimes is almost identical with the other reported results for all values \( L_m \). This is expected because in this case the real surface temperature is almost uniform. As is well known, in such a situation the Nusselt number is higher in the front half of the sphere surface. For the focused regime at \( \lambda_w = 0.6 \) and \( \lambda_w = 0.00882 \), \( Nu \) is always higher at the front region as compared with the case of \( \lambda_w = 430 \) for all values of \( L_m \). For the full beam regime, the results are similar, except for the case of \( L_m = 100 \) and \( \lambda_w = 430 \) and 0.6 where the local Nusselt number is high in the front surface part and decreases along the other portion of the surface. At \( \lambda_w = 0.00882 \) in this case, \( Nu \) reduces sharply after \( \phi > 60^\circ \) and becomes constant thereafter. Thus, in contrast to the focused
regime for the full beam, \( \text{Nu} \) at the front is nearly the same for all values of other parameters, which tells us that in the case of full beam, the internal heat distribution does not significantly affect the convection at the sphere front.

5. The data for the average Nusselt number indicate that as \( L_{en} \) increases, average \( \text{Nu} \) decreases for a fixed thermal conductivity. For both regimes, the maximum of an average Nusselt number is at \( \lambda_w = 0.6 \) and \( L_{en} = 0.1 \) and at \( L_{en} = 100 \) it is the lowest.

6. This analysis results in at least two important conclusions applicable for large times when the steady state is achieved. For the laser heating that corresponds to \( L_{en} = 100 \) and higher, there is a steady peak temperature and total heat transfer rate, except for the sphere with high thermal conductivity. The other result corresponds to the low value as \( L_{en} = 0.1 \) and less when the heating is performed by the deep-penetrating x-ray. In this case, the maximum internal temperature and heat transfer rate for both focused and full beam regimes can be estimated with reasonable accuracy by using the average Nusselt number, which is not much different as in the usual case of the isothermal temperature, at least for the spheres with thermal conductivity 0.6 and higher.

Example 7.15: Unsteady Radiative-Convective Heat Transfer in a Laminar Compressible Boundary Layer on a Thin Plate [46]

It is considered a gray, absorbing, and scattering airflow on a thin plate with an insulated outer surface and back end. The governing system consists of an averaging across the thickness energy equation for the plate and the steady-state energy equations (quasi-steady approach) for the fluid:

\[
\frac{\partial T_w}{\partial t} = \frac{\partial^2 T_w}{\partial x^2} - \frac{1}{\lambda_w \Delta} \left[ -\lambda \frac{\partial T}{\partial y} + E \right]_{y=0},
\]

\[
\rho c_p \left( u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} \right) = \frac{\partial}{\partial y} \left( \lambda \frac{\partial T}{\partial y} \right) - \frac{\partial E}{\partial y} + \nu \left( \frac{\partial u}{\partial y} \right)^2.
\]

This system is supplemented by no-slip on the plate and by the asymptote far away from the plate conditions. The conjugate conditions and radiation flux are defined as

\[-\lambda_w \frac{\partial T_s}{\partial y} \bigg|_{y=0} = \lambda \frac{\partial T}{\partial y} \bigg|_{y=0} + E \quad E = 2\pi \int_{-1}^{1} I(y, \gamma) dy \]

Using the dimensionless variables \( \theta = T / T_\infty, \xi = x / L \), the dimensionless time scaled by \( L^2 / \alpha_w \) (the Fo number) and Blasius velocity profile \( f(\eta) \), the equations for the fluid, the plate, and boundary condition are transformed to the forms
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\[
\frac{\partial^2 \theta}{\partial \eta^2} + \frac{f \partial \theta}{2 \partial \eta} - \frac{Pr \xi}{2} \frac{\partial f}{\partial \xi} \frac{\partial \theta}{\partial \xi} - \frac{Sk}{Re \xi} (1-\omega)(\theta^4 - \phi) + Pr Ec \left( \frac{\partial^2 f}{\partial \eta^2} \right)^2 = 0,
\]

\[
\frac{\partial \theta_w}{\partial t} = \frac{\partial^2 \theta_w}{\partial \xi^2} - \frac{\lambda_L}{\lambda_w} \frac{1}{\Delta} Sk Q_w
\]

\[\phi_1(\tau) = 2\pi \int_{-1}^{1} \frac{1(\tau, \gamma)}{4\sigma T^4} d\gamma \quad t = 0, \quad \xi = \xi_0, \quad \theta_w = \theta_{w0}, \quad \xi = \xi_L \frac{\partial \theta}{\partial \xi} = 0 \quad (7.71)\]

\[\phi(\tau) = \frac{E(\tau)}{4\sigma T^4} = 2\pi \int_{0}^{1} \frac{1(\tau, \gamma)}{4\sigma T^4} \gamma d\gamma \]

\[\eta = \left( \frac{\rho_u}{\mu_X} \right)^\frac{\gamma^2}{\gamma_0} \int_{0}^{\gamma} \frac{\rho}{\rho_u} dy, \quad Sk = \frac{4\sigma T^4 L}{\lambda_w}, \quad Ec = \frac{U^2}{C_p T_m}, \]

\[Q_w = \frac{Re u^2}{Sk^V \gamma^2 \sigma T^4} + \phi(0)\]

Here, \(\eta\) is a Dorodnizin's-type variable (Section 3.7); \(Ec, Sk\) are Eckert and Starks numbers; \(Q_w\) is the total heat flux at the wall; \(\phi(\tau)\) and \(\phi_1(\tau)\) are the dimensionless radiation flux and radiative energy density; \(\tau = \tau_1 (\xi/Re)^{\frac{1}{2}} \eta\) and \(\tau_1 = b L\) are the optical depth of the boundary layer in section \(\xi_0\) and characteristic optical thickness, where \(b\) is the extinction coefficient; \(\omega\) is the single scattering albedo; \(I\) is the integral radiation intensity; \(\sigma\) is the Stefan-Boltzmann constant; \(\theta_0(\eta)\) is the self-similar temperature profile for the radiation free heat transfer case; \(\xi_0\) and \(\xi_L\) are dimensionless coordinates of the origin and the end of the heated plate section (without a small part at \(\xi = 0\) which is assumed to be kept at ambient temperature to avoid the singularity).

Radiation flux \(\phi(\tau)\) and radiative energy density \(\phi_1(\tau)\) are determined by employing the equation of radiative transfer written for emitting, absorbing, and scattering medium. The modified mean flux method [47] is applied to reduce the integro–differential radiative transfer equation to a system of two ordinary nonlinear differential equations with corresponding boundary conditions:

\[
\frac{d(\phi^+ - \phi^-)}{d\tau} + (1 - \omega)(m^+ \phi^+ - m^- \phi^-) = (1 - \omega)\phi^4,
\]

\[
\frac{d(m^+ \delta^+ \phi^+ - m^- \delta^- \phi^-)}{d\tau} + (1 - \omega \zeta)(\phi^+ - \phi^-) = 0 \quad (7.72)
\]

\[\tau = 0, \quad \phi^+ = e \theta_{w0}^4 / 4\phi^+ + r \phi^- \quad \tau = \tau, \quad \phi^- = \theta_{w0}^4 / 4\]

\[m(\tau) = \int_{0}^{1} l(\tau, \gamma) d\gamma / \int_{0}^{1} l(\tau, \gamma) d\gamma, \quad \delta(\tau) = \int_{0}^{1} l(\tau, \gamma) \gamma d\gamma / \int_{0}^{1} l(\tau, \gamma) d\gamma\]

\[\zeta = \frac{1}{2} \int_{-1}^{1} z(\zeta) \zeta d\zeta\]
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Here \( \tau = \tau_0 \frac{(\xi/\text{Re})^{1/2}}{\eta_\infty} \), \( \eta_\infty \) is the value of the external boundary layer edge, \( r \) and \( \varepsilon = 1 - r \) are the reflectivity and the emissivity of the plate surface, \( \zeta \) is the mean cosine of the scattering angle, \( z(\zeta) \) is the scattering indicatrix, and \( \zeta \) is the cosine of the angle between incident and scattering beams. Expression (7.71) for \( \phi, m \) and \( \delta \) contained in Equation (7.72) are denoted as \( \phi^+, m^+ \), and \( \delta^+ \), and similar expressions for \( \phi^- m^- \), and \( \delta^- \) differ from those only by integral limits that are \((-1 \text{ and } 0)\) instead of \((0 \text{ and } 1)\). The radiation flux and radiant energy density contained in Equation (7.71) are determined as \( \phi = \phi^+ - \phi^- \) and \( \phi = m^+ \phi^+ - m^- \phi^- \), where \( m \) and \( \delta \) are the transfer coefficients.

The system of Equations (7.71) and (7.72) is solved iteratively using the finite-difference approach. The energy equation (Equation 7.71) for fluid is solved jointly with system (Equation 7.72) using an assumed value of \( \theta_w \). Then the total heat flux \( Q_w \) is calculated to solve the energy Equation (7.71) for a plate and to obtain the new value of \( \theta_w \). Usually three to five iterations are required to achieve the converging results. The coordinate \( \xi_0 \) where the self-similar temperature profile can be used is determined from the condition of the optically thin boundary layer \( \tau_0 \frac{(\xi_0/\text{Re})^{1/2}}{\leq 0.01} \). Details of the numerical scheme and the authors' mean flux method are given in Reference [46] and more completely in original articles [47,48].

The calculations are performed for plate of length and thickness \( L = 1 \text{m} \) and \( \Delta = 0.01 \text{m} \). The conjugate parameter \( K = \frac{L}{\lambda/L} \Delta \) is used which is varied from 0.01 to 10.

The basic results are as follows:

1. In the case of transparent medium \( (\tau_0 = 0) \), the spatial-temporal plate temperature distribution depends considerably on the conjugate parameter. The greater \( K \), the faster the steady state is achieved. Thermal radiation yields a higher level of temperature than that in the nonradiated case, and as a result, the steady-state situation is achieved faster. The conjugate effects are more noticeable at small values of the conjugation parameter. The results for different values of Reynolds and Starks numbers compare the intensity of the convective and radiative heating. In particular, it follows from these data that when \( \text{Re}^{1/2} / \text{Sk} < 0.1 \), the convection heating component may be neglected.

2. The results for absorbing, emitting, and scattering medium for three values of optical thickness \( \tau_0 = 1, 10 \) and \( 100 \) indicate that the time required for achieving the steady state increases as the optical thickness grows. The reason for this is the radiation flux attenuation in the boundary layer. The effect of scattering is also more considerable at the small values of \( K \). In the case of anisotropic scattering and a black wall, the maximum increase in plate temperature is noticed, and the minimum is obtained for a reflective surface and an isotropic scattering.

3. The viscous dissipation significantly affects the temperature distribution on a plate and influences the behavior of the radiation component in the total heat flux. In the case of \( Ec = 0 \) when
the viscous dissipation is ignored, the radiation flux monotonically decreases along the plate. In contrast, at the significant dissipation \( \text{Ec} > 1 \), the behavior of the radiation flux is complicated. When the Eckert numbers are appreciable, there are two cases with the maximum in radiation flux distribution along the plate — namely, at moderate thickness \( \tau_\infty \approx 1 \) and thick \( \tau_\infty > 4 \) optical regions. These features are most remarkable in these specific regions of optical thickness under no monotonous temperature field. On the other hand, at the small optical thickness, the local radiation flux is almost constant. The described behavior at \( \tau_\infty \approx 1 \) should be most significant in the absorbing media \( \omega \approx 0 \), while in the scattering media \( \omega \to 1 \), with usual smoothing radiation flux distribution this phenomenon seems to be only moderate. Another complex form of flux distribution on the plate occurs because in thick optical medium the resulting radiation flux releases on the plate, while in the transparent medium it heats the flow.

4. The data of this study indicate that the conjugate approach is required to be used in the radiative-convective heat transfer investigation, especially in the cases of complex temperature distribution.

**Example 7.16: Turbulent Natural Convection with Radiation in a Rectangular Enclosure**

Interaction between turbulent natural convection and wall radiation in a rectangular enclosure filled with air is studied [49]. An enclosure is heated from below and the floor is maintained at constant temperature \( T_0 \). Air is considered as a transparent incompressible fluid. The walls, which are assumed to be thin with diffuse gray surfaces, are exposed to ambient temperature \( T_\infty \) with heat transfer coefficient \( h_\infty \). The Reynolds averaging Navier-Stokes (RANS) equations, analogously averaged energy equation for fluid and energy balance for the thin walls along with the \( k-\varepsilon \) (turbulent energy-dissipation) model and Boussinesq hypothesis make up the governing system:

\[
\begin{align*}
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} &= 0, \\
\frac{\partial p}{\partial x} + \frac{\partial p}{\partial y} &= -\frac{\partial p}{\partial x} + \frac{\partial}{\partial x} \left( 2\mu_{\text{eff}} \frac{\partial u}{\partial x} + \frac{\partial}{\partial y} \left[ \mu_{\text{eff}} \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) \right] \right), \\
\mu_{\text{eff}} &= \mu + \mu_b \\
\frac{\partial\rho \nu u}{\partial x} + \frac{\partial\rho \nu v}{\partial y} &= -\frac{\partial p}{\partial x} + \frac{\partial}{\partial x} \left[ \mu_{\text{eff}} \left( \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} \right) \right] + \frac{\partial}{\partial y} \left( 2\mu_{\text{eff}} \frac{\partial u}{\partial y} \right) + \rho \beta g (T - T_\infty), \\
\mu_{\text{b}} &= 0.09 \frac{\rho \beta k^2}{\varepsilon} \\
\frac{\partial \rho \nu c_v T}{\partial x} + \frac{\partial \rho \nu c_v T}{\partial y} &= \frac{\partial}{\partial x} \left( \lambda_{\text{eff}} \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( \lambda_{\text{eff}} \frac{\partial u}{\partial y} \right), \\
P_k &= 2 \mu_{\text{b}} \left[ 2 \left( \frac{\partial u}{\partial x} \right)^2 + 2 \left( \frac{\partial v}{\partial y} \right)^2 + \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right)^2 \right]
\end{align*}
\]
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\[
\frac{\partial u_k}{\partial x} + \frac{\partial v_k}{\partial y} = \frac{\partial}{\partial x} \left[ \left( \mu + \frac{\mu_b}{\sigma_k} \right) \frac{d}{d x} \right] + \frac{\partial}{\partial y} \left[ \left( \mu + \frac{\mu_b}{\sigma_k} \right) \frac{d}{d y} \right] + P_k + G_k - \rho \varepsilon ,
\]

\[
\lambda_{df} = \lambda + \frac{\mu_b c_p}{\sigma_f}
\]

\[
\frac{\partial u_k}{\partial x} + \frac{\partial v_k}{\partial y} = \frac{\partial}{\partial x} \left[ \left( \mu + \frac{\mu_b}{\sigma_k} \right) \frac{d}{d x} \right] + \frac{\partial}{\partial y} \left[ \left( \mu + \frac{\mu_b}{\sigma_k} \right) \frac{d}{d y} \right] + \left[ 1.44 \left( P_k + G_k \tanh \frac{v}{u} - 1.92 \varepsilon \right) \right] \varepsilon_k
\]

\[
\lambda_w \Delta \frac{\partial T_w}{\partial s^2} + q_1 + q_2 + \epsilon_1 G_1 + \epsilon_2 G_2 = (\epsilon_1 + \epsilon_2) \sigma T_w^4
\]

\[
G_k = \frac{\mu_b g \beta}{\sigma_t} \frac{\partial T}{\partial y}, \quad G_i = \sum_{j=1}^{N} B_{i,j} F_{i,j} \sum_{j=1}^{N} \left[ \frac{\delta_i (1 - \epsilon_i) F_{i,j}}{\epsilon_i} \right] B_{i,j} = \sigma T^4
\]

\[
B_i = \epsilon_i \sigma T_i^4 + (1 - \epsilon_i) G_i
\]

Here \( \sigma_t = \sigma_k = 1 \) and \( \sigma_e = 1.3 \) are Prandtl numbers for temperature and for \( k - \varepsilon \) parameters, respectively. The energy balance (Equation 7.74) determines the wall temperature taking into account radiation, natural convection, and conduction. In this equation, \( s, \varepsilon, \epsilon, \) and \( G \) are the length measured along the wall, the hemispherical emissivity, and the irradiation falling on the surface. Both convective heat fluxes, the external from ambient and the internal from the fluid, are \( q_1 + q_2 + \epsilon_1 G_1 + \epsilon_2 G_2 \). The system of Equations (7.73) and (7.74) under usual boundary and conjugate conditions at the walls is solved numerically using the SIMPLE algorithm. The nonuniform staggered grid with very fine spacing at the walls is used to resolve the sharp gradients, including those even in sublayers. The radiations of the wall surfaces are presented as a function of the wall temperature, the emissivity, and the shape factors. View factors are estimated using the crossed string method [50]. The convergence of iterations is controlled by computing the normalized sum of the errors of all grid points and all variables. It is necessary to have this sum be less than 10^{-3}. Other details of discretization as well as of validation of the grid size and of the comparison with available known data to control the accuracy of the software can be found in Reference [49].

The basic results and conclusions are as follows:

1. In the case of pure convection, the calculations are performed for four aspect ratios 0.5, 1, 1.5, 2 and Rayleigh numbers from 10^9 to 10^{12}. For aspect ratio \( H/W = 0.5 \) and \( Ra = 10^{12} \), the streamlines...
and isotherms show a double-cell flow pattern similar to Rayleigh-Benard convection with the plume. When the aspect ratio increases, a primary counterclockwise vortex cell with a secondary one at the top forms. It is found that the location of these vortex cells becomes interchanged when an initial disturbance is given to the flow. The distribution of the convective Nusselt number at the bottom wall indicates that for turbulent natural convection in enclosures, the flow field is not symmetric, and the flow pattern may change from monocellular to bicellular, which is similar to that observed in laminar natural convection. At small values of Ra, the isotherms show that the temperature field in an enclosure is relatively uniform. As the Rayleigh number increases, isotherms concentrate at the walls, while at the central part, a nearly isothermal bulk field is established. The correlation for average convection Nusselt number is obtained as

\[
\frac{Nu}{C} = 0.152 \left( \frac{H}{W} \right)^{0.7} \cdot Ra^{0.34},
\]

where \( Ra \) is defined on the width enclosure. This correlation is valid for \( 0.5 \leq \frac{H}{W} \leq 2 \) and \( 10^8 \leq Ra \leq 10^{12} \).

2. In general, the wall temperature depends on a balance between convection, radiation, conduction in the walls, and convection from external surfaces. To study the interaction of natural convection with radiation, the effects of wall conduction and emissivity are neglected. The external convection leads to an increase in the temperature of the cold walls, and as a result, the natural convection velocity is reduced. The surface radiation in both regimes at \( Ra = 10^8 \) and \( 10^{12} \) increases the wall temperature farther and affects farther the natural convection. Comparison of the convective, radiative, and overall Nusselt numbers for pure natural convection with the case when the external convection is involved indicates that the latter Nusselt numbers are only about 60% of the former data. This is the result of the reduction of convective flow due to decreasing the temperature difference between the hot and cold walls. The contribution of radiation is similar to that of pure natural convection, and the total contribution of both of them is very close to that of natural convection affected by external convection.

3. The effect of wall emissivity from \( \varepsilon = 0 \) to \( \varepsilon = 0.9 \) was analyzed for the same range of Rayleigh numbers, for unity aspect ratio, and with external convection. The data for convective, radiative, and total Nusselt numbers show that emissivity reduces the convective Nusselt number. The larger the emissivity, the greater is the reduction of the convective Nusselt number and the higher is the radiative Nusselt number. For high emissivity \( \varepsilon = 0.9 \), both convective and radiative Nusselt numbers became almost equal.

4. The effect of external convection is studied for the heat transfer coefficient from 5 to 40 W/m² K, which corresponds to values obtained for the wind velocities existing around real enclosures. As shown by the results, the convective, radiative, and total Nusselt numbers increase when the heat transfer coefficient grows. This yields in decreasing the cold wall temperatures due to enhancing the driving temperature difference for natural convection. It is found that...
the increase in convective heat transfer is considerable, as it is compared to that for the radiative part of total heat transfer.

5. The obtained data emphasize the necessity of the conjugate approach for accurate prediction of heat transfer intensity in enclosures. Although the considered enclosure is simpler than real ones, the fundamental mechanisms governing the heat transfer and flow in natural convection under the gravity in the presence of radiation are studied in detail. It is hoped that these results would improve the capabilities of the nuclear subsystem and building design to help save energy and improve thermal comfort.

Example 7.17: Unsteady Heat Transfer from a Translating Fluid Sphere at Moderate Reynolds Numbers [51]

A fluid sphere is falling at constant velocity $U_{\infty}$ in another immiscible infinite fluid. The radius of the sphere is $a$ and the initial temperature is $T_0$. At the moment $t = 0$, the surrounding temperature undergoes a step change from $T_0$ to $T_\infty$. The transient heat transfer between the fluid sphere and its ambient fluid is studied.

The basic assumptions are as follows: (a) The sphere size and shape are unchanged, and both flows outside and inside are fully developed and steady; (b) the flow and heat transfer are uncoupled because the physical properties are assumed to be constant and dissipation and buoyancy effects are neglected; (c) there are no surface active agents and no oscillation and rotation of the sphere; (d) the Reynolds numbers are moderate, no higher than 50.

This problem is not of the boundary layer type because the Reynolds number is low in comparison with those in boundary layer problems when the inertia terms are important, but one of the viscous terms is omitted. In contrast, at low ($Re < 1$) and moderate Reynolds numbers, the viscous terms play the dominant role, and inertia terms can be omitted for the case of low Reynolds number or can be taken partly into account. Thus, the equation of motion in terms of stream function in spherical coordinates for the problem in question has the following form:

$$E^4 \psi = \frac{\text{Resin} \varphi}{2} \left[ \frac{\partial \psi}{\partial r} \frac{\partial}{\partial \varphi} \left( \frac{E^2 \psi}{r^2 \sin^2 \varphi} \right) - \frac{\partial \psi}{\partial \varphi} \frac{\partial}{\partial r} \left( \frac{E^2 \psi}{r^2 \sin^2 \varphi} \right) \right],$$

(7.75)

$$E^2 = \frac{\partial^2}{\partial r^2} + \frac{\sin \varphi}{r^2} \frac{\partial}{\partial \varphi} \left( \frac{1}{\sin \varphi} \frac{\partial \psi}{\partial \varphi} \right)$$

Here $E^4 \psi$ is the harmonic function that consists of the pressure and the viscous terms and results in equation $E^4 \psi = 0$ for the low Reynolds numbers. Equation (7.75) is valid for both flows inside and outside of the sphere. The velocities, components, and boundary conditions are

$$u = \frac{1}{r^2 \sin \varphi} \frac{\partial \psi}{\partial \varphi}, \quad v = \frac{1}{r^2 \sin \varphi} \frac{\partial \psi}{\partial r}, \quad a) \frac{\partial \psi}{\partial \varphi} = 0,$$

$$b) \frac{\partial \psi}{\partial r} = \frac{\partial \psi_2}{\partial r}, \quad \tau_{r \varphi} = \tau_{r \varphi}, \quad c) \psi_2 = \frac{r^2 \sin^2 \varphi}{2}$$

(7.76)
These conditions should be satisfied: (a) at the axis symmetry \( \varphi = 0, \pi \), and \( \psi_1 = 0 \), (b) at the interface \( (r = 1) \) and \( \psi_2 = 0 \), and (c) far away from interface \( (r \to \infty) \). The variables are scaled by \( U_a, \rho, \mu, \) and indices 1 and 2 denote the sphere and ambient, respectively.

The series-truncation method [52] is used to solve Equation (7.75). The basic idea of this method is to define the stream function and then velocity components as a series of Legendre polynomials \( P_n \) with radial functions \( Fr_n \):

\[
\psi = \sum_{n=1}^{\infty} F_n(r) \int_0^1 P_n(\cos \varphi) \, d\varphi = -\sum_{n=1}^{\infty} \frac{F_n'}{r} P_n'(\cos \varphi) \quad n(n+1) \quad (7.77)
\]

Employing these relations transforms Equation (7.75) into an infinite series of ordinary nonlinear differential equations that are truncated. The remaining ordinary equations are solved by finite-differential method. Details for \( 0.5 < R_e < 50 \) are presented in Reference [53].

The energy equation and initial and boundary conditions for a fluid sphere are

\[
\frac{\alpha_2}{\alpha_1} \left[ \frac{\partial \theta}{\partial t} + \frac{Pe_2}{2} \left( u \frac{\partial \theta}{\partial r} + \frac{\varphi \partial \theta}{r \varphi} \right) \right] = \frac{\partial^2 \theta}{\partial r^2} + \frac{2 \partial \theta}{r \partial r} + \frac{\cos \varphi \partial \theta}{\varphi \partial \varphi} + \frac{1}{r^2} \frac{\partial^2 \theta}{\partial \varphi^2},
\]

\[
\theta = \frac{T - T_0}{T_1 - T_0}, \quad Pe_2 = \frac{2aU_w}{\alpha_2},
\]

\[
t = 0, \quad 0 < r < 1, \quad 1 < r < \infty, \quad \theta = 0, \quad \varphi = 0, \quad \pi, \quad \frac{\partial \theta}{\partial \varphi} = 0,
\]

\[
r = 1, \quad \phi = 0, \quad \varphi = \frac{\partial \theta}{\partial \varphi},
\]

Here \( t \) is dimensionless time (Fo) scaled by \( a^2/\alpha_2 \), in contrast to time in Equation (7.77).

Because the temperature is not defined at the droplet center, a new variable should be introduced \( \phi = r \theta \) that is \( \phi = 0 \) at \( r = 0 \). At the same time, a new variable \( \eta = 1/r \) is introduced for the ambient region to provide a high density of nodes near the interface. The energy equations for internal and external problems and the initial conditions, which are different for grid points on the interface and for all other points, take the form

\[
\frac{\alpha_2}{\alpha_1} \left[ \frac{\partial \phi}{\partial t} + \frac{Pe_2}{2} \left( u \frac{\partial \phi}{\partial r} + \frac{\varphi \partial \phi}{r \varphi} \right) \right] = \frac{\partial^2 \phi}{\partial r^2} + \frac{\cos \varphi \partial \phi}{\varphi \partial \varphi} + \frac{1}{r^2} \frac{\partial^2 \phi}{\partial \varphi^2},
\]

\[
t = 0, \quad \eta = r = 1, \quad \eta_1 = \eta_2 = Lu(1+\Delta r) + Lu
\]

\[
\frac{\partial \theta}{\partial t} + \frac{Pe_2}{2} \left( -\eta^2 u \frac{\partial \theta}{\partial r} + \eta v \frac{\partial \theta}{\partial \varphi} \right) = \eta^2 \left( \eta^2 \frac{\partial^2 \theta}{\partial \eta^2} + \cos \varphi \frac{\partial \theta}{\partial \varphi} + \frac{\partial^2 \theta}{\partial \varphi^2} \right)
\]

\[
t = 0, \quad 0 < r < 1, \quad \theta = 1, \quad 0 < \eta < 1, \quad \theta = 0
\]
Here the Luikov number is a ratio of volumetric heat capacities $\frac{\rho_1 c_1}{\rho_2 c_2}$ (Section 6.6.1). The two last energy equations are solved by alternating direction implicit (ADI) finite-difference method [54,55]. This method is based on solving an elliptical equation with the additional first derivative of time as a parabolic equation. The solution of the steady-state problem is achieved when the time derivative becomes zero.

The basic numerical results are obtained for the range of Reynolds number $Re_2$ from 0 to 50 for both viscosity ratio $\mu_1/\mu_2$ and thermal conductivity ratio $\lambda_1/\lambda_2$ from 0.333 to 3 and for the thermal diffusivity ratio $\alpha_2/\alpha_2 = 1$ and $Pe_2 = 300$. The following provides more information:

1. The dependencies of Nusselt number and dimensionless time for different parameters show that as the Reynolds number increases, the intensity of heat transfer grows considerably. This increase is a result of strengthened circulation in flows both inside and outside of the sphere. When the thermal conductivity ratio increases, the Nusselt number increases as well, and simultaneously, the fluctuating amplitudes decrease. Both increasing the heat transfer intensity and decreasing the fluctuating amplitudes inside the droplet occur due to increased heat transfer from the surface to the center of the fluid sphere. These results are obtained for small and for large viscosity ratios $\mu_1/\mu_2 = 0.333$ and 3. The increase of viscosity ratio leads to the lower Nusselt numbers because a higher viscosity causes weaker internal circulation and yields a longer cycle of oscillation.

2. In the limiting case of a solid sphere ($\mu_1 \to \infty$), the velocity at the surface is always zero and there is no internal circulation. As a result, the dependence of heat transfer on Reynolds number is weaker than that in the case of a fluid sphere. For another limiting case of a gas bubble ($\mu_1 = 0$), the internal circulation is always the maximum for the given parameters, and the steady-state Nusselt number is almost independent of the Reynolds number. The data of this study show that formula $1/\text{Nu} = \left[ (1/\text{Nu}_i) + (1/\text{Nu}_o) \right]$ obtained in References [53] and [55] reasonably predicts the asymptotic steady-state Nusselt number for conjugate heat transfer from a solid sphere at moderate Reynolds number and for the case of $\alpha_1 = \alpha_2$.

Two other similar studies of unsteady heat transfer from solid and fluid spheres are performed for low Reynolds number. The case of identical thermal properties in flows both inside and outside of a sphere is investigated in Reference [55]. The effect of variable ratios of volumetric heat capacities but at equal thermal diffusivities is studied in Reference [53].
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OTHER WORKS  A comprehensive review of studies of radiative-convective heat transfer from early works in the 1960s to current results, but basically without conduction effects, is given in Reference [56]. The review of early works that considered the coupling of free convection with conduction on the plate until the 1990s may be found in Reference [43]. Analysis of results of interaction between a natural convection, radiation, and conduction in enclosures obtained in the last 20 to 25 years is presented in Reference [49]. A survey of forced heat transfer from flat plate beginning with early studies and proceeding to the end of the last century is given in Reference [40]. Some examples of other topics studied as conjugate problems that differ from those discussed in this section may be found in the literature [57–62]. In these papers are investigated the following problems: the rising of inert bubbles [57], the heat transfer between jet and slab [58], the dimensionless variables analysis of heat transfer from a flat plate [59], the unsteady heat transfer from blunt bodies in supersonic flow [60], the semi-analytical analysis of heat transfer from rods by Galerkin's method [61], and heat transfer from a circular cylinder at low Reynolds numbers [62].
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Part III

Applications
Improving the effectiveness of such manufacturing processes as forming films, rolling of metals, glass production, continuous casting, extrusion, and other types of a thermal treatment of continuously moving materials stimulates investigations of heat transfer in flow on a tape or a thread moving out from a slot and pulling through a coolant. As shown in the first fundamental studies in the 1960s [1,2], the boundary layer forming in this case differs from that developed on a moving or streamlined plate that up to the 1960s was well investigated. The difference between these two types of boundary layer is discussed in Section 3.8 where an exact solution for heat transfer from a continuously moving surface with an arbitrary temperature distribution is derived.

After publication of the above-mentioned first papers, numerous investigations of flow and heat transfer on moving plates and rods including conjugate formulations are performed, and now there is an expanded literature. A comprehensive survey of results in this area was given by Jaluria in 1992 [3] who considers three types of approaches: the problems with a given heat transfer coefficient, the problems studying heat transfer from isothermal or uniform heat flux moving surfaces, and conjugate heat transfer problems.

In this chapter, some examples of conjugate heat transfer simulating different manufacturing processes of thermal treatment of moving materials are presented.

### 8.1 Moving Materials Undergoing Thermal Processing

**Example 8.1: Heat Transfer between a Moving Continuous Plate and Surrounding Medium**

An infinite flat plate or circular cylinder is moving out of a slot with constant velocity $U_w$ into a viscous medium at temperature $T_0$ and cools pulling through it (Figure 3.7). The governing equation [4] is as follows:

$$
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0, \quad u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = v \frac{\partial^2 u}{\partial y^2}, \quad u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} = \alpha \frac{\partial^2 T}{\partial y^2}, \quad U_w \frac{\partial T}{\partial x} = \alpha_w \frac{\partial^2 T}{\partial y^2}
$$

(8.1)

$y = 0, \quad \Delta, \quad u = U_w, \quad v = 0, \quad T = T_w (x), \quad q = q_w (x); \quad y \to \infty, \quad u \to 0, \quad T \to T_w$
Introducing dimensionless variables transforms these equations:

\[
\frac{d^3 f}{d\eta^3} + \frac{f}{2} \frac{d^2 f}{d\eta^2} = 0, \quad \frac{\partial^2 \theta}{\partial \eta^2} + \operatorname{Pr} \frac{f}{2} \frac{\partial \theta}{\partial \eta} = \operatorname{Pr} \frac{\partial^2 \theta}{\partial \zeta^2}, \quad \frac{b}{z} \frac{\partial \theta}{\partial \zeta} = \frac{\partial^2 \theta}{\partial \zeta^2}
\]  

(8.2)

\eta = 0, f = 0, \frac{df}{d\eta} = 1, \eta \rightarrow \infty \frac{df}{d\eta} = 0; \quad \xi = 0, \theta_w = 1, \quad \theta = \theta_0;

\eta = \xi = 0, \quad \theta = \theta_w, \quad -\frac{\partial \theta}{\partial \eta} = \frac{(\operatorname{Pr})^{1/2}}{b} \frac{\partial \theta}{\partial \zeta}

(8.3)

\[
f = \frac{\psi}{(\nu x U_w)^{1/2}}, \quad \xi = \frac{x \lambda L u}{U_w \Delta^2 (\rho c_p)_w}, \quad \zeta = \frac{y}{\Delta}, \quad \theta = T - T_w, \quad \eta = y \sqrt{U_w / \nu x}
\]

The numerical solution of an energy equation at constant plate temperature is used as the initial temperature profile for fluid. The first equation was solved by Sakiadis [1]. Another equation was solved using a similar technique. Discretization and other details may be found in Reference [4]. The problem for a cylinder is solved by applying the approximate integral method which is not presented here.

The experiments are performed by pulling stainless steel and plastic endless belts through the air and water. The calculation data of the plate temperature distribution for different Prandtl numbers agree with the experimental results for air (Pr = 0.7) and show that the conjugate formulation of the problem using the conjugation parameter \( b = (\lambda / \lambda_w) L u \) governed the heat transfer process.

**Example 8.2: Heat Transfer between a Moving Surface and Surrounding Medium (Method of Reduction to a Conduction Problem) [5]**

The same problem of heat transfer between a moving surface and surrounding medium is solved using a method of reduction of the conjugate problem to an equivalent heat conduction problem [5].

The governing equations in the dimension variables are the same as in Example 8.1. However, in this case, the general exact expressions for heat flux on an arbitrary nonisothermal moving plate in differential (Equation 3.32) and integral (Equation 3.40) forms are used with the isothermal coefficient of heat transfer determined by Equation (3.93).

\[
q_w = h_w \left[ \theta_w (x) + \sum_{x=1}^{x} g_k x^k \frac{d^2 \theta_w}{dx^2} \right],
\]

\[
q_w = h_w \left[ \int_{-\infty}^{x} \left[ 1 - \left( \xi \right) \right] \frac{d \theta}{d \xi} d \xi + \theta_w (0) \right], \quad h_w = g_0 \sqrt{U_w / \nu x}
\]

(8.4)
Thermal Treatment of Materials

Coefficients $g_0$ and $g_k$ are given in Figures 3.8 and 3.9. The corresponding exponents $C_1$ and $C_2$ are plotted in Figure 3.10. These quantities are plotted as the functions of Pr and velocity ratio $\phi = U/\omega$, where $U_\infty$ is the free stream velocity.

It is shown [4,6] that the conjugate solution of the problem under consideration should be solved in two parts. The first part from $x = 0$ to $x = x_0$ (Figure 3.7) is a conjugate problem of heat transfer between a moving semi-infinite slab and the surrounding medium when the thermal boundary layer is formed analogous to that on the plate in an external medium. For this case, the equation for plate (Equation 8.1) in variables $\tilde{x}/L$ and $\phi = \sqrt{\frac{U_\infty}{2v}}$ coincides with Equation (3.1) without the right-hand part for the case $Pr = \nu/\alpha_0 \rightarrow 0$ and, consequently, has the solution with coefficients $g_k$ (Equation 3.25):

$$2x \frac{\partial \theta}{\partial x} + \phi \frac{\partial \theta}{\partial \phi} = \frac{1}{Pr} \frac{\partial^2 \theta}{\partial \phi^2}, \quad q_w = \frac{\lambda_\infty}{\theta_\infty} \frac{\sqrt{Re}}{\theta_\infty} \left( \frac{Pr}{\pi} \left( T_w - T_0(x) + \sum_{k=1}^\infty g_k \frac{x^{\lambda_k}}{\lambda_k} \right) \right),$$

$$\phi_x = \frac{(1)^{k+1}}{k!(2k+1)} \quad (8.5)$$

Substituting heat fluxes from the plate and from fluid sides in conjugate condition yields the expression whence it follows that the plate temperature at the die is constant:

$$K (T_w - T_\infty) + (T_w - T_0) + \sum_{k=1}^\infty (K g_k + g_{w,k}) x^k = 0,$$

$$\frac{\partial^2 T_w}{\partial x^2} = 0, \quad \frac{T_w - T_\infty}{T_0 - T_\infty} = \frac{1}{1+K}, \quad (8.6)$$

where $K = g_k Pr^{\mu/2} \sqrt{\pi/b}$ and $b = c_p \rho \lambda / (c_v \rho \lambda)_w = (\lambda / \lambda_w) \Delta u$ is the same conjugation parameter as in the previous study. Thus, the temperature profiles in the fluid and in the solid are similar. The constancy of the surface temperature is a consequence of the proportional growth of the thermal boundary layer in the moving solid and in viscous flow entrained by it. The jump of the surface temperature at the point $x = 0$ is attributable to a general property of the equations of a parabolic type describing transport processes involving the propagation of the disturbances with infinite speed.

For the second part of the plate from $x > x_0$, where the boundary layers on the inner surfaces of the solid interact, the conjugate problem of heat transfer between the moving continuous plate and surrounding medium is solved numerically by reduction to an equivalent conduction problem outlined in Section 6.3. Equation (8.1) for the plate and general boundary condition (Equation 6.9) are transformed to variables $\tilde{x} = x \alpha_w / \Delta U_w$ and $\tilde{y} = y / \Delta$.
Conjugate Problems in Convective Heat Transfer

\[ \frac{\partial \theta}{\partial x} = \frac{\partial^2 \theta}{\partial y^2}, \quad q_w = h\left(\theta_w(x) + g_x \frac{d \theta_w}{d x} + \varepsilon(x)\right), \]

where \( q^{\text{int}}_w \) is the integral expression for heat flux (Equation 3.40). This equation with boundary condition applied at \( y = 1 \) and \( y = 0 \) is solved numerically using an implicit differential scheme inscribed on a four-point stencil. In the first iteration, the correction \( \varepsilon(x) \) is taken to be zero. After the first iteration, this correction is calculated and the computation is repeated. This process is continued until the wall temperature is practically the same in two successive iterations. The solution is obtained in the third iteration. More details are given in Reference [5].

**FIGURE 8.1**
Temperature of the plate surface in symmetrical flow. (I) \( b = 0.042, \Pr = 5.5 \); (II) \( b = 8.51, \Pr = 6.1 \); (1) \( \phi = 0 \); (2) \( \phi = 0.8 \); (3) \( \phi = 0, \varepsilon = 0 \); (4) \( \phi = 0 \); (5) \( \phi = 0, \varepsilon = 0 \); (6) \( \phi = 0.8 \); (7) \( \phi = 0, \varepsilon = 0 \); \( g_1 = 0 \).
The results for various Pr, φ, and b are plotted in Figures 8.1 and 8.2 for symmetrical and asymmetrical flow around the plate. It is evident from Equation (8.7) that for ε = 0 and g_1 = 0, the usual conduction problem with boundary condition of the third kind is obtained. The result of its solution is represented by curve 7 in Figure 8.1. The dashed curve in this figure corresponds to the first iteration when only the first derivative is taken into account and ε = 0. The crosses on the curves giving the temperature distribution indicate the experimental data from Reference [4]. It is seen that the results obtained after correction (curves 1 and 4) agree with experimental data, and the significant deviation of the temperature distribution calculated using the boundary condition of the third kind implies that the problem of heat transfer between a moving continuous plate and the surrounding medium must be solved strictly as a conjugate problem.

Example 8.3: Heat Transfer from Continuously Moving Horizontal and Vertical Flat Plates Including the Effects of a Transient Response, Thermal Buoyancy, and Effects near the Slot [7]

Considered here is the infinite plate or sheet moving with constant velocity U_w and uniform temperature T_0 as in previous examples. However, it is shown by the authors in References [8,9] that elliptic equations should
be considered to study nonboundary layer effects near the slot. Thus, the governing equations are as follows ($\mathbf{v} = iu + jv$ is velocity vector):

$$\nabla \cdot \mathbf{v} = 0, \quad \frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} = -\frac{\nabla p}{\rho} + \nabla^2 \mathbf{v} - g\beta(T - T_\infty), \quad \frac{\partial T}{\partial t} + \mathbf{v} \cdot \nabla T = \alpha \frac{\partial^2 T}{\partial x^2}$$

(8.8)

The boundary conditions are as usual no-slip at the moving plate and on the walls at the slot, zero velocity far away from the plate, conjugate conditions on the interface, and the symmetry condition about the $x$ axis. The last condition is not valid if the buoyancy effect is taken into account, except for the cases of vertical plate or when the surface with the $x$ axis is insulated. The condition $-x_0 < x < 0, T = T_0$ is used as the initial condition, which implies that at time $t = 0$, the long plate with beginning length $x_0$ upstream of the slot at temperature $T_0$ starts moving with velocity $U_w$, and simultaneously, the heat is also turned on. This condition represents an extrusion die, furnace outlet, and so forth.

The governing equations for a plate moving vertically upward are transformed in stream function-vortex ($\psi - \omega$) form:

$$\nabla^2 \psi = -\omega, \quad \frac{\partial \omega}{\partial x} + \mathbf{v} \cdot \nabla \omega = \frac{\nabla^2 \omega}{\text{Re}}, \quad \frac{\partial \theta}{\partial x} + \mathbf{v} \cdot \nabla \theta = \frac{\nabla^2 \theta}{\text{RePr}},$$

$$\frac{\partial \theta}{\partial x} + \frac{\partial \theta}{\partial y} = \frac{\nabla^2 \theta}{\text{Pe}}$$

(8.9)

Here all variables are dimensionless and are scaled by $\Delta/2$ for $x$ and $y$, $U_w$ for $u$ and $v$, $\Delta/2U_w$ for $t$ and $2U_w/\Delta$ for $\psi$ and $\omega$, $\text{Re} = U_w/\Delta$ for $\psi$ and $\omega$. $\text{Pe} = U_w/2\alpha$. For the vertical plate moving down, the buoyancy term is reversed. For the horizontal plate, the pressure gradient normal to the plate arises due to buoyancy, and therefore, the sign at the last term in the second equation should be changed to plus. The plate is divided into two parts. For the first part, starting from the slot the elliptic equations are solved because here the nonboundary layer effects are important. Downstream this solution is joined with the solution of boundary layer equations which is valid for the second part of the plate. The equality of velocity components and temperature in both parts are used as conditions for joining.

In the first part, the elliptic equations are solved using the alternate direction implicit (ADI) method (see Example 7.17). The Poisson's equation for stream function determining the temperature in a fluid is solved using an overrelaxation method with factor 1.75, and in this case the convergence is obtained after a few iterations. The procedure of iterations and other details of numerical solution are described comprehensively in Reference [7].

The basic numerical results obtained for different $\text{Pe, Gr, Pr, } \lambda/\lambda_n$ and $\text{Re}$ are as follows:
1. Streamlines and isotherms for an aluminum plate moving vertically upward show that flow starts close to the moving plate. Then a recirculating flow appears near the slot and moves away downstream. At first, heat is conducted along the plate and afterwards is conducted to ambient fluid. Finally, the transient process approaches the steady state. When the plate starts heating after the full flow is developed, no recirculating flow arises, and the entrained fluid comes from ambient fluid. Although this transient process is different, the steady-state velocity and temperature distributions are the same.

2. The buoyancy affects the corresponding transient velocity and temperature distribution only in time after beginning the transient process, and the velocity maxima occurs during this process but not at the steady state. The Nusselt number decreases with the distance and after approaching some minimum value increases. The minimum value of Nu occurs in the recirculation zone mentioned in (Number 1).

3. As the same aluminum plate moves horizontally, the steady state is reached later than in the case of a vertically moving plate. The reason for this is the different directions of buoyancy forces, which aid the flow in the case of the vertical plate but are normal to flow direction for the horizontal plate. The temperatures of a horizontal plate are higher than those for a vertical plate. This occurs due to higher velocities near the vertical plate which results in a higher amount of heat removal from the plate.

4. In the transient process, the maximum velocity $u/ U_w$ monotonically increases near the slot. As the distance from the slot increases, the overshoot phenomenon arises, and due to buoyancy forces increasing, it becomes larger with distance.

5. Although in the steady state the flow patterns are similar for different values of parameters, the flow in the case of air ($Pr = 0.7$) is stronger than that in the case of water ($Pr = 7$) because the buoyancy effects are larger in the air. The temperature on the aluminum plate is almost uniform which results due to high thermal conductivity. Near the slot the strong cooling is observed. This effect is not always desirable because it may result in residual thermal stresses. For the case of air and Teflon with low thermal conductivity, the plate is not cooling much.

6. As the Grashof number increases, the flow becomes stronger, and the heat transfer rate from the plate to the fluid as well as the Nusselt number grows. The plate velocity affects the induced flow and finally changes the plate temperatures and Nusselt number. Therefore, when the plate velocity is higher, these quantities are also higher. However, a certain distance is observed where despite the higher Nu in the case of higher plate speed, the distance required to cool the plate to a given level would be greater.

7. The data obtained for different ratio ($\lambda / \lambda_w$) show that the heat transfer coefficient near the slot is basically determined by plate thermal conductivity so that the aluminum plate has the highest Nu in this
region. Comparison of these data with results obtained for stationary semi-infinite isothermal or with uniform heat flux plate indicates that the temperature distributions in the transverse direction in both cases are similar. At the same time, the velocity distributions are very different, and the Nusselt number is much higher for the moving plate.

8.2 Simulation of Industrial Processes

Some examples of simulation of complicated practical processes given here are performed by Jaluria and coauthors. It is very difficult to simulate such complex processes in their entirety. To simplify this problem, the real computation domain is divided into several subdomains with relatively simple processes that could be easier to model. Solutions obtained for the subdomains are then coupled using proper boundary conditions to get the model of the whole process. Such problems are also of the conjugate type even if the effect of wall conduction is not taken into account as in the next example.

Example 8.4: Simulation of Process in a Twin-Screw Extruder [10]

The actual complicated flow domain as a circular region is divided into two subdomains named translation and intermeshing regions. The translation domain is modeled similar to a single-screw extruder as a channel with cross-section $H/W \ll 1$, where $H$ and $W$ are height and width of the channel. For steady developing, the creeping approximation is used for two-dimensional flow at a low Reynolds number. In contrast to the boundary layer approximation, in this case the inertia terms are neglected, while the viscose terms are important (see Example 7.17).

The momentum conservation equations are considered in the $y-z$ cross-section, where $z$ is directed along the screw helix, $y$ is normal to this direction, and $x$ is normal to the $y-z$ cross-section. The heat convection equation should be written by taking into account the temperature dependence of physical properties and the dissipation effect, because the treatment materials are strongly viscous. Thus, the governing system for the translating domain is (for more details see [11])

$$\frac{\partial p}{\partial x} = \frac{\partial}{\partial y}\left(\mu \frac{\partial u}{\partial y}\right), \quad \frac{\partial p}{\partial z} = \frac{\partial}{\partial y}\left(\mu \frac{\partial w}{\partial y}\right), \quad \frac{\partial p}{\partial y} = 0,$$

$$\rho c_p w \frac{\partial T}{\partial z} = \frac{\partial}{\partial y}\left(\lambda \frac{\partial T}{\partial y}\right) + \mu \left(\frac{\partial u}{\partial y}\right)^2 + \mu \left(\frac{\partial w}{\partial y}\right)^2$$

(8.10)
The rheology power law for non-Newtonian fluid is used to describe the dependence $\mu(T, \dot{\gamma})$, where $\dot{\gamma}$ is the strain rate and $m$ is the temperature coefficient:

$$\mu = \mu_0 \left( \frac{\dot{\gamma}}{\dot{\gamma}_0} \right)^{n-1} \exp\left[-m(T - T_0)\right], \quad \dot{\gamma} = \left[ \left( \frac{\partial u}{\partial y} \right)^2 + \left( \frac{\partial w}{\partial y} \right)^2 \right]^{\frac{1}{2}}$$  

(8.11)

These governing equations for adiabatic screw under usual no-slip boundary conditions and specified barrel temperature are solved using the finite difference method. In contrast to similar solutions in Reference [11], here the results are presented in dimensional variables.

The flow in the intermeshing domain is also simplified using steady creeping flow equations for the case of a screw channel completely filled with fluid. Because the axial length of most extruders is much larger than other sizes, the velocity gradients in the $z$ direction are taken as much smaller than those in the $x$ and $y$ directions. The governing equations are as follows (see details in [12]):

$$\frac{\partial \tau_{xx}}{\partial x} + \frac{\partial \tau_{yy}}{\partial y} = \frac{\partial \tau_{xy}}{\partial y}, \quad \frac{\partial \tau_{yy}}{\partial y} = \mu(u_{i,j} + u_{j,i})$$  

(8.12)

where Einstein’s notations are used and the velocity vector is $\mathbf{V} = u \mathbf{i} + v \mathbf{j} + w \mathbf{k}$. The same rheology power law (Equation 8.11) for non-Newtonian fluid is used, but the expression for strain rate as well as the energy equation in this case are more complicated due to dissipation function $S$:

$$\frac{\partial}{\partial x} \left( \frac{\lambda}{\partial x} \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{\lambda}{\partial y} \frac{\partial T}{\partial y} \right) + \rho \gamma_c \left( \frac{\partial u}{\partial x} + v \frac{\partial \tau_{xx}}{\partial y} + w \frac{\partial \tau_{yy}}{\partial z} \right) + Q = 0$$

$$S = 2 \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial y} + \frac{\partial w}{\partial y} \right)^2 + 2 \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial w}{\partial y} + \frac{\partial w}{\partial y} \right)^2, \quad Q = \mu S, \quad \dot{\gamma} = S^{\frac{1}{2}}$$  

(8.13)

In this case, the velocity component $w$ is directed along the extruder axis. As in the previous domain no-slip boundary conditions, assumptions of adiabatic screw and specified barrel temperature are applied. The second and third equations in Equation (8.12) — in the $x$ and $y$ directions — are solved by finite element method, and the last one in the $z$ direction is solved using the Galerkin method. The axial velocity component $w$ is perpendicular to the $x$-$y$ plane where the $u$, $v$ velocity components are located. These components are coupled through the law
for the non-Newtonian fluids, but they are uncoupled in the case of the Newtonian fluids. Therefore, in the case of non-Newtonian fluids, the equations for velocity components, pressure, and temperature should be solved iteratively.

It is found numerically by varying the location of the interface between two separated domains that the intermeshing domain should occupy two-thirds of the total circular region. There are two techniques of modeling the flow in a screw extruder by the screw moving as it is in the actual circumstances and by moving the barrel. Because the flow in the translating domain is simulated by barrel formulation and the flow in the intermeshing domain is modeled by screw formulation, the change from one type of modeling to another is made at the interface. To match the profiles of temperature and velocities components, the iterative procedure is used. Starting with a guessed profile at the inlet, the iterations are continued until the profile at the outlet becomes close to the one obtained at the outlet of another domain. More details on the coupling procedure may be found in Reference [12].

The calculations are performed for a concrete screw with diameter 23.3 mm, channel depth 4.77 mm, and barrel diameter 30.84 mm. Other characteristics can be found in Reference [10] and more details are provided below:

1. The results for the translating region show that the flow temperature increases above the barrel temperature, which is 275°C. The reason for this increasing is the viscous dissipation. As a result of such a temperature difference, the heat goes from the fluid to the barrel. The temperature variations slightly affect the velocity field that is defined mainly by flow rate. Knowing the velocity and temperature distributions, one can calculate other characteristics of the screw, like stress or strain distributions.

2. The flow and pressure are screw-symmetric in the intermeshing domain. At the center of this region, a significant pressure change can be seen. The linear velocity profile at the outlet yields a nonlinear pressure change along the annulus. The temperature at the root of the screw is lower than that at the barrel, and the temperature rise in this domain is small in comparison with that for the translating domain. A portion of total flow in the screw channel goes into the other channel, while the remaining flow is retained in the same channel. The ratio of flow portion leaving the channel to the total flow is defined as the division ratio. This ratio decreases as the index $n$ in the power law (Equation 8.11) increases, but it increases when the throughput increases or the depth of the screw channel decreases.

3. The complete flow is obtained by coupling both models of translating and intermeshing regions. The velocity, temperature, shear, and pressure fields indicate that the region where both flows interact is relatively small. The pressure patterns show the different regions with low, high, and uniform pressure. The pressure rise in the intermeshing region is small as it is compared with that in the
translating region, and the same conclusion is valid for the bulk temperature. At the smaller die openings when the throughputs are smaller also, the bulk temperature is higher, because in this case the velocity profiles are much steeper, giving higher viscous dissipation.

Example 8.5: Polymer Melt Flow through Extrusion Dies [13]

A flow of non-Newtonian polymeric fluid with significant viscous dissipation and temperature-dependent viscosity is considered. The considered fluid flows through a circular pipe with a contraction angle of 45°. Although such a problem simulates a wide variety of applications of polymer and food melts flowing through the extrusion dies, very few studies were performed especially in conjugate formulation. One of the reasons for this is the complication of such a problem that results not only due to the above-mentioned features, but also because the involved materials are chemically reactive and the viscosity is a function of the temperature and moisture content.

The entire system of governing equations in cylindrical two-dimensional coordinates with temperature-dependent viscosity is complicated:

\[
\frac{\partial u}{\partial x} + \frac{1}{r} \frac{\partial rv}{\partial r} = 0, \quad u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial r} = -\frac{\partial p}{\partial x} + \frac{1}{\text{Re}} \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( \mu \frac{\partial u}{\partial r} \right) + \frac{\partial}{\partial x} \left( \mu \frac{\partial u}{\partial x} \right) + \left[ \frac{\partial \mu}{\partial r} \frac{\partial u}{\partial x} + \frac{\partial \mu}{\partial x} \frac{\partial u}{\partial r} \right] \right]
\]

\[
\frac{u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial r}}{\text{Re}} + \frac{1}{\text{Re}} \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( \mu \frac{\partial v}{\partial r} \right) + \frac{\partial}{\partial x} \left( \mu \frac{\partial v}{\partial x} \right) + \left[ \frac{\partial \mu}{\partial r} \frac{\partial v}{\partial x} + \frac{\partial \mu}{\partial x} \frac{\partial v}{\partial r} + \mu \frac{\partial v}{\partial r} \right] \right]
\]

\[
\frac{u \frac{\partial \theta}{\partial x} + v \frac{\partial \theta}{\partial r}}{\text{Pe}} = \frac{1}{\text{Pe}} \left[ \frac{\partial}{\partial x} \left( \frac{\lambda}{\partial x} \frac{\partial \theta}{\partial x} \right) + \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{\lambda}{r} \frac{\partial \theta}{\partial r} \right) \right] + \frac{\text{Ec}}{\text{Re}} \mu S
\]

\[
S = 2 \left[ \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial r} \right)^2 + \left( \frac{\partial v}{\partial x} \right)^2 + \left( \frac{\partial u}{\partial r} + \frac{\partial v}{\partial x} \right)^2 \right]
\]

All variables are dimensionless and are scaled by the radius of the channel \( R \) for \( x \) and \( r \), average velocity \( U \) for \( u \) and \( v \), \( \rho U^2 \) for \( p \), reference values \( \mu_0 \) and \( \lambda_0 \) for \( \mu \) and \( \lambda \). The rheology power law (Equation 8.11) is used for polymer viscosity with strain rate \( \dot{\gamma} = S^{1/2} \). For food materials, such as cornmeal and other reactive polymers, a more complex law is used:
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\[
\mu = \mu_0 \left( \frac{\gamma}{\gamma_0} \right)^{n-1} \exp \left[ -m(T - T_0) \right] \exp(-m_C) \quad \text{or}
\]

\[
\mu = 0.49\gamma^{0.32} \exp(3969/T) \exp(-0.03C)
\]

(8.15)

where \(C\) is the concentration of moisture on dry-weight in percent. The second expression is used for simulation of the flow of cornmeal and for comparison with corresponding experimental data [14].

The boundary conditions are as follows: (1) at the inlet for flow: the fully developed velocity and uniform temperature profiles; (2) at the outlet for flow: developed condition; (3) at inlet and outlet for walls: adiabatic condition; and (4) at the outer surface: isothermal conditions or convection from ambient with given heat transfer coefficient:

\[
\begin{align*}
1) & \quad x = 0, \; 0 \leq r \leq 1, \; u = \frac{3n+1}{n+1} \left( 1 - r^{(n+1)/n} \right), \; v = 0, \; \theta = \theta_{in}, \\
2) & \quad x = L, \; 0 \leq r \leq 1, \; \frac{\partial^2 u}{\partial x^2} = \frac{\partial v}{\partial x} = \frac{\partial^2 \theta}{\partial x^2} = 0 \\
3) & \quad x = 0, \; x = L, \; 1 \leq r \leq R_0, \; \frac{\partial \theta}{\partial x} = 0, \\
4) & \quad 0 \leq x \leq L, \; r = R_0, \; \theta = \theta_0 \; \text{or} \quad \text{Bi} \left( \theta_0 - \theta_{am} \right) = -\frac{\partial \theta}{\partial r} \bigg|_0, \; \text{Bi} = \frac{hR}{\lambda_w}
\end{align*}
\]

(8.16)

where the subscripts \(in\), \(0\) and \(am\) refer to inlet, outer surface (also reference value), and ambient, respectively.

The solution method is similar to the SIMPLER method, and zero velocity in walls is achieved by setting viscosity to a large value such as \(10^{20}\) (Section 7.3). The constricted part of the pipe is approximated using rectangular steps. Discretization and other details of the numerical scheme may be found in Reference [15].

The results are presented in four separate parts:

1. Unconstricted tubes — The flow is studied in the case with specified temperature \(\theta_0\) at the outer surface. The bulk temperature decreases along with decreasing \(\theta_0\). This occurs because the heat from the wall decreases and viscosity becomes higher which results in a more rapid drop of pressure. The effect of the outer surface temperature increases as the conductivity ratio \(\lambda_w/\lambda\) grows, because the thermal resistance is smaller when the conductivity is greater. Thus, as \(\lambda_w/\lambda\) increases, the fluid and internal surface temperatures as well as the Nusselt number become larger. At high Peclet numbers, the convective heat transfer dominates and, as a result, the role of the conductivity ratio decreases. Therefore, the effect of
small polymer conductivity is relatively small. As expected, the data show that the temperatures inside the tube and Nusselt number are smaller for greater wall thicknesses.

2. Constricted tubes with specified temperature at the outer surface — Due to restructured flow at the inlet to the constricted region, the largest variation of the fluid temperature is observed near the internal surface. The fluid temperature increases downstream so that at the exit the fluid temperature achieved the highest value. This occurs in cases of both cold and hot walls because the largest viscous dissipation is here. Although the pressure drops much faster in the constricted part, decreasing pressure in the unconstricted part of the tube is also significant. There are peaks of heat fluxes at the inlet to the constricted part where the temperature gradients are large. Downstream at the exit, the fluid loses heat to the wall due to high temperature that arises from the dissipation.

3. Constricted tubes with specified Biot number at the outer surface — Although the results show that for high (100) Biot numbers the temperature gradients are greater than those for low numbers (10), in both cases the maximum fluid temperature is observed at the exit close to the internal surface due to the effect of dissipation as indicated in other situations considered above. The larger Biot number causes larger heat losses from fluid that has a higher inlet temperature than that of ambient. Due to that, the temperature of the internal surface is lower for the higher Bi. This leads to a higher fluid velocity at the centerline in comparison with the fluid velocity at the internal surface where the temperature is lower and hence the viscosity is larger. Despite the fluid temperature being lower at the internal surface, at higher Bi the bulk temperature downstream at the centerline is higher when the Biot number is higher. The reason for this is the high effect of dissipation that affects the flow far from walls much stronger than it does the outer boundary condition.

4. Food extrusion — The calculation is made for an actual food extruder as a long, straight tube with die of three narrow steps. The food is cornmeal, the ambient temperature is 20°C, and the heat transfer coefficient at the outer surface is 10 W/m² K as these quantities were in an experiment. The comparison of data shows agreement. Using results obtained for different values of parameters, the correlation is found between pressure drop in MPa and the mass flow rate \( m \) in kg/h, moisture content \( m_c \) in percent, and temperature

\[
\Delta p = K T^a m^b m_c^c, \quad \text{where}
\]

\[
K = \exp(55.129), \quad a = -8.723, \quad b = 0.432, \quad c = -1.0276
\]

(8.17)

Detailed calculations performed for data \( m_c = 21\%, T_{in} = 382K, m = 51.8kg/h \) show an almost isothermal temperature field near the centerline and the largest temperature gradients near the
boundary. Due to high viscosity, no recirculation arises. The largest pressure drop takes place at the narrow exit region. The heat transfer coefficient strongly affects the pressure and temperature distribution. As the mass flow rate increases, the required pressure drop grows, while the bulk temperature decrease becomes smaller.

The data presented in this study indicate that wall conduction significantly influences the flow and heat transfer; hence, the process in an extruder should be investigated using conjugate formulation of the problem.

Example 8.6: Thermal Transport of Non-Newtonian Fluid in the Channel of an Extruder

To simplify the problem, the following assumptions are used [16]:

1. The coordinate system for two-dimensional axisymmetric approximation is fixed to the stationary screw, while the barrel is rotating;
2. The screw channel is shallow and the flight effects are negligible. Such a formulation is similar to the flow between infinite parallel plates;
3. The creeping flow approximation is used so the inertia and gravity terms are negligible; and
4. Fluid recirculation is avoided by using axial formulation [17]. The validation of those assumptions is presented in the papers [17, 18].

The governing equations consist of the momentum and continuity equations in tangential (x) and axial (z) directions, an energy equation for fluid, and the same equation for the barrel and the screw:

\[
\begin{align*}
\frac{\partial p}{\partial x} &= \frac{\partial}{\partial y} \left( \mu \frac{\partial u}{\partial y} \right), \\
\frac{\partial p}{\partial z} &= \frac{\partial}{\partial y} \left( \mu \frac{\partial w}{\partial y} \right), \\
\frac{\partial}{\partial y} \int_{r_s}^{r_b} u \, dy &= \frac{m \cos \phi}{\rho V_b WH} \int_{r_s}^{r_b} w \, dy, \\
G &= \frac{\mu_0 V_b^2}{\lambda_0 (T_{in} - T_0)}
\end{align*}
\]

(8.18)

\[
\text{Pew} \frac{\partial \theta}{\partial z} = \frac{\partial}{\partial y} \left( \lambda \frac{\partial \theta}{\partial y} \right) + G \mu \left[ \left( \frac{\partial u}{\partial y} \right)^2 + \left( \frac{\partial w}{\partial y} \right)^2 \right],
\]

\[
\frac{\partial^2 \theta}{\partial y^2} + \frac{1}{y} \frac{\partial \theta}{\partial y} + \frac{\partial^2 \theta}{\partial z^2} = 0
\]

Here \(y\) is coordinate distance perpendicular to the screw and barrel surfaces; \(G\) is the Griffith number; \(m\) is the mass flow rate; \(V_b = 2\pi R_b N / 60\) is the tangential velocity of the barrel; \(H\) and \(W\) are height and width of the channel; \(N\) is screw speed, rpm; \(\phi\) is the helix angle of the screw; \(\text{Pew} = V_b H / \alpha\) is the Pelet number; and the subscripts \(s, b, \text{in},\) and \(0\) refer to screw, barrel, inlet condition, and reference value or outer barrel surface, respectively.

All variables are dimensionless and are scaled by \(H\) for \(x, y\) and \(z, V_b\) for \(u\) and \(w\), \(H / \mu_0 V_b\) for \(p, \mu_0\) and \(\lambda_0 / \mu\) for \(\mu\) and \(\lambda\). The boundary conditions are as follows:
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For the screw:
   a. Symmetry at the centerline
   b. At the outer surface
   c. Adiabatic conditions at the beginning and the end

For the barrel:
   a. At the internal surface
   b. At the outer surface with
      \[ \text{Bi} = \frac{hA}{\lambda_b} \]
   c. Adiabatic conditions at the beginning and the end

1) a) \( y = 0, \frac{\partial \theta}{\partial y} = 0 \), b) \( y = R_s, u = w = 0, \theta = \theta_s, \lambda \frac{\partial \theta}{\partial y} = \lambda_s \left( \frac{\partial \theta}{\partial y} \right)_s \),
   c) \( z = 0, z = L, \frac{\partial \theta}{\partial z} = 0 \)

2) a) \( y = R_b, u = V_b, w = 0, \theta = \theta_b, \lambda \frac{\partial \theta}{\partial y} = \lambda_b \left( \frac{\partial \theta}{\partial y} \right)_b \),
   b) \( y = R_0, \text{Bi} (\theta_b - \theta_0) = -\frac{\partial \theta}{\partial y} \), c) \( z = 0, z = L, \frac{\partial \theta}{\partial z} = 0 \)

The problem is solved iteratively using separate solutions for screw, barrel, and fluid in a channel, because the governing equations for fluid and solids are different. As usual, the procedure starts at guessing the temperature distributions in the screw and barrel, and the temperature field in the channel is obtained. Then employing the conjugate condition, the boundary conditions for the next calculation are obtained. The iterations are continued until the convergence is achieved.

The calculations are performed for a single-screw extruder with characteristics determined experimentally. As in the previous study, cornmeal food with the rheology power law (Equation 8.15) are used. The experimental setup consists of four jackets where six thermocouples near the barrel internal surface are installed. The controlled numerical results for three different operations show agreement with measured data:

1. The isotherms obtained for the screw channel, barrel, and screw body show that the fluid temperature near the barrel in the third heating section is higher than that near the screw. The fluid, barrel, and screw temperatures slightly increase near the end of the second jacket. Because the temperature difference between the second and third jackets is high, the largest temperature gradients in the barrel are observed here. The heat conduction in the barrel and in the screw occurs in the negative axial direction because the temperature gradient in the \( z \) direction is positive. The internal
and external temperatures are almost identical to those in the first and in part of the second jackets. In the third jacket, the external barrel temperature is about 5% to 10% higher than the internal temperature. The heat conduction from the third section to the second leads to an increase in the barrel temperature despite maintaining a constant oil temperature in the second section.

2. The radial temperature profiles indicate that the screw temperature increases monotonically with z. The screw temperatures grow in the axial direction and are much lower than the barrel temperatures.

3. The axial conduction significantly influences the axial heat flux distribution at the internal barrel surface. Due to axial conduction, a considerable amount of heat from the third heating jacket penetrates upstream and downstream through the barrel wall in the sections where for the zero axial conduction case the heat flux is zero. The variation of the barrel internal surface temperature shows that the wall is preheated upstream of the heating section and then the temperature continues to rise to a maximum value. Barrel preheating by fluid conduction is much smaller than that by wall axial conduction. This is expected because the barrel thermal conductivity is much higher. These results demonstrated the inadequacy of ignoring the barrel axial conduction.

4. The bulk temperature is greater than zero upstream of the heated jacket. This occurs due to the barrel and fluid conductivity. Internal surface temperature increases until it reaches the maximum at the third jacket and then decreases in the adiabatic sections because the fluid temperature is lower than the barrel temperature. Two cases of different boundary conditions Bi_1/ Bi_2/ Bi_3 = 0.90/ 0.90/ 0.30 and 0.225/ 0.225/ 0.075 are considered. The temperatures of the internal barrel surface for the first case are higher than those in the second case in both portions before and after the heating section, but the temperatures in the heating section are lower in the first case. This yields the higher bulk fluid temperature in the first case.

5. The heat flux on the outer screw surface is not negligible in comparison with that at the internal barrel surface. The fluid temperature is higher downstream. Therefore, downstream the fluid heats the screw, while upstream the heat goes in the opposite direction. The conduction in the screw significantly affects the fluid temperature near the outer screw surface. In the case without conduction, the fluid temperature at the screw is the lowest, and when the heat conduction in the screw is taken into account, the screw temperature becomes higher and the screw heats the fluid. The effect of the conjugate heat transfer in the screw leads to slightly higher internal barrel surface temperatures.

6. The numerical results show the considerable difference between data obtained with and without conjugate effects. According to the data obtained in the conjugate problem, the material in the channel starts melting at an earlier location.
Example 8.7: Heat Transfer in an Optical Fiber Coating Process [19]

A study of the coating process is very important because improper coating, in particular, nonuniform or missing coating, leads to microbending and finally affects the transmission loss. In the typical optical fiber system, a bare fiber is drawn from a furnace where it reaches over 1,600°C. After cooling to a proper wetting temperature, fibers move through a coating applicator with a coating fluid, with a laser micrometer to control the diameter, and finally get through an ultraviolet (UV) curing oven to a take-up spool.

In this study, an axisymmetric two-dimensional process is considered in cylindrical coordinates with the radial distance \( r \) measured from the center of the fiber and the axial distance \( z \) measured upward from a die exit. The coating material is a UV-curable acrylate with viscosity that highly depends on the temperature. This yields the coupled momentum and energy equations with nonlinear diffusion terms.

The system of governing equations is used in the form of a general variable [20]:

\[
\begin{align*}
\mathbf{f} &= \begin{bmatrix} u \\ v \end{bmatrix}, \quad l_r = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \\
\frac{1}{r} \rho (\rho u f) + \frac{\partial (\rho v f)}{\partial z} &= \frac{1}{r} \frac{\partial}{\partial r} \left( \mu \frac{\partial f}{\partial r} \right) + \frac{\partial}{\partial z} \left( \mu \frac{\partial f}{\partial z} \right) + l_r,
\end{align*}
\tag{8.20}
\]

\[
\rho_a c_v v_n \frac{\partial T}{\partial z} = \frac{2 \lambda_n}{r_n} \frac{\partial T}{\partial r}.
\]

\[
\frac{1}{r} \frac{\partial (\rho u T)}{\partial r} + \frac{\partial (\rho v T)}{\partial z} = \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{\lambda}{r} \frac{\partial T}{\partial r} \right) + \frac{\partial}{\partial z} \left( \frac{\lambda}{r} \frac{\partial T}{\partial z} \right) + \mu S.
\]

\[
S = 2 \left[ \left( \frac{\partial u}{\partial r} \right)^2 + \left( \frac{u}{r} \right)^2 + \left( \frac{\partial v}{\partial z} \right)^2 + \left( \frac{\partial u}{\partial z} + \frac{\partial v}{\partial r} \right)^2 \right].
\]

Here the first equation is valid for continuity (the first line in the second equation) and momentum equations in both directions for fluid. The energy equation for fiber (the third part of Equation 8.20) is simplified, taking into account that (1) the Biot number \( Bi = 2hr_n / \lambda_n \) is small due to very small fiber diameter \( 2r_n = 125 \mu m \), and hence, the temperature can be radially averaged; (2) the axial conduction may be neglected because
the energy carried from the fiber by convection is much higher than axial conduction; and (3) the buoyancy effects are neglected because \( \text{Gr}/\text{Re}^2 \ll 1 \). In this equation, \( \lambda_{in} \) is harmonic thermal conductivity at the fiber-fluid interface [20].

The boundary conditions are as follows:

1. Shear free and adiabatic conditions at the top surface in the pressured applicator.
2. At the fiber surface a no-slip radial condition, a given axial speed, and conjugate thermal conditions.
3. No-slip condition at all walls, isothermal condition at die wall, an adiabatic condition or a given heat transfer coefficient at the applicator wall.
4. Uniform speed and temperature 298.15 K of coating material at the feed inlet.
5. At the die exit, a fully developed flow and thermal conditions and the specified meniscus.

Details of free surface modeling can be found in Reference [21].

The primitive variables (i.e., velocity, pressure, and temperature) after Landau transformation \( \xi = -\frac{(r - r_i)}{\sqrt{r_i - r_i}} \) and \( \eta = \frac{z}{L} \), where \( r_i \) is the inner radius [22], are used to solve the governing equations. Highly clustered grids are employed in the regions with large velocity and temperature gradients. The second-order upwind scheme is applied. An algorithm like SIMPLE [20] (see also Section 7.3) for pressure is repeated until convergence is achieved. For validation, the final coating thicknesses at variable fiber speed in laminar flow in a circular duct are calculated to compare with known data.

The basic results are as follows:

1. The moving fiber creates the thermal field in which the cooler fluid removes the energy from the fiber. Nevertheless, the fiber temperature increases with speed. The reason for this is that higher temperatures of the fluid and the wall occur due to increased dissipation effects with the growing speed. As the moving fiber first meets the fluid, it loses energy to the cooler fluid due to high Nusselt numbers. As the fluid heats up, the temperature gradient becomes smaller. When the speed increases, the Nusselt number becomes negative, and the fluid heats the fiber. It follows from this fact that the smallest gap between the die wall and the fiber is responsible for the increase in the Nusselt number and the fall of the fiber temperature near the die exit.

2. The viscous dissipation increases considerably as the speed grows. Because of this, the fiber temperature is higher than that at the die entrance. The temperature gradient at the fiber is very sharp and the temperature increase is highest in the die. This very large temperature due to dissipation at high speed should be avoided because the polymer may start to cross-link and degrade. As the fiber moves away from the dynamic contact point to the die
exit, the fiber temperature decreases due to the removal of heat at the fiber surface. However, when the fiber speed increases, the temperature also increases, and the Nusselt number reaches an asymptotic value.

3. The die exit diameter is one of the critical variables determining the quality of the coating process. The numerical data show that the coating thickness increases linearly with the die exit diameter at the different fixed speed values. The ratio of thermal conductivities of the fiber and coating fluid affects the process significantly. At the fixed material properties, the increase in coating fluid conductivity leads to an increase in coating thickness. This effect becomes unnoticeable when the fiber speed grows. If the fluid thermal conductivity is high, the Nusselt number variation is strong as well. This and increasing the coating thickness with the growing fluid conductivity is due to enhanced thermal diffusion in the coating fluid.

4. The effect of entrance temperature is high. As entrance temperature increases, the coating thickness decreases linearly. The fiber speed affects this dependence only slightly. At the lower entrance temperature, viscous heating becomes a major factor. The condition on the outer wall of the applicator does not significantly affect the resulting coating thickness so that practically, the conditions at the applicator wall can be flexible.

5. To understand the overall coating process, this work should be used along with the other results such as isothermal flow and the exit meniscus modeling, which are important for improving the quality of the coating, its uniformity, and the production rate.

8.3 Drying of Continuous Moving Materials

Example 8.8: Heat and Mass Transfer in Drying and Moistening in the Initial Period

The present work is concerned with the conjugate problem of heat and mass exchange between a heat transfer agent and a continuous material pulled through it [23,25]. The model is schematically presented in Figure 3.7. Here and later, the subscripts 0, 1, 2, and 3 refer to heat transfer agent (air), vapor, liquid, and dry material, respectively. The material of thickness \( \Delta \) is pulled at the speed \( U_x \). The thermophysical properties of material and air are known, including the relative concentration of vapor in air \( \rho_{10\infty} \) as well as the initial temperature \( T(0) \) and moisture content \( M(0) \) of the material.

Although the problem is unsteady in the frame moving with the material, it is a steady-state problem in a fixed frame and is governed
by velocity, energy, and diffusion boundary layer equations and corre-
sponding boundary conditions:

\[
\begin{align*}
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} &= 0, \\
\frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} &= \nu \frac{\partial^2 u}{\partial y^2}, \\
\frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} &= \frac{\partial^2 T}{\partial y^2}, \\
u \frac{\partial \rho_{10}}{\partial x} + v \frac{\partial \rho_{10}}{\partial y} &= \frac{\partial^2 \rho_{10}}{\partial y^2},
\end{align*}
\]

(8.21)

Here \( \Delta \) is a vapor diffusion coefficient, superscripts + and - denote the values calculated at the interface from the agent side \((y > \Delta/2)\) and from the material side \((y < \Delta/2)\). The transverse velocity on the surface is determined as follows [24]:

\[
U_y = -\frac{D}{1 - \rho_{10,w}} \frac{\partial \rho_{10}}{\partial y}
\]

(8.22)

The heat and mass transfer in a capillary-porous body is defined by the following equations [24]:

\[
\begin{align*}
c_M \rho_3 \frac{\partial T}{\partial t} &= \frac{\partial}{\partial x} \left( \lambda_M \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( \lambda_M \frac{\partial T}{\partial y} \right) + \rho_3 \rho \frac{\partial M}{\partial t} \\
\rho_3 \frac{\partial M}{\partial t} &= \frac{\partial}{\partial x} \left[ \rho_3 \alpha_M \left( \frac{\partial M}{\partial x} + \gamma \frac{\partial T}{\partial x} \right) \right] + \frac{\partial}{\partial y} \left[ \rho_3 \alpha_M \left( \frac{\partial M}{\partial y} + \gamma \frac{\partial T}{\partial y} \right) \right]
\end{align*}
\]

(8.23)

(8.24)

Here subscript \( M \) refers to moist material, \( \gamma \) is the relative thermal diffusion coefficient, \( \varepsilon \) is a phase change coefficient defining the part of a vapor in the moisture content, and \( \Lambda \) is the heat of evaporation.

Estimation of the order of magnitude of terms in these equations shows that the terms determining the heat and mass transfer in the \( x \) direction are relatively small and may be neglected [25]. Then the previous equations take the form

\[
\begin{align*}
c_M \rho_3 \frac{\partial T}{\partial t} &= \frac{\partial}{\partial y} \left( \lambda_M \frac{\partial T}{\partial y} \right) + \rho_3 \rho \frac{\partial M}{\partial t} \\
\rho_3 \frac{\partial M}{\partial t} &= \frac{\partial}{\partial y} \left[ \rho_3 \alpha_M \left( \frac{\partial M}{\partial y} + \gamma \frac{\partial T}{\partial y} \right) \right]
\end{align*}
\]

(8.25)

The initial and symmetry conditions should be satisfied by solving these equations:

\[
\begin{align*}
x = 0, T = T(0), M = M(0), & \quad y = 0, \frac{\partial T}{\partial y} = 0, \frac{\partial M}{\partial y} = 0
\end{align*}
\]

(8.26)
Conjugate conditions required to satisfy the relations between the quantities on the interface are calculated from agent and from material sides. Three of such conditions are the equalities of temperatures, vapor densities, and mass fluxes $I(x)$ from both sides:

$$T_x^+(x) = T_x^-(x), \quad \rho_x^{10, +}(x) = \rho_x^{10, -}(x), \quad I_x^+(x) = I_x^-(x) \quad (8.27)$$

The fourth condition is the heat balance on the material surface: the difference between heat incoming from coolant and absorbing by material is utilized for evaporation:

$$-q_x^+ + q_x^+ = (1 - e_w^+)\Delta \quad (8.28)$$

The temperatures are determined from the third part of Equation (8.21) using Equation (8.25). The vapor density at the material surface from the coolant side $\rho_{1w}$ is defined using the relation for relative vapor concentration and considering the vapor and air as ideal gases:

$$\rho_{0w} = \frac{\rho_{w}}{\rho_{1w} + \rho_{0w}} \rho_{1w} = \frac{\rho_{w} - \rho_{1w}}{R_0 T_w} \rho_{1w} = \rho_{1w} R_1 T_w \quad (8.29)$$

To determine the vapor density at the surface from the body side, the equation of the desorption isotherms should be used $\rho_{1w}/\rho_s(T_w) = \phi(T_w, M_w)$, where $\rho_s(T_w)$ is the saturated vapor density. Substituting $\rho_{1w}$ and $\rho_{1w}$ from these relations into the second part of Equation (8.27) gives the conjugate condition that relates the temperature $T_w$ and moisture content $M_w$ at the material surface to the relative concentration of vapor $\rho_{10w}$:

$$\frac{1}{\phi(T_w, M_w)} = \frac{\rho_{w}(T_w)}{\rho_{1w}} \left[ 1 + \frac{R_0}{R_1} \left( \frac{1}{\rho_{10w}} - 1 \right) \right] \quad (8.30)$$

The heat flux at the surface from the coolant side is defined as a difference between the incoming coolant heat and the heat being carried away by transverse vapor flux. The vapor flux is found as the sum of diffusion and convective fluxes using Equation (8.22) for $U_y$:

$$q_x^+ = -\lambda \frac{\partial T}{\partial y} \bigg|_{y=x^+} - I_x^{1, +} \cdot l_x^{1, +}, \quad I_x^+ = -\rho_{10} \frac{\partial \rho_{10}}{\partial y} \bigg|_{y=x^+} \quad (8.31)$$

where $i$ is enthalpy. Similarly defined is the heat flux at the surface from a body side that is found as a sum of the diffusion and thermal diffusion fluxes:
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\[ q_w = -\lambda M \frac{\partial T}{\partial y} w - l_w^v \lambda M \frac{\partial M}{\partial y} w - \rho \alpha M \frac{\partial T}{\partial y} w \]  \hspace{1cm} (8.32)

Substituting \( l_w^v \) and \( l_w^m \) into the third part of Equation (8.27) and \( q_w^- \) and \( q_w^+ \) into Equation (8.28) yields two other conjugate conditions:

\[ \frac{\rho_D}{1 - \rho_{10, w}} \frac{\partial \rho_{10}}{\partial y} w = \rho \alpha M \left[ \frac{\partial M}{\partial y} w + \gamma \frac{\partial T}{\partial y} w \right] \]  \hspace{1cm} (8.33)

\[ \lambda \frac{\partial T}{\partial y} w - \lambda M \frac{\partial T}{\partial y} w = -(1 - \varepsilon_w M) \Lambda \alpha M \rho \left[ \frac{\partial M}{\partial y} w + \gamma \frac{\partial T}{\partial y} w \right] \]

Thus, the conjugate problem under consideration is reduced to solving the system (Equation 8.21) together with Equation (8.25) under boundary conditions (Equation 8.21), initial and symmetry conditions (Equation 8.26), and conjugate conditions (Equations 8.30 and 8.33). The system (Equation 8.21) is solved using the general boundary condition in differential (Equation 3.32) and integral forms (Equation 3.40):

\[ q_w = h \left[ T_w - T_\infty + \sum_{k=1}^\infty g_k \frac{d^2 T_w}{dx^2} \right] \]  \hspace{1cm} (8.34)

\[ q_w = h \left[ T_w(0) - T_\infty + \int_0^x \left[ 1 - \left( \frac{\xi}{X} \right)^{c_1} \right]^{c_2} \frac{dT_w}{d\xi} d\xi \right] \]

where the temperatures are used instead of \( \theta_w = T_w - T_\infty \).

Because the diffusion equation is similar to that of energy, analogous relations give dependence between a mass flux \( j_w \) and the relative concentration of vapor \( \rho_{10, w} \):

\[ j_w = h_{n, w} \left[ \rho_{10, w} - \rho_{10, w}^- + \sum_{k=1}^\infty g_k \frac{d^2 \rho_{10, w}}{dx^2} \right] \]

\[ j_w = h_{n, w} \left[ \rho_{10, w}(0) - \rho_{10, w}^- + \int_0^x \left[ 1 - \left( \frac{\xi}{X} \right)^{c_1} \right]^{c_2} \frac{d\rho_{10, w}}{d\xi} d\xi \right] \]  \hspace{1cm} (8.35)

At constant temperature and laminar flow, the heat transfer coefficient can be determined using Equation (3.93). The mass transfer coefficient
at the constant concentration is determined using the Lewis number \( Le \)
which is practically 1 for gases:

\[
h_{m,r} = \left( \frac{h_z}{c_p} \right) Le^{\nu^2}
\]  
(8.36)

Coefficients \( g_k \) and exponents \( \gamma \) in Equation (8.34) for laminar flow
depending on the Prandtl number are given in Section 3.8. For air
\( Pr = 0.72 \), some first coefficients and the exponents are as follows:
\( g_0 = 0.351, g_1 = 1.35, g_2 = -0.18, g_3 = 0.03, C_1 = 1.2, C_2 = 0.57 \). Accordingly,
these coefficients and exponents in Equation (8.35) are dependent on the
Schmidt number, \( Sc \). For air, \( Sc = Pr \), and hence, the same coefficients and
exponents may be used for the equations in Equation (8.35).

For the initial period under consideration, when the moisture content
of the material exceeds the maximum sorptive moisture content \( M_{ms} \),
the partial pressure of the vapor above the surface equals the saturation
pressure. In view of this, \( \phi = 1 \). When \( M > M_{ms} \), the phase change coeff-
cient \( \varepsilon = 0 \). In this case, Equation (8.23), Equation (8.30), and the second
part of Equation (8.33) simplify and take the form

\[
\frac{c_m}{c_3} \frac{\partial \theta}{\partial Fo} = \frac{\partial \left( \lambda_m \frac{\partial \theta}{\partial \eta} \right)}{\partial \eta} \frac{\partial \theta}{\partial \alpha_3} \frac{\partial \theta}{\partial \eta} = \frac{\partial \left( \frac{\partial \theta}{\partial \eta} + \gamma \frac{T(0) - T_{\infty}}{M(0) - M_{ms}} \frac{\partial \theta}{\partial \eta} \right)}{\partial \eta} \]  
(8.37)

Here the dimensionless variables and corresponding boundary conditions
are as follows:

\[
Fo = \frac{x \lambda_3}{c_p \rho \Delta^2} \frac{\partial \theta}{\partial \eta} = \frac{\alpha_3}{\Delta^2} \gamma \frac{T - T_{\infty}}{T(0) - T_{\infty}}, \theta = \frac{M - M_{ms}}{M(0) - M_{ms}}
\]  
(8.38)

The conjugate conditions are simplified as well. The expression on the
right-hand side of the second part of Equation (8.33) is replaced by the
term on the left-hand side of the first part of Equation (8.33). Taking into
account that \( \varepsilon = 0 \), the derivative \( \partial T / \partial y \) is found from the first part
of Equation (8.33) and then the derivative \( \partial M / \partial y \) is obtained from the second
part of Equation (8.33). The expressions \( \lambda \partial T / \partial y \) and \( \rho \sigma \partial \rho_{10} / \partial y \)
that determine the convective heat and diffusion mass fluxes approaching
the surface on the side of the coolant, are substituted by integral forms of
Equations (8.34) and (8.35) using Equation (8.36) and dimensionless variables
in Equation (8.38). Moreover, taking into account that for \( M > M_{ms} \),
the vapor density is equal to the saturation density and the derivative
\( d \rho_{10} / d \xi \) is presented in the form of the product
\( (d \rho_{10} / d \xi)(d T_w / d \xi) \). These transformations yield the relations
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\[-\frac{\partial \theta}{\partial \eta_w} = \frac{g_0(Pr)\lambda_3}{\lambda_M} \left( \frac{\lambda Lu}{\lambda_3 Pr Fo} \right)^{\frac{1}{2}} \left[ 1 + \int_0^{Fo} \left[ 1 - \left( \frac{Fo}{Fo} \right)^{c_1} \right]^{c_2} \frac{d\theta}{dFo} d\hat{Fo} \right] \]

\[+ \Lambda \left[ (1 - \rho_{10,w}) \left[ c_{p_1} \rho_{10,w} + c_{p_0} (1 - \rho_{10,w}) \right] \right]^{-1} \]

\[\left( \frac{\rho_{10,w}(0) - \rho_{10,w}}{T(0) - T_w} + \int_0^{Fo} \left[ 1 - \left( \frac{Fo}{Fo} \right)^{c_1} \right]^{c_2} \frac{d\rho_{10,w}}{dT_w} \frac{d\theta}{dFo} d\hat{Fo} \right) \]

\[\frac{\partial \theta}{\partial \eta_w} = \frac{g_0(Pr)c_3}{(\alpha_M / \alpha_3) (1 - \rho_{10,w}) [c_{p_1} \rho_{10,w} + c_{p_0} (1 - \rho_{10,w})]} \left( \frac{\lambda Lu}{\lambda_3 Pr Fo} \right)^{\frac{1}{2}} \]

\[\times \left[ \frac{\rho_{10,w}(0) - \rho_{10,w}}{M(0) - M_{m,s}} + \frac{T(0) - T_w}{M(0) - M_{m,s}} \right] \]

\[\times \int_0^{Fo} \left[ 1 - \left( \frac{Fo}{Fo} \right)^{c_1} \right]^{c_2} \frac{d\rho_{10,w}}{dT_w} \frac{d\theta}{dFo} d\hat{Fo} + \gamma \left[ \frac{T(0) - T_w}{M(0) - M_{m,s}} \frac{d\theta}{d\eta_w} \right] \]

(8.39)

(8.40)

Here the physical properties of the moist air are calculated additively and \( Lu = c_p \rho / (\rho_0) \) is the Luikov number (Section 6.6.1). Equation (8.30), for the period being considered, for which \( \phi = 1 \), is employed to determine the relative vapor concentration:

\[\rho_{10,w} = \left[ 1 + \frac{R_1}{R_0} \left( \frac{p_w}{p_{\infty}(T_w)} - 1 \right) \right]^{-1} \]

(8.41)

Analyzing the system of equations as well as the initial, boundary, and conjugate conditions, stated in dimensionless variables, enables the author to make the following conclusions, which are valid for the first period of drying:

1. The considered conjugate problem for the fixed material and heat-transfer agent is governed by four parameters \( \rho_{10,w}, T_w, T(0) \) and \( M(0) \).
2. When the dependence of the material properties on temperature and moisture content is neglected and calculations are confined to the mean values of thermophysical coefficients, the number of parameters that governed the problem at the fixed material and heat-transfer agent is reduced to two:
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3. The body thickness is incorporated only in the Fourier number. Therefore, the time needed for the material to reach the definite state characterized by certain values of temperature and moisture content and the drying duration are proportional to material thickness squared.

4. The velocity at which the material is pulled through the coolant does not affect the drying rate and time. It only determines the distance from the die over which the material reaches a certain state. The explanation is that the heat and mass fluxes in the laminar flow regime are inversely proportional to the ratio $x/\sqrt{U}$ (i.e., to the time of the material pulling, as follows from Equations 8.34, 8.35, and 8.36). It can be readily demonstrated that in the turbulent flow regime, the drying duration depends on the pulling velocity, because the coefficients $h$ and $h_{m,s}$ are proportional to $U$.

Equation (8.37) under initial and boundary conditions (Equation 8.38) and conjugate conditions (Equations 8.39, 8.40, and 8.41) are solved numerically by the differential technique using the tridiagonal matrix algorithm and implicit difference scheme. The first part of Equation (8.37) is solved with the first condition (Equation 8.39), and thereafter, the second part of Equation (8.37) with the second condition (Equation 8.39) that contained the already known derivative $\partial \theta / \partial n$ calculated when solving the first part of Equation (8.37). To calculate the coefficients that depend on the functions sought, iterations are carried out.

Calculations are performed for the following conditions: $T_\infty = 90^\circ C$, $\rho_{10,\infty} = 0.125$ and $M (0) = 0.25$. Two cases are considered: with the initial temperature of the material equal to $T (0) = 70$ and $50^\circ C$. The first of them is higher, and the second is lower than the dew point temperature corresponding to the assigned relative vapor concentration in the heat transfer agent $\rho_{10,\infty} = 0.125$. Therefore, in the first case, drying proceeds from the very beginning, whereas in the second case, the material is first moistened, and drying begins after a designated time interval.

The calculations are made for the thermophysical properties characteristic of the paper-type material: $\rho_3 = 800$ kg/m$^3$, $\lambda_3 = 1500$ J/kg K, $c_M = c_3 + c_{H_2O} M$ the maximum sorptive moisture content at the dew point temperature $M_{m,s} = 0.19$ [26], the thermal conductivity of the moist material is taken to be constant $\lambda_M = 0.4 W/m K$. The Fourier number and other governing parameters are determined using $\lambda_M$ instead of $\lambda_3$, which is more accurate, as it follows from the equations and conjugate conditions. The conjugate parameter and dimensionless coefficient of moisture diffusion calculated using this value are $c_p \rho \lambda_M / (c_2 \rho_M \lambda_M) = (\lambda / \lambda_M) LU = 6 \times 10^{-5}$ and $\alpha_M (c_2) / \lambda_M = 0.125$. In accordance with the foregoing, the thickness and the pulling velocity of the material are not specified.

Predictions show that, in the conditions under consideration, the temperature and moisture content vary little across the material, and their values on the surface do not actually differ from those mean integrals.
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FIGURE 8.3
Variations in time of the dimensionless parameters during the drying process. Dashed curves: calculation with boundary condition of the third kind.

over the thickness. Figures 8.3 and 8.4 illustrate time dependence of the dimensionless temperatures and moisture content on the material surface. Figure 8.3 pertains to the case with the temperature higher than the dew point, and the Figure 8.4 pertains to the case with this temperature being lower than that of the dew point. The coefficients of nonisothermicity and nonisobaricity:

\[ \chi_t = \frac{h}{h_i}, \quad \chi_m = \frac{h_m}{h_{im}} \]  

(8.43)

show how much the heat and mass transfer coefficients obtained in the conjugate problem differ from those obtained under the assumption of constant temperature and concentration heads. The analysis allows one to draw the following conclusions:

1. The rate of heat and mass transfer predicted with allowance for the interaction between the material and coolant is lower than that resulting from the calculation conducted for the third kind of boundary conditions using the heat and mass transfer coefficients for constant temperature and concentration heads. In the case of drying, the material moisture content is higher, and in the case of moistening lower than the corresponding values predicted by the third kind of boundary conditions.

2. The reason for this is considered in detail in Chapter 5, where it is shown that in general, when the head grows, either in the direction
of heat transfer agent flow or in time, the heat and mass transfer coefficients appear to be higher, while in the reverse case they turn out to be lower than the corresponding coefficients obtained for the constant heads. In the considered drying and moistening processes, the concentration heads diminish. The temperature head increases in the drying process and decreases during the moistening process. In conformity with this, the mass transfer coefficients in both cases are smaller than $h_{mp} (\chi_t < 1)$. The heat transfer coefficient is smaller than $h_0$ for the moistening ($\chi_t < 1$) and larger than $h_0$ for the drying ($\chi_t > 1$). Despite in the considered drying process $h > h_0$, the resulting heat transfer rate decreases. This occurs due to the fact that the mass transfer coefficient decreases much more than the heat transfer coefficient increases (Figure 8.3). Because the processes of the convective drying and moistening proceed under the conditions of falling concentration head, the established decrease in the rate will take place in any process of this type. Naturally, the quantitative results and the degree of this decrease will be determined by the specific conditions, but qualitatively, the results will be the same.

3. The analogy between heat and mass coefficients, frequently employed in predictions, is not observed. This is because for such an analogy, the coincidence is required not only of differential equations describing the heat and mass transfer, but also of the appropriate boundary conditions determined by the distribution of the temperature and concentration heads along the surface or in time. It is seen that these distributions substantially differ. Correspondingly, the heat and mass transfer coefficients
also considerably differ, quantitatively and qualitatively. The heat transfer coefficients differ little from the isothermal coefficients \( h^* \), so that the nonisothermicity coefficients \( \chi_t \) are close to unity, the mass transfer coefficients differ drastically from the isobaric one \( h_m^* \), especially in the moistening process (Figure 8.4). Here the coefficient of partial nonisobaricity \( \chi_p \) reaches 0.6 in one case (Figure 8.3), while in the other it even reduces to zero and becomes negative.

4. In the course of moistening, there occurs the mass flow inversion — the phenomenon similar to the well-known heat flow inversion (Section 5.3). It follows from the law of proportionality between the flux and the head that the moistening process should persist until the material temperature becomes equal to the dew point temperature, and the partial vapor pressure above the surface and far from it become identical. In fact, the mass flux reduces to zero earlier than does the concentration head. This is illustrated in Figure 8.5 which presents variations in the mass flux \( j_w \) and the concentration head \( \Delta \rho_{10} \) obtained in the conjugate and nonconjugate problems.

It is seen that the mass flux reduces to zero much earlier than the concentration head does. In the nonconjugated problem (dashed curves), both points coincide. In the conjugate problem, at the point where the mass flux reduces to zero, the concentration head is finite and, therefore, both the mass transfer and nonisobaricity coefficients become zero. After this point, the mass flux changes its sign, and the drying process begins even though the direction of the concentration head remains the same (\( \rho_{10,w} < \rho_{10,-} \)). Thus, both the mass transfer and nonisobaricity
coefficients are negative in this section. Such a pattern remains up to the point at which the concentration head vanishes. Because the mass flux is finite, both the mass transfer and the nonisobaricity coefficients at this point tend to infinity and virtually lose meaning.

Physically, the inversion phenomenon is explained by the inertial properties of the coolant, due to which the change in concentration near the wall is manifested much earlier in its immediate vicinity than far from the wall. More detailed explanation of the inverse phenomenon is given in Section 5.3.

The inversion processes cannot be investigated and calculated by traditional methods, because the boundary condition of the third kind essentially contradicts the inverse phenomenon.

**Example 8.9: Heat and Mass Transfer of Drying in the Second Period [25]**

In this study, the same problem of the drying process is considered for the second period, when the moisture content of the material $M_w$ is less than the maximum sorptive moisture content $M_{ms}$. The body is assumed to be thin, and the parameters of the material are averaged across the thickness. In that case, the problem is reduced to a system of two ordinary equations:

$$
\left[1 + \left(\frac{c_2}{c_3}\right)M_w\right] \frac{\partial^2 \theta}{\partial z^2} + 1 + \int_0^z \left[1 - \left(\frac{\xi}{\bar{z}}\right)^{c_1}\right]^{c_2} \frac{\partial \theta}{\partial \xi} d\xi

\left[\frac{\partial \rho_{30,\infty}(0) - \rho_{10,\infty}}{\partial T_{\infty}}\right] c_{p1}\rho_{10,\infty} + c_{p0}(1 - \rho_{10,\infty})(1 - \rho_{10,\infty}) = 0

\left[\frac{\partial M_w}{\partial \phi} \left[\frac{\phi_p^2 \rho_{10,\infty}}{\rho_{10,\infty} \rho_{10,\infty}}\right] \frac{d \rho_{10,\infty}}{dz} - \frac{\phi_p \rho_a (T_{\infty})}{\rho_{10,\infty} \partial \phi} \frac{d \phi}{dz} \frac{d \rho_{10,\infty}}{dz} + \frac{\partial M_w}{\partial T_{\infty}} \frac{d T_{\infty}}{dz}\right] + \frac{\partial M_w}{\partial T_{\infty}} \frac{d T_{\infty}}{dz} = 0

\left[\frac{c_3}{\rho_{10,\infty}(0) - \rho_{10,\infty}} + \int_0^z \left[1 - \left(\frac{\xi}{\bar{z}}\right)^{c_1}\right]^{c_2} \frac{d \rho_{10,\infty}}{d \xi} d\xi\right]

\left[c_{p1}\rho_{10,\infty} + c_{p0}(1 - \rho_{10,\infty})(1 - \rho_{10,\infty})\right] = 0

These equations are written for dimensionless temperature but for dimension moisture content. The dimensionless longitudinal coordinate and dimensionless temperature are defined as
Conjugate Problems in Convective Heat Transfer

\[ z = \frac{2}{U \rho \zeta \Delta} \int_0^x h d\zeta \quad \theta = \frac{T_\infty - T_w}{T_\infty - T(0)} \]  

(8.45)

Calculations are performed for the same paper-type material as in the previous example for the initial period. The results presented in Figure 8.6 show that in the second drying period, the rate of heat and mass transfer predicted with the boundary condition of the third kind and heat and mass transfer coefficients for constant temperature and concentration heads are much lower than those resulting from the conjugate problem solution.
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Technological Processes

9.1 Multiphase and Phase-Change Processes

Example 9.1: Mass Transfer in a Wetted-Wall Absorber [1]

The model consists of a tube with gas flow and the walls filled by flowing liquid. Such a model simulates many chemical, metallurgical, and other systems involving the absorption process. To simplify the problem, it is assumed that the gas flow rate is high, so that the influence of solute on the flow and mass transfer is negligible, the velocity profiles in both phases are fully developed, and the liquid film thickness is small versus the tube radius. In such a case, the problem is governed by two diffusion equations:

\[ u \frac{\partial c}{\partial z} = D_c \frac{\partial^2 c}{\partial r^2} + k(c - c_{eq}), \quad R \leq r \leq R_e, \quad U \frac{\partial C}{\partial z} = D_C \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial C}{\partial r} \right), \quad 0 \leq r \leq R \]

(9.1)

The lower letters and capitals as well as subscripts \( L \) and \( G \) are used for liquid and gas parameters, respectively; \( c \) and \( C \) are concentrations; \( R \) and \( R_e \) are internal and external radii; \( k \) is the first-order reaction constant; and \( c_{eq} \) is the equilibrium concentration.

In the case of \( \Delta V R_e \ll 1 \), the velocity distributions may be presented as

\[ u = a - \kappa \frac{\mu_G}{\mu_L} \frac{y}{2} - u_c \frac{y^2}{R_e^2}, \quad U = a - \kappa \phi_G \frac{y}{2} - U_c \frac{y^2}{R_e^2}, \]

\[ u_c = \frac{R_e^2}{4} \left[ \frac{\kappa}{(2 - \kappa)} \left( \phi_L - \phi_G \frac{\mu_G}{\mu_L} \right) \right], \quad U_c = \frac{\kappa^2 \phi_G R_e^2}{4} \]

(9.2)

Here, \( \phi = \frac{1}{\mu} \left( \rho g - \frac{\Delta p}{L} \right) \) and \( a = \frac{R_e^2}{4} \left[ \phi_L \left( 1 - \kappa^2 \right) - \kappa (\kappa - 1)(\kappa - 3) \left( \phi_L - \frac{\mu_G \phi_G}{\mu_L} \right) \right] \)

\[ \phi = \frac{1}{\mu} \left( \rho g - \frac{\Delta p}{L} \right), \quad \phi = \frac{R_e^2}{4} \left[ \phi_L \left( 1 - \kappa^2 \right) - \kappa (\kappa - 1)(\kappa - 3) \left( \phi_L - \frac{\mu_G \phi_G}{\mu_L} \right) \right] \]

Here, \( y = r - R \) is the transverse coordinate such that the origin \( (y = 0) \) is at the gas-liquid interface, \( k = 1 - (\Delta V R_e) \), and \( u_c \) and \( U_c \) are characteristic velocities.
Conjugate Problems in Convective Heat Transfer

The initial, boundary (no flux), and conjugate conditions for Equation (9.1) are

\[
\begin{align*}
    c(y, 0) &= c_0, \\
    C(y, 0) &= C_0, \\
    \frac{\partial c}{\partial y}(\Delta, z) &= \frac{\partial C}{\partial y}(-R, z) = 0
\end{align*}
\]

\[\text{(9.3)}\]

\[
C(0, z) = K_n c(0, z), \\
\frac{\partial C}{\partial y}(0, z) = D_l \frac{\partial c}{\partial y}(0, z)
\]

\[\text{(9.4)}\]

The Green's functions associated with Equation (9.1) have the following forms:

\[
G_L(\eta_L, \zeta_L - \zeta_L', \eta_L') = \sum_{n=1}^{\infty} \frac{\eta_{nl}(\eta_L')}{\eta_{nl}^{2}} \exp[-\gamma_{nl}^{2}(\zeta_L - \zeta_L')]
\]

\[\text{(9.5)}\]

\[
G_G(\eta_G, \zeta_G - \zeta_G', \eta_G') = \sum_{n=1}^{\infty} \frac{\eta_{ng}(\eta_G')}{\eta_{ng}^{2}} \exp[-\gamma_{ng}^{2}(\zeta_G - \zeta_G')]
\]

\[\text{(9.6)}\]

\[
\eta_L = \frac{y}{\Delta}, \quad \zeta_L = \frac{z}{\Delta P_c}, \quad \eta_G = \frac{\kappa R + y}{\kappa R_c}, \quad \zeta_G = \frac{z}{\kappa R_c P_{c}}, \quad P_{cl} = \frac{\Delta u_c}{D_L}, \quad P_{cG} = \frac{\kappa R U_c}{D_G}
\]

The eigenfunctions should satisfy the following Sturm-Liouville equations:

\[
\frac{d^2 Y_{nl}}{d\eta_L^2} + \left[\gamma_{nl}^{2} - \alpha^2\right] Y_{nl} = 0, \quad Y_{nl}(0) = \frac{dY_{nl}}{d\eta_L}(1) = 0, \quad w(\eta_L) = a + b\eta_L - \eta_L^2
\]

\[\text{(9.7)}\]

\[
\frac{1}{\eta_G} \frac{d}{d\eta_G} \left( \eta_G \frac{dY_{ng}}{d\eta_G} \right) + \gamma_{ng}^{2} (B - \eta_G^2) Y_{ng} = 0, \quad \frac{dY_{ng}}{d\eta_G}(0) = Y_{ng}(1) = 0
\]

\[\text{(9.8)}\]

It is shown in Reference [2] that these eigenfunctions equations can be solved in terms of the confluent hypergeometric function \( F(A, B, X) \):

\[
Y_{nl} = \exp(-X/2)[d_n F(A_0, B_0, X) + X^{1/2} F(A_2, B_1, X)]_X = Y_{nl}(\eta_L - b/2)^2
\]

\[\text{(9.9)}\]

\[
Y_{ng} = \exp(-\gamma_{ng}^2 \eta_G^2 / 2) F \left( \frac{2 - \gamma_{ng}^2 B}{4}, 1, \gamma_{ng}^2 \eta_G^2 \right)
\]

\[\text{(9.10)}\]

\[
\hat{B} = \frac{R_c^2}{4U_c} \left[ \phi_1 + \kappa^2 (\phi_0 - \phi_1) + \phi_1 (1 - \kappa^2) \right] - \frac{a}{U_c} \quad b = \frac{-\kappa R U_c \mu_G}{2U_c} \mu_L
\]

\[\text{(9.11)}\]

© 2010 by Taylor & Francis Group, LLC
The constants $A$, $B$, $d_n$ and equation determining eigenvalues $\gamma_n$ are given in Reference [1]. Applying these results yields solutions of Equation (9.1) for concentrations

$$c(\eta, \zeta) = C_0 \int_0^1 w(\eta')G(\eta, \zeta - 0, \eta')d\eta' + \int_0^1 c_w(\zeta)w(\eta') \times \frac{\partial}{\partial \zeta}G(\eta, \zeta - \zeta', \eta')d\eta'd\zeta' - \sigma^2 \int_0^1 c_w(\zeta')G(\eta, \zeta - \zeta', \eta')d\eta'd\zeta' + \sigma^2 c_w \int_0^1 G(\eta, \zeta - \zeta', \eta')d\eta'd\zeta'$$

Equation (9.12)

$$C(\eta_0, \zeta_0) = C_0 \int_0^1 (\hat{b} - \eta^2)\eta'G(\eta, \zeta - 0, \eta')d\eta' + \int_0^1 C_w(\zeta')(\hat{b} - \eta^2)$$

$$\frac{\partial}{\partial \zeta}G(\eta, \zeta - \zeta', \eta')d\eta'd\zeta'$$

Here $\sigma = (kR_2^2/D_1)^{1/2}$. It is evident that all variables in the first and the second equations should have omitted subscription $L$ and $G$, respectively.

These final equations contain unknown concentrations on the interface $c_w$ and $C_w$. The first conjugate condition (Equation 9.3) is used for eliminating the unknown $C_w$ by expressing it in terms of $c_w$. To obtain the remaining unknown concentration $c_w$, the second conjugate condition (Equation 9.3) is employed. Substituting the heat fluxes in this condition leads to an integral equation that is solved by the Laplace transform. The detailed calculation and the result for unknown interfacial concentration expressed in series of polynomials $p(Z_k)$ and $q(Z_k)$ are given in Reference [1]:

$$c_w(\zeta) = \sum_{k=1}^{\infty} \frac{p(Z_k)}{q(Z_k)} \exp(Z_k \zeta), \quad Z_k < 0$$

Equation (9.13)

Analyses show that interfacial concentration $c_w$ is determined by three parameters $\sigma, \epsilon = D_1kr/D_2 \Delta$ and $\omega = \zeta_0/\zeta_1$ as well as by the initial concentrations and absorption equilibrium constant $k$. In the case of no chemical reaction, one has $\sigma = 0$. If the parameter $\epsilon$ is small, the gas phase resistance is negligible, and for large $\epsilon$, the gas phase basically determines the system behavior.

Numerical results for carbon dioxide absorption in water are obtained:

1. Ten eigenvalues for each phase are calculated and listed. It is found that further eigenvalues did not affect the results. Series (9.13) rapidly converges so that only three or four terms are needed to get the result. However, near $\zeta = 0$, this series as well as the eigenvalues expansions converge slowly as it usually does for Graetz solutions.
2. Variations of mass fluxes of both phases defined by Sherwood numbers

\[ \text{Sh}_L = \frac{1}{C_w - C} \frac{\partial C}{\partial \eta_L}(0) \quad \text{Sh}_G = \frac{1}{C_w - C} \frac{\partial C}{\partial \eta_G}(1) \]  

(9.14)

as functions of the initial liquid concentration are studied (\(C\) and \(\bar{C}\) are averaged values). It is found that the inlet liquid concentration does not affect the gas phase Sherwood number, but the liquid-phase Sherwood number shows peculiar behavior. For values near zero, it decreases sharply to a minimum for \(\zeta_L < 0.01\) and then increases to an asymptotic value of 2.89 for \(\zeta_L > 1\). For the case of larger values of the inlet liquid concentration, the liquid-phase Sherwood number decreases monotonically to its asymptotic value. The calculation shows that the asymptotic Sherwood number is almost independent of the Reynolds number \(Re_L\).

3. The study of the effect of the reaction rate constant \(k\) shows that dimensionless liquid-phase concentration rises sharply from zero to a maximum value that depends on \(k\). As the reaction proceeds, the liquid concentration decreases.

Solutions of two other conjugate problems are given in the same work. The heat transfer from a thick-walled tube is considered as the first problem, and the falling-film reactor is simulated in the second article. The similar solution technique is used in both studies.


The study of flow and heat transfer in energy storage units is stimulated by growing use of solar systems due to its periodic nature. The model under consideration consists of parallel rectangular plates forming the channels with flowing heat transfer fluid (HTF) which exchanges heat with the phase-change material (PCM) located on the other side of the plates.

The following assumptions are used:

1. The density and specific heat of liquid and solid phases of the PCM are the same.
2. Longitudinal and transversal heat conduction (in the \(x\) and \(z\) directions) in the PCM are negligible in comparison with that in the normal \(y\) direction.
3. Longitudinal and transversal heat conduction in the channels are negligible compared to convective heat transfer.
4. The effects of natural convection are negligible.
5. The flow is fully developed and viscous dissipation is negligible.

The problem is solved using the enthalpy method [4]. The system of governing equations and initial, boundary, and conjugate conditions for the HTF, container walls, and the PCM are, respectively,
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\[ \frac{\partial \theta}{\partial t} + u \frac{\partial \theta}{\partial x} = \frac{\partial}{\partial y} \left( \alpha \frac{\partial \theta}{\partial y} \right), \quad \frac{\partial \theta_m}{\partial t} = \frac{\partial}{\partial y} \left( \alpha_m \frac{\partial \theta_m}{\partial y} \right), \] \tag{9.15}

\[ \frac{\partial \theta_m}{\partial t} = \frac{\partial}{\partial y} \left( \alpha_m \frac{\partial \theta_m}{\partial y} \right) - \frac{1}{\text{St}_e} \frac{\partial \theta}{\partial t} \] 

\[ t = 0, \quad \theta = \theta_w = \theta_m = 0, \quad x = 0, \theta = 1, \quad y = 0, \quad \frac{\partial \theta}{\partial y} = 0, \quad y = \frac{1}{2}, \quad \lambda \frac{\partial \theta}{\partial y} = \lambda_m \frac{\partial \theta_m}{\partial y} \] \tag{9.16}

\[ y = \frac{1}{2}, \quad \lambda_w \frac{\partial \theta_w}{\partial y} = \lambda \frac{\partial \theta}{\partial y}, \quad y = \frac{1}{2} + \frac{\Delta_w}{\Delta}, \quad \lambda_m \frac{\partial \theta_m}{\partial y} = \lambda_m \frac{\partial \theta_m}{\partial y}, \quad \theta = \frac{T - T_{\text{melt}}}{T_m - T_{\text{melt}}} \] \tag{9.17}

\[ y = \frac{1}{2} + \frac{\Delta_w}{\Delta}, \quad \lambda_m \frac{\partial \theta_m}{\partial y} = \lambda_m \frac{\partial \theta_m}{\partial y}, \quad y = \frac{1}{2} + \frac{\Delta_w}{\Delta} + \frac{\Delta_m}{2}, \] 

\[ \frac{\partial \theta_m}{\partial y} = 0, \quad \lambda_m = f + (1 - f)\lambda_x \] \tag{9.18}

Here all variables are dimensionless and are scaled by channel thickness \( \Delta \) for coordinates and other dimensions; \( \Delta / \alpha \) for \( t, \alpha \), and \( \lambda \) for other thermal diffusivities and thermal conductivities, respectively; \( \text{Re} = \frac{uD_L}{v}, \quad \text{Ste} = \alpha_m (T_m - T_{\text{melt}}) \) are Reynolds and Stephan numbers; \( \Lambda \) is latent heat; \( a = \Delta / W \) is channel aspect ratio; \( W \) is the width of channel; \( \Delta, \Delta_w, \Delta_m \) are the thicknesses of channel, channel walls, and PCM; and \( f \) denotes the liquid fraction. Subscripts \( w, m, \text{in}, \text{melt} \) refer to plate, PCM, liquid, initial, and melting qualities.

The numerical solution of this set of equations is obtained using the finite difference technique detailed in Reference [4]. The value of the liquid fraction changes from 1 in a fully liquid region to 0 in a fully solid region. At each grid point, the value of this fraction is determined using the numerical solutions of the temperature equation for PCM and is updated following the condition \( f^{k+1} = 0 \) if \( f^k < 1 \) or \( f^{k+1} = 1 \) if \( f^k > 1 \). The set of algebraic equations is solved iteratively by TDMA. The details of the grid, step sizes, conservation criterion, and results of validation are given in Reference [3].

The numerical results are obtained for n-octadecane as a PCM (\( \rho = 776.5 \text{ kg/m}^3, c = 2165 \text{ J/kg K}, \lambda_c = 0.148, \lambda_s = 0.358 \text{ W/m K}, \Lambda = 243.5 \cdot 10^3 \text{ J/kg}, T_{\text{melt}} = 300 \text{ K} \)), for water as HTF, and for walls with properties \( \rho = 8933 \text{ kg/m}^3, c = 385 \text{ J/kg K}, \lambda_w = 401 \text{ W/m K} \). The dimensions of the unit are \( L = W = 0.5 \text{ m} \) and \( \Delta = 0.01 \text{ m} \). The results are as follows:
1. At the inlet, the temperature is uniform across channel thickness for all time due to the high thermal conductivity of the walls. At small times \( t = 0.1 \) the temperature of PCM decreases along \( y \) and reaches zero. It then increases with time reaching almost the inlet HTF temperature. With time, the thermal boundary layer develops, which leads to increasing HTF temperature.

2. Nusselt number is high at small \( x \), decreasing along the channel and increasing with time. At small distances from the inlet, the local Nusselt numbers are close to the values corresponding to the constant heat flux boundary condition. For larger distances, the Nusselt number becomes close to the isothermal value at small time \( t = 0.1 \) and in time \( t = 0.8 \) reaches values corresponding to constant heat flux on the surface. However, for the full length of the channel for all time, the local Nusselt numbers differ significantly from those obtained at constant temperature or heat flux on the surface, so that using such values for prediction leads to remarkable errors.

3. The outlet HTF temperature increases with time during the heat charge period approaching the values close to the inlet temperature. During this period, regardless of the Reynolds number value, the outlet temperature first rapidly changes due to noticeable heat storage. Then the outlet temperature changes slowly due to latent heat storage. Finally, as the melting is completed, the data show the rapid change of the outlet temperature, the reason of which is sensible heat storage. On the whole, increasing the Reynolds number yields a growing heat transfer rate, which results in rapid melting of the PCM. This is confirmed by variation of liquid fraction in time. As a result, the system rapidly reaches the steady state, and the temperature of HTF reaches its inlet value.

4. The melting front penetrates more quickly at smaller \( x \) for any Reynolds number and time because close to the inlet, the Nusselt number and temperature of HTF are higher than at larger distances from the starting channel section.

The same problem of behavior of the energy storage unit is considered in Reference [5]. In this study, the hybrid scheme combining analytical and numerical techniques is used. The heat transfer in the PCM is studied by the source-and-sink method employing a heat source at the freezing front and a heat sink at the melting front. This work contains a review of the methods studying the phase-change processes (Stephan problems).

**Example 9.3: Transient Solidification in an Enclosed Region [6]**

This problem is concerned with the system containing a moving boundary between two phases that exchange thermal energy. The studied model consists of a mold with a liquid lump undergoing solidification and the solid around it. The process of phase change is described using the conservation equations with enthalpy as a basic variable. The system
of governing equations and boundary conditions takes into account thermal buoyancy as a driving force:

\[
\frac{D\mathbf{u}}{Dt} = Pr \nabla^2 \mathbf{u} - \frac{\partial p}{\partial x} + S_u, \quad \frac{D\mathbf{v}}{Dt} = Pr \nabla^2 \mathbf{v} - \frac{\partial p}{\partial y} + S_v + Ra Pr \theta,
\]

\[
\frac{D\rho|_{\text{ij}}}{Dt} = \nabla \left( \frac{\lambda}{c_p} \nabla \theta \right) - S_h
\]

\[
\theta_m = \theta_s, \quad \nabla \theta_m = \lambda_m \nabla \theta_m \cdot \mathbf{n}, \quad \nabla \theta_m \cdot \mathbf{n} = -B \theta_m,
\]

\[
\theta = \frac{T - T_0}{T_L - T_0} \quad \text{Ra} = \frac{g \beta (T_L - T_a) B^3}{\nu \alpha}
\]

The symbol \(D/\text{Dt}\) denotes the substantive derivative that consists of the local and convective contributions. The first two momentum equations are supplemented by the usual continuity equation and are written in dimensionless variables as well as the boundary conditions. The third energy equation is written in dimension variables in terms of enthalpy \(J\) determined as integrated differential \(cd Tp\). The dimensionless variables are scaled by mold width \(B\) for coordinates, \(\lambda/\alpha\) for velocities, \(\lambda_s\) for thermal conductivity, and \(B \beta \alpha\) for time. The first two boundary conditions are the conjugate equalities at the inner surfaces of the mold, and the third is the heat transfer condition at the outer surfaces of the mold. The others are the no-slip condition and thermal conditions at the boundaries given in the authors' paper [7]. The subscripts \(L, S, m, i\) and \(a\) denote liquid, solid, mold, initial, and ambient, respectively.

The phase-change control volume is considered using the model of a porous medium with a liquid fraction \(f\) depending on the latent heat content. The source terms \(S_h\) incorporated in the momentum equations are expressed by applying the Darcy law according to which the velocity is proportional to the pressure gradient. The change of phase is regarded by the source term \(S_h\) included in the energy equation. For more details, see Reference [7].

The numerical solution is performed using the SIMPLE algorithm. The marker and cell scheme that are similar to the weighted residual method and staggered grid are employed for discretization (Sections 7.2 and 7.3). The grid refinement test for a typical problem, code validation, and other details of the numerical approach may be found in Reference [7].

The following results and conclusions are obtained:

1. One of the reasons to use the enthalpy method is that in this approach a simple examination of the numerical solution shows the location of grid points involved in the phase-change process. It is known that in the enthalpy formulation, the change-phase front takes up several grid points [5]. In this case, it occupies two points that can correspond to one control volume if a grid is fine enough. Extrapolation or interpolation of these results leads to unrealistic stepwise behavior of the moving boundary and the time history of the temperature.
2. The Nusselt number is calculated for all four walls at the solid-mold interface. The influence of the mold material, width, and aspect ratio on the solidification process is studied. The following parameters are used for the reference computation: aspect ratio $a = 2$, Stephan number $Ste = 2.4$, $Pr = 0.011$ (tin), $Re = 10^4$.

The average Nusselt number at the right wall is computed for the tin as a cast metal in copper, steel, and sand molds. The copper mold showed the largest and the sand mold the smallest rates of heat transfer. Similar results are obtained for the top wall. On the curves $Nu(t)$ obtained for metal molds, waviness can be seen, which is less for the sand mold due to low conductivity. At the same time, high thermal resistance of the sand mold results in higher vertical velocity and the highest circulation. The smallest velocity is observed in the copper mold. The interface movement is less in the sand mold than that in copper and steel molds, which yields more effective dependence $Ra(t)$ and higher velocity.

3. The temperature-time history obtained for a point at $x = 3$, $y = 5$ shows that due to high heat transfer in a copper mold, the process of solidification is about 75% completed when the temperature at this point achieves the freezing level. In the steel mold at the same time, the solidification is less completed and in the sand mold only about 10% is solidified. In addition, a highly conducting mold heats up very gradually. Temperature profiles across the section indicate that temperature gradients in the liquid are lower than those in the solid. In the copper mold, the liquid temperatures are iso-thermal across the section, and the profiles in two other molds show temperature variation across the section.

4. The effect of three values 0.5, 2, and 4 of the aspect ratio is investigated in a steel mold. The interface is basically flat for low aspect ratio (width to height) and curves at the top and bottom due to high heat transfer from the liquid–solid region to the mold. This confirms the usefulness of a one-dimensional model for molds with a small aspect ratio. At the same time, the one-dimensional approach in the case of a large aspect ratio yields significant errors. The solidification proceeds faster in cavities with a small aspect ratio, because under an adiabatic top and bottom, only the side walls conduct the heat. The temperature profiles are observed to be parabolic in the solid and almost uniform in the liquid. The streamlines and isotherms in the cavity with small aspect ratio show two tall counterrotating cells in the melt region that decrease in size as the solidification progresses. The isotherms also show high-temperature gradients near the solid–liquid interface and approximately constant in time temperature gradients in the mold.

5. The data obtained for three mold widths indicate that as width increases, the heat transfer through the mold grows due to increased energy storage. The circulation in thinner cavities is higher because the heat transfer in those is less. The isotherms are curved at the top and bottom at early times and later become flat.
6. It is concluded that the problem of solidification must be considered in the conjugate formulation to obtain accurate results.

Example 9.4: Czochralski Crystal Growth Process [8–10]

The Czochralski process is used for growing semiconduction (e.g., silicon) crystals. The process is performed in an apparatus with a cylindrical crucible heated in a furnace above the melting temperature of the melt. The crystal and the crucible are rotated in opposite directions. The resulting cylindrical crystal is vertically pulled from the crucible.

Because the temperature in this process is high, the radiative heat transfer in addition to conduction and convection should be taken into account. The three-dimensional axisymmetric heat transfer model is studied. Due to axial symmetry, only the cross-section containing schematic liquid, solid, and filling gas areas is considered. In addition to the usual assumptions, the following are used [10]:

1. The diameter of the crystal pulled from the crucible is constant.
2. The studied region with liquid, solid, and gas is an enclosure.
3. The effects of rotation are negligible.
4. The crystal and liquid have the same radiative properties.

The three-dimensional steady-state momentum (with buoyancy) and energy (with radiative term)

\[
\rho (v \cdot \nabla) v = -\nabla p + \mu \nabla^2 v + \rho g \beta (T - T^\infty), \quad \nabla T (r) = (1/\alpha) v \cdot \nabla + (1/\lambda) q(r) \tag{9.20}
\]

and continuity \( \nabla \cdot v = 0 \) equations governed the problem [9]. The radiative heat source is calculated considering the liquid and solid phases as a semitransparent medium with constant absorption coefficients \( k_L \) and \( k_S \), while the surrounding gas is considered as a transparent medium with \( k = 0 \). The radiative source \( q_r \) is defined as a radiant energy absorbed by an infinitesimal surface within an infinitesimal time. In the three-dimensional case, this amount of energy is determined by the following coupled integral equations [9,10]:

\[
q_r (p) + \varepsilon(p) e_B [\tau (p)] = \varepsilon(p) \int_S \left\{ e_s [\tau (r)] + \frac{1 - \varepsilon(r)}{\varepsilon(r)} q_r^{(r)} \right\} \tau (r,p) K (r,p) dS(r) \\
+ \varepsilon(p) \int_{tr} k(m(r')) e_B [\tau (r',p)] dL(r') \bigg[ K (r,p) dS(r) \bigg] \tag{9.21}
\]

\[
q_r^{(p)} + 4k(p) e_B [\tau (p)] = k(p) \int_S \left\{ e_s [\tau (r)] + \frac{1 - \varepsilon(r)}{\varepsilon(r)} q_r^{(r)} \right\} \tau (r,p) K (r,p) dS(r) \\
+ k(p) \int_{tr} k(m(r')) e_B [\tau (r',p)] dL(r') \bigg[ K (r',p) dS(r) \bigg] \tag{9.22}
\]
Here \( \mathbf{r} \) and \( \mathbf{p} \) refer to current and observed points, whereas point \( \mathbf{r}' \) is located on the line \( L_{\mathbf{r}\mathbf{p}} \) connecting points \( \mathbf{r} \) and \( \mathbf{p} \); the integration is performed over the surface of the computational domain \( S \) and along the line \( L_{\mathbf{r}\mathbf{p}} \); \( \varepsilon \) is the emissivity; \( e_T(b) \) and \( e_T(m) \) are the black-body emissivities of the computational domain surface and of the semitransparent medium, respectively. The kernel functions and transmissivity are

\[
K(r, p) = \frac{\cos \phi_r \cos \phi_p}{\pi |r - p|^2}, \quad K_r(r, p) = \frac{\cos \phi_p}{\pi |r - p|^2} \tau(r, p)
\]

(9.23)

\[
= \exp \left[ - \int_{L_{\mathbf{r}\mathbf{p}}} k(r')dL_{\mathbf{r}\mathbf{p}}(r') \right]
\]

The derivation of these equations and other details may be found in Reference [10].

The usual boundary conditions should be satisfied on the external surfaces of the studied enclosure. The conjugate condition on the phase-change front involves continuity of the melting temperature, a jump in heat flux, and a no-slip condition for the melt velocity:

\[
T_L(r) = T_S(r) = T_{ph} - \lambda_L \frac{\nabla T_L}{\nabla n_{ph}} + \lambda_S \frac{\nabla T_S}{\nabla n_{ph}} = -\Lambda_{ph} \rho_S (v \cdot n_{ph}), \quad v_L = v_x
\]

(9.24)

On the solid–gas and liquid–gas interfaces, equalities of temperatures and heat fluxes including the radiative component \( q_r \) should be satisfied:

\[
T_L(r) = T_G(r), \quad \lambda_L \frac{\nabla T_L}{\nabla n_{ph}} = \lambda_G \frac{\nabla T_G}{\nabla n_{ph}} + q_L, \quad T_S(r) = T_G(r), \quad \lambda_S \frac{\nabla T_S}{\nabla n_{ph}} = \lambda_G \frac{\nabla T_G}{\nabla n_{ph}} + q_S
\]

(9.25)

In these conditions, \( T_{ph} \), \( n_{ph} \), and \( \Lambda_{ph} \) are the phase-change temperature, vector normal to phase-change surface, and the latent heat.

The numerical solution is performed using the commercial package FLUENT which is based on the finite-volume approach and other software based on the boundary element method (Chapter 7). The FLUENT is applied for determining velocity, pressure, and temperature fields under known distribution of the radiative heat source. The computational domain is divided into liquid, solid, and gas subdomains that are numerically analyzed separately. To calculate the radiative heat fluxes and source, the BEM code is used. The iterative procedure is employed to couple both numerical results. More details are given in Reference [10]. As an example, the velocity and temperature profiles in liquid phase and radiative heat source in a typical three-dimensional Czochralski process are given [9].
Example 9.5: Concrete at Evaluated Temperatures [11,12]

The solid skeleton of the hardened cement paste is porous hygroscopic material including various chemical compounds and pores filled with liquid and vapor water and dry air. On the condition of high temperature, heat changes the chemical compounds and fluid content resulting in changes in physical structure that affect the mechanical and other properties of the concrete. The articles in question consider the heat and moisture transfer in concrete exposed to high temperatures using comprehensive three-dimensional models. Both works take into account the basic phenomena, but additional effects of capillary pressure and adsorbed water are studied in Reference [12].

The basic assumptions are as follows [11]:

1. There is a thermal equilibrium between phases.
2. Vapor and air behave as ideal gases.
3. The temperature dependence of mass fluxes is negligible.

The conservation of mass and energy equations for dry air and moisture are as follows:

\[
\frac{\partial \varepsilon_A \dot{\rho}_A}{\partial t} = -\nabla \cdot \mathbf{J}_A \quad \frac{\partial \varepsilon_G \dot{\rho}_G}{\partial t} + \frac{\partial \varepsilon_{FW} \rho_L}{\partial t} - \frac{\partial \varepsilon_D \rho_L}{\partial t} = -\nabla \cdot (\mathbf{J}_V + \mathbf{J}_{FW}) \tag{9.26}
\]

\[
\rho c \frac{\partial T}{\partial t} - \Lambda_E \frac{\partial \varepsilon_{FW} \rho_L}{\partial t} + (\Lambda_E + \Lambda_D) \frac{\partial \varepsilon_D \rho_L}{\partial t} = \nabla \cdot (\lambda \nabla T) + \Lambda_E \nabla \cdot \mathbf{J}_{FW} - (\rho c \nu) \cdot \nabla T \tag{9.27}
\]

Here \( \varepsilon \) and \( \mathbf{J} \) are volume fraction and mass flux of phase, subscripts \( A, D, G, L, S, V \) and \( FW \) denote dry air, chemically bound water released by dehydration, gas, liquid, solid, vapor, and free water (combined liquid and adsorbed); \( \Lambda_E \) and \( \Lambda_D \) are the specific heat of evaporation and dehydration, respectively. The mass fluxes of dry air, vapor, and free water are defined using Darcy's and Fick's laws and ignoring the diffusion of the adsorbed water on the surface:

\[
\mathbf{J}_A = \varepsilon_G \dot{\rho}_A \left[ \mathbf{v}_G - D_{AV} \nabla (\dot{\rho}_A / \dot{\rho}_G) \right], \quad \mathbf{J}_V = \varepsilon_G \dot{\rho}_A \left[ \mathbf{v}_G - D_{VA} \nabla (\dot{\rho}_V / \dot{\rho}_G) \right],
\]

\[
\mathbf{J}_{FW} = \varepsilon_{FW} \rho_L \mathbf{v}_G \tag{9.28}
\]

\[
\mathbf{v}_G = (K K_G / \mu_G) \nabla \rho_G, \quad \mathbf{v}_L = (K K_L / \mu_L) \nabla \rho_L,
\]

\[
\varepsilon_{FW} = (\varepsilon_{CM} / \rho_{CM}) f[(\rho_V / \rho_{ST}), T]
\]

In these relations, \( D_{AV} = D_{VA} \) are diffusion coefficients of dry air and water vapor; \( \dot{\rho} \) is the mass of a phase per unit volume; \( K, K_G, \) and \( K_L \) are the permeability of dry concrete and the relative permeabilities of the gas and the liquid. The pressure of air \( \rho_A \) and of vapor \( \rho_V \) are determined using the
state equation of ideal gas $p = \frac{R}{\rho} T$ as well as the pressure in a gas and water $p_L = p_G = p_A + p_y$, where $R$ is the gas constant. The volume fraction of free water $\varepsilon_{FW}$ is determined from the equation of sorption isotherms that relates the free water content to the cement content $\varepsilon_{CM}/\rho_{CM}$, temperature and relative humidity $p_y/p_{ST}$, where $p_{ST}$ is the saturation pressure of the vapor. For temperatures above the critical point of water (374.14°C) the free water content is zero and the gas volume fraction can be defined from $\phi = \varepsilon_{FW} + \varepsilon_g$, where $\phi$ is the concrete porosity.

Using these basic relations, the system of differential equations is formulated which consists of 10 equations in Reference [11] and an additional 6 equations in Reference [12]. The boundary conditions that are the same in both models include the following expressions:

\[
\frac{\partial T}{\partial n} = \frac{h_{GR}}{\lambda} (T_{\infty} - T), \quad J \cdot n - \gamma (\rho_y - \tilde{\rho}_y) \quad (9.29)
\]

\[
\frac{\partial \tilde{\rho}_y}{\partial n} + \frac{K_{VT} h_{GR}}{K_{VV} \lambda} (T_{\infty} - T) + \frac{\gamma}{K_{VV}} (\tilde{\rho}_y - \tilde{\rho}_y) \quad (9.30)
\]

where $h_{GR}$ and $\gamma$ are coefficients of heat transfer and of vapor mass transfer on the boundary. The first and the second equations are the energy and gaseous mixture mass balances, and the third expression determines the vapor content gradient on the boundary.

The basic results may be formulated as follows:

1. In both studies, a steep drying front is observed. The vapor and liquid water content of the phase mixture changes from high and low on the hot side to low and high on the cold side. The water content increases ahead of the drying front due to the recondensation in the cooler zone which is named the “moisture clog zone.” The maximum of peaks in a gas pressure and vapor content obtained in the modified model [12] are lower than for the initial model [11]. This may be significant in analyzing potential spalling, because the internal pore pressure is considered as the cause of it. The modified model also predicts more extensive moisture clog zones in which the liquid pressure gradient drives water away from the face exposed to fire. These results show that ignoring the adsorbed water flux can significantly affect the predicted values of free water flux, vapor content, and gas pressure.

2. The values of liquid pressure predicted by two models are considerably different. The capillary pressure is zero according to the initial model [11], and it increases rapidly with a decrease in relative humidity according to the modified model [12]. However, the overall results given by both models are similar, showing that the
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capillary pressure has little or no effect on the transport in concrete under intense heating.

3. If both capillary pressure and adsorbed water are taken into account, the gas pressure and vapor content are higher than shown by the initial model or by the modified model, including only capillary pressure. In this case, the results are physically realistic in contrast to the unrealistic behavior of capillary pressure as the adsorbed water is ignored.

### 9.2 Drying and Food Processing

**Example 9.6: Drying a Suspended Wood Board** [13]

The basic assumptions are as follows:

1. There is equilibrium at each point and time.
2. The board is unsaturated and homogeneous.
3. Gravity's effects are negligible.
4. The characteristic length scales of the drying medium are much smaller than those of the external fluid.
5. The thickness of the interfacial surface is negligible.

The problem is governed by continuity, momentum, energy, and conservation of species equations and boundary and conjugate conditions:

\[
\nabla \cdot \mathbf{u} = 0, \quad \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p + \frac{1}{Re} \nabla^2 \mathbf{u}, \quad \mathbf{u} \cdot \nabla T = \frac{1}{RePr} \nabla^2 T, \tag{9.31}
\]

\[
u \cdot \nabla \omega = \frac{1}{ReSc} \nabla^2 \omega
\]

\[
\lambda_a \nabla T \cdot \mathbf{n} + \Lambda \rho_a \nabla \omega \cdot \mathbf{n} = (\lambda_a + \epsilon \Lambda \alpha_m \gamma) \nabla T \cdot \mathbf{n} + \epsilon \Lambda \alpha_m \nabla M \cdot \mathbf{n} \tag{9.32}
\]

\[
T = T_w, \quad \omega = \phi(T_w, M_w), \quad \rho_a \nabla \omega \cdot \mathbf{n} = \alpha_m \gamma \nabla T \cdot \mathbf{n} + \alpha_m \nabla M \cdot \mathbf{n} \tag{9.33}
\]

where \(\omega\) is the water vapor mass fraction. All variables are dimensionless and scaled by \(L, u, \rho_u, \rho_u^2, T, L/u, \) and \(\omega_u\) for the coordinates, velocity, pressure, temperature, time, and water vapor mass fraction, and subscripts \(a\) and \(m\) denote air and moisture.

The function \(\phi(T_w, M_w)\) relates absolute humidity of the air to equilibrium values of temperature and moisture content on the solid (Example 8.8), which in this study is as follows [14]:

\[
\phi = 1 - \exp(AM^b), \quad A = -0.13 \left(1 - \frac{T}{T_c}\right)^{-0.46}, \quad B = 110T^{0.75}, \quad \omega = 0.62198 \frac{\phi_{w}}{p - \phi_{w}} \tag{9.34}
\]
where $T_c = 647.14^\circ K$ is the critical temperature of water. The last relation gives the vapor mass fraction, where $p$ is the total pressure of the humid air, and $p_w$ is the saturation pressure. The finite-element method is used to solve the set of governing equations. Two examples of streamlined rectangular board are considered. The initial conditions of the stream of air and solid are $T_c = 60^\circ C$, $\omega_c = 0.116 kg/ m^3$, $Re = 200$, $Sc = 0.6$ and $T_0 = 25^\circ C$, $M_0 = 2220 M (m, c, 40\%)$, respectively.

1. In the first example, the drying of only the upper surface of the board is studied. Both vertical surfaces are adiabatic and impermeable. The solid temperature and moisture potential distributions at 3 h time drying show that both the heating and the drying of the board are nonuniform. The leading part of the board heats much faster than the rest of it. As the air flows along the surface, the temperature gradient between the flow and solid decreases. Due to this, the heat fluxes decrease in the flow direction. For the longer drying time due to evaporation, the heat fluxes increase in the flow direction. A dry zone appears close to the leading edge, while the remainder remains wet. As air flows, it becomes more saturated, and both the humidity gradients and moisture fluxes of the surface decrease in the flow direction.

2. In the second example, the drying of the entire board under the same conditions is investigated. In this case, the results are close to those outlined for the first example. Only the temperature and moisture potential distribution are different due to the fact that the vertical surfaces are also involved in the process. Both heat and mass transfer are less intensive on the vertical surfaces because the air velocities at the leading and aft edges are significantly reduced. The drying front near the aft edge is less penetrated than that in the area close to the leading edge. The average moisture potential variations show that board drying in the second example occurs faster than that in the first case. Despite the fact that the difference in final moisture content is only about 1%, the difference in moisture distribution is considerable, which can be important for using the wood board.

These results are obtained under the assumption of a homogeneous wood board and are pertinent only to this case. For longer drying times, the observed difference between the final average moisture content is expected to increase.

**Example 9.7: Drying Rectangular Brick [15]**

A saturated water brick of aspect ratio 2 is placed in airflow with the same initial temperature, and the concentration difference between the brick surface and ambient causes the evaporation of water from the brick. The reduction of brick temperature caused by evaporation is continued until the brick reaches the wet bulb temperature at which it remains for a long period of time. Finally, the airflow heats the brick.

To study this drying process, the two-dimensional Navier-Stokes equations including buoyancy terms are solved for flow domain because the
boundary layer approximation is not applicable for a short brick. This solution is conjugated with solutions of energy and moisture transport equations for the brick.

The governing system includes continuity, momentum, energy, and concentration equations for flow

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0
\]

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = -\frac{1}{\rho} \frac{\partial p}{\partial x} + \frac{\mu}{\rho} \left[ \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right]
\]

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} = -\frac{1}{\rho} \frac{\partial p}{\partial y} + \frac{\mu}{\rho} \left[ \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right] + g\beta(T - T_0) + g\beta(C - C_0)
\]

\[
\frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} = \frac{1}{\rho c_p} \left[ \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} \right]
\]

\[
\frac{\partial C}{\partial t} + u \frac{\partial C}{\partial x} + v \frac{\partial C}{\partial y} = D \left[ \frac{\partial^2 C}{\partial x^2} + \frac{\partial^2 C}{\partial y^2} \right],
\]

and energy and conservation for total (liquid and vapor) moisture equations:

\[
\rho \frac{\partial}{\partial t} \left( \Sigma M \right) = \frac{\partial}{\partial x} \left( \lambda \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( \lambda \frac{\partial T}{\partial y} \right) - \frac{\partial}{\partial y} \left( \Sigma M \right) - \frac{\partial}{\partial y} \left( \Sigma M \right)
\]

\[
\frac{\partial M}{\partial t} = \frac{\partial}{\partial x} \left[ (D_M + D_{M,2}) \frac{\partial M}{\partial x} + (D_{T,1} + D_{T,2}) \frac{\partial T}{\partial x} \right]
\]

\[
+ \frac{\partial}{\partial y} \left[ (D_M + D_{M,2}) \frac{\partial M}{\partial y} + (D_{T,1} + D_{T,2}) \frac{\partial T}{\partial y} \right]
\]

Here \(D_T\) and \(D_M\) are isothermal and nonisothermal diffusion coefficients; \(l\) and \(j\) are enthalpy and mass flux; and \(j\) is 0, 1, 2 representing dry solid, liquid, and vapor, respectively. The last part of Equation (9.36) is obtained by applying Darcy's law for capillary liquid mass flow and Fick's law for diffusive mass flow. The boundary conditions on the interface consist of a no-slip velocities condition, continuity of temperature and moisture conditions, and heat and species balance (\(f\) refers to flow domain). At the inlet and far away from the solid, the airflow has the following ambient parameters:

\[
u = 0, \quad T_w = T_f, \quad C_f = C(T, M)_w, \quad [\lambda + (l_2 - l_1) D_{T,2}] \frac{\partial T}{\partial n} + (l_2 - l_1) D_{M,2} \frac{\partial M}{\partial n}
\]

\[
= \lambda_f \frac{\partial T_f}{\partial n} + (l_2 - l_1) D \frac{\partial C_f}{\partial n}, \quad D_{T,2} \frac{\partial T}{\partial n} + D_{M,2} \frac{\partial M}{\partial n} = D \frac{\partial C_f}{\partial n},
\]

\[
u = U, \quad v = 0, \quad T = T_s, \quad C = C_s
\]
At outflow, a smooth extrapolation is used and the bottom is adiabatic. Finite element Galerkin's method (Chapter 7) is applied to solve the set of governing equations. First, Equation (9.36) is simplified using some assumptions (see details in Reference [15]). Because the characteristic time of the flow field is much smaller than that of the heat and moisture transfer, the quasi-steady state approximation is applicable (Chapter 6). Due to this, solutions of energy and concentration Equation (9.35) are obtained using steady-state velocities. To calculate fluxes at the interface from Equation (9.37), the concentration of the fluid at the interface is needed. It is determined by knowing the local relative humidity obtained from the equation of desorption isotherm [16] \[ \phi = 1 - \exp(-17 M^{0.6}). \]

The fluxes on the interface are used as boundary conditions for solving Equations (9.36) for the brick. With known temperature and concentration distribution on the surface of the solid, the Equation (9.35) for air is solved for the next time step. This calculation procedure of drying is continued until the final parameters of the brick are achieved. The full drying time of 36 h takes 252 h calculation time.

The following basic results and conclusion are obtained:

1. Different examples are computed to compare with available literature data. In particular, the same problem as in Reference [13] (Example 9.6) is simulated. The comparison shows that the differences in the temperature distributions between results obtained by Navier-Stokes and by boundary layer equations are small, but the differences in moisture distributions are more considerable. These differences are seen to increase away from the leading edge. The studying of conjugation effects shows that the use of constant heat and mass transfer coefficients overpredicts the moisture removal.

2. The conjugate drying result for mixed convection indicates that in the initial period, the surface temperature decreases because the heat for vaporization is absorbed from the brick. In time, the convective heat flux from ambient goes into solid. However, the amount of this heat is still not enough for vaporization, and the brick temperature decreases, finally reaching the uniform wet bulb temperature. The distribution of the moisture content along the brick surface shows that the evaporation is higher at the leading edge than that in other regions. This occurs due to a thin concentration boundary layer developed at the leading edge. With time, the rate of evaporation decreases, but finally, when the solid attains uniform temperature, the significant moisture gradients still exist due to a smaller mass transfer diffusion coefficient.

3. The result for mixed drying is compared with that for forced drying obtained by ignoring the buoyancy terms in Equation (9.35). The comparison shows that the temperature drop in the case of a mixed regime is more than that for the forced convection. As a result, the wet bulb temperature is reached much earlier in the case of mixed convection. The same qualitative result is observed for moisture content.
4. Variations of average Nusselt and Sherwood numbers in time are studied. Two definitions of Nusselt and Sherwood numbers are considered: using instantaneous temperature and concentration differences between the ambient and the surface of the brick, and the similar differences between the ambient and wet bulb conditions. It is shown that the Nusselt and Sherwood numbers of the second type asymptotically approach the values of Nusselt and Sherwood numbers of the first type. The values of the Nusselt number increase with time until the wet bulb conditions are reached. The Sherwood number is constant for most of the drying period or decreases due to diminishing moisture potential. It is observed that the analogy between heat and mass transfer is applicable only after wet bulb conditions are reached.

Example 9.8: Drying of Capillary Porous Material [17]

The external airflow is flowing parallel to porous material that is assumed to be unsaturated, homogeneous, and nondeformable. This relatively simple model is used to simulate various situations studying the behavior of heat and mass transfer coefficients at the interface during the drying process.

The system of governing equations and boundary conditions is almost the same as in Example 9.6 with small variations. The system for a solid in both studies is based on the Luikov theory [18]. The finite element method is used to calculate the heat and mass transfer coefficients. The first (the moisture content is above the maximum sorption value) and the second periods are considered.

The main results are as follows:
1. For the first period, the initial moisture content is assumed to be 8%. The results show the thermal and mass leading edge effect, which leads to high heat and mass fluxes at the interface. Intensive evaporation and mass transfer toward the interface occur.

   For the second period, the initial moisture content is assumed to be 3%. The obtained temperature and moisture fields show a dry or sorption zone linked to recession of an evaporation front. In the dry zone, the basic moisture transport occurs by vapor. In the sorption zone, the bound water exists. The leading edge effect is also seen in this case.

2. The heat and mass transfer analogy is observed in the first drying period. This result can be expected because the specific humidity at the interface depends only on the temperature. However, depending on the situation, this analogy may or may not be valid (Example 8.8). In the second period, the specific humidity on the interface depends on the temperature and moisture content. Therefore, the boundary conditions at the interface for heat and mass transfer may be different. Thus, in this case, the analogy between heat and mass transfer may not be valid.
3. Because the temperature and the specific humidity at the interface are not uniform, the obtained heat and mass transfer coefficients differ from standard values corresponding to the case of a plate with constant temperature and moisture content. However, variations from the reference values in this study are only about 10%. This result is in conflict with huge variations from standard values obtained by many authors using one-dimensional simulations (for instance, Reference [19] and Example 8.8).

It is shown by comparing two-dimensional and one-dimensional solutions of the same problem that the one-dimensional approach cannot generally give realistic results because the one-dimensional simulation ignores the thermal and mass boundary layer leading edge effects.

4. The length scales of external flow are usually large compared with microscopic scales of a porous medium. Due to this fact, the porous medium is assumed to be homogeneous. To estimate the effect of macroscopic heterogeneities of moisture content on the mass transfer coefficient, the moisture content distribution obtained in the problem in question is used. The same problem is solved by applying this nonuniform moisture content distribution and mass transfer coefficient. The average mass flux at the interface obtained by using this mass transfer coefficient and nonuniform moisture distribution differs from the standard by about 10%.

Example 9.9: Multidimensional Freeze-Drying of Slab-Shaped Food [20]

Unlike the conventional drying process that is based on capillary motion and evaporation of water, the freeze-drying process uses sublimation of ice to dry the object. The low temperature and pressure below the triple point in freeze-drying provide a high-quality freeze-dried product. Despite the high quality of the final product, conventional drying methods are basically used in food production due to the long drying time and the high cost of the freeze-drying process. There are many investigations of drying, but most of them studied the alternative conventional drying methods.

The model consists of planar and slab-shaped products that are divided by a sublimation interface into the dried and frozen parts. The moisture or ice in the products sublimate under vacuum pressure and developed vapor diffuses through pores to exit. The energy for sublimation comes from the bottom by conduction and by radiation from the upper heating plate. As a result, the uniform sublimation interface below the top forms in the planar product. In the slab-shaped product, the additional radiation energy comes through the lateral surface opened to the drying chamber. Due to this, the sublimation interfaces formed below the top and beside the lateral surface are nonuniform. Such a drying process in a slab-shaped product in contrast to that in a planar product requires multidimensional analysis.
The problem is governed by the mass and energy conservation equations which are derived and detailed in Reference [20]:

\[
\varepsilon \frac{1 - S}{\Delta t} \rho_v - (1 - S^0) \rho_v^0 \Delta \nabla + \sum_{j = E, W, N, S} (m_v) \cdot n_j = - \varepsilon \rho_i \frac{S - S^0}{\Delta t} \Delta \nabla
\]

(9.38)

Here \( \Delta V \) is the volume of the grid cell; \( \varepsilon \) and \( \varepsilon_i \) denote the porosity and the fraction of the ice volume to the total volume; \( S = \varepsilon_i / \varepsilon \) is ice saturation; \( \Lambda_s \) is heat of sublimation of ice; \( n_j \) is the outward normal vector; the subscript \( j \) denotes the control surface of a cell with East, West, North, and South faces; and superscript 0 refers to initial values. The vapor flux is determined by summing the diffusion and flow through porous products:

\[
m_v = -(1 - S) \frac{m_w}{RT} \left[ D + \rho_v \frac{K}{\mu_v} \right] \nabla \rho_v
\]

(9.39)

where \( m_w, D, \) and \( K \) are molecular mass, the effective diffusivity, and Darcy permeability, respectively.

The first term of the mass conservation, Equation (9.38), represents the change in the vapor contained in a particular cell, and the second term determines the vapor flow out of this cell. These changes yield the reduction of the rate of ice saturation \( S \) defined by the right term of the mass conservation equation. Similarly, the first and second terms of the energy conservation, Equation (9.38), represent the change of energy inside the cell and heat flux through the control surface. The sum of these two terms is equal to the last term of the energy equation which defines the latent heat arising due to the sublimation of ice.

The temperature boundary conditions for the top, bottom, and lateral surfaces opened to the drying chamber are

\[
q_T = \sigma F_T (T_H^4 - T_T^4), \quad q_b = h (T_H - T_B), \quad q_s = \sigma F_S (T_H^4 - T_S^4)
\]

(9.40)

where subscripts T, B, S, and H denote top, bottom, and side surfaces of product and heating plates, respectively; \( F \) is the radiation shape factor; and \( h \) is the overall heat transfer coefficient for the bottom. The pressure boundary condition for surfaces opened to the drying chamber (subscript \( C \)) is \( p_v = p_v^C \). As the initial condition at \( t = 0 \), the uniform temperature, pressure, and rate of ice saturation are used.

The numerical procedure starts from computing the temperature distribution by solving the second part of Equation (9.38). Then, the distribution of vapor pressure is obtained from the first part of Equation (9.38) only for dried cells with \( S = 0 \). To calculate the pressure in the frozen and
sublimation cells, those are treated as Dirichlet boundaries assuming the local thermodynamic equilibrium when the vapor is saturated and its pressure is defined as $p_v = p_s(T)$. The evolution of ice saturation $S$ in the frozen and sublimation cells is calculated by solving the mass conservation equation (the first part of Equation 9.38). Iterative calculations are repeated until all variables are obtained with desired accuracy.

The numerical results are obtained using beef as the product:

1. The average sublimation temperature of the slab-shaped product is 5% to 10% lower than that of the planar product. The reason for this is that curved sublimation interfaces in a slab-shaped product caused by literal surface opened to the drying chamber. As a result, the diffusion length is decreased and the interfacial area is increased. These two effects enabled the shorter drying time with a lower sublimation temperature, and the primary direction of drying changes from vertical from top to bottom in a planar product to radial in a slab-shaped product from lateral surface to inner core.

2. The distribution of ice saturation, temperature, and vapor pressure in a planar product shows the existence of the second sublimation interface near the bottom. The vapor from the secondary interface is transported out of a product by diffusion or is deposited in the frozen region as ice. The maximum temperature and vapor pressure increase in time. The ice saturation in the slab-shaped product in the frozen region remains relatively constant at about 0.7. The distribution of the temperature and vapor pressure in the slab-shaped product shows that the heat and mass transfer during the frozen drying in this case is a multidimensional process. Despite the fact that spatial temperature gradients in the dried area are larger than those in the frozen region, the heat transfer through this area is small due to low thermal conductivity. The spatial vapor pressure gradients in the frozen region caused by the temperature gradients according to dependence for saturated pressure $p_s(T)$ are also relatively small because of a small pore space in the frozen area.

3. The main source of energy is the convection from the bottom, while the radiation from the top and lateral surface supplies about 40% of total energy. Because a dried region is developed near the bottom, the heat flow from the bottom decreases from the initial 2.86 to the final 0.93 J/s. The initial vapor flow through the lateral surfaces is about two times larger than that through the top surface. At the end of the drying process, almost 80% of vapor flows through the lateral surface.

4. The results obtained for product of heights 5, 10, 15, and 20 mm indicate the relatively constant drying rate for the planar product. The slab-shaped product shows more nonlinear behavior. The high drying rate at the beginning changes to a lower drying rate in the latter parts of the drying process. The reason for this is that the insulating dried region surrounded the frozen area. For the
height of 5 mm, both planar and slab-shaped products exhibit almost the same drying time, but the difference increases with time because the drying time of the slab-shaped product is less sensitive to the product height than that of the planar product. The configuration of the sublimation interfaces of the slab-shaped product with different heights indicates that the primary drying direction is the radial one from the lateral surface to the inner core.

5. It is concluded that the lateral surface of the slab-shaped product is favorable for the reduction of both the drying time and the sublimation temperature by increasing the vapor diffusion and the interfacial area for sublimation.

References
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10.1 Heat Exchangers and Finned Surfaces

Example 10.1: Laminar Flow in a Double-Pipe Heat Exchanger [1]

Two flows in steady state with the fully developed velocity profiles inside a double pipe are considered. The double pipe consists of an inner central tube and an outer annular channel. Concurrent and countercurrent cases are studied. The thermal conduction in the fluids and viscous dissipation are neglected. The governing system includes energy equations for the inner and outer streams (indices 1 and 2) and for the separating wall, boundary and conjugate conditions:

\[ u_1 \frac{\partial \theta_1}{\partial x} = 4 \left( \frac{1}{r} \frac{\partial \theta_1}{\partial r} + \frac{\partial^2 \theta_1}{\partial r^2} \right) \quad \theta_1(0, r) = \theta_{01}, \quad \frac{\partial \theta_1}{\partial r}(x, 0) = 0 \]  

(10.1)

\[ u_2 \frac{\partial \theta_2}{\partial x} = 4 \frac{\lambda_2}{(mc_p)_2} \left[ R_i^2 - (1+\Delta)^2 \right] \left( \frac{1}{r} \frac{\partial \theta_2}{\partial r} + \frac{\partial^2 \theta_2}{\partial r^2} \right) \]  

(10.2)

\[ \theta_2(0, r) = \theta_{02}, \quad \theta_2(L, r) = \theta_{20}, \quad \frac{\partial \theta_2}{\partial r}(x, R_i) = 0 \]  

(10.3)

\[ \text{Pe} \left( \frac{1}{r} \frac{\partial \theta_1}{\partial r} + \frac{\partial^2 \theta_1}{\partial r^2} \right) + \frac{\partial^2 \theta_1}{\partial x^2} = 0 \quad \frac{\partial \theta_1}{\partial x}(0, r) = \frac{\partial \theta_1}{\partial r}(L, r) = 0 \]  

(10.4)

\[ \theta_1(x, 1) = \theta_w(x, 1), \quad \frac{\partial \theta_1}{\partial r}(x, 1) = \lambda_w \frac{\partial \theta_w}{\partial r}(x, 1) \]  

(10.5)

\[ \theta_2(x, 1+\Delta) = \theta_w(x, 1+\Delta), \quad \frac{\partial \theta_2}{\partial r}(x, 1+\Delta) = \lambda \frac{\partial \theta_w}{\partial r}(x, 1+\Delta) \]  

(10.6)

The nondimensional variables are scaled as follows: linear sizes by internal radius of the inner duct \( R_i \), velocities by mean axial velocity \( U \), and temperatures by the inlet temperature of the inner fluid \( T_{01} \), thermal conductivity \( \lambda_2 \), and capacity \( (mc_p)_2 \) by corresponding values of the inner flow. The first and the second relations of boundary conditions in Equation (10.3) pertain to concurrent and countercurrent cases, respectively.
The only concurrent case is investigated in detail. The superposition method is used to solve the energy equations for fluids. In this case, the dependence between heat flux and temperature on the solid surface is given by Duhamel's integral (Section 1.5):

\[
\theta_w - \theta_b = \frac{2q_x(0)}{Nu_q} + \int_0^x \frac{2}{Nu_q(x-\xi)} \frac{dq_x}{d\xi} d\xi
\]  

(10.7)

where \(Nu_q\) and \(\theta_b\) are the Nusselt number for the uniform heat flux and bulk temperature. This expression for both flows along with the energy equation for a body governed the solution of the problem.

The energy equation for the wall is solved numerically by applying the finite element method. The iterative procedure starts with guessing the distributions of the bulk temperature and Nusselt number that are used as boundary conditions for the wall energy equation. As a result, new distributions of the wall temperature and Nusselt number are obtained. Then, the updated values of the Nusselt numbers and the bulk temperatures are calculated from conjugate conditions. Finally, the refined wall temperature distribution is obtained using Equation (10.7). This and corresponding values of the Nusselt number allow one to start a new run. The convergence is achieved in less than 14 iterations.

The numerical results are obtained for the following parameters:

- \(L = 10\) and \(100\), \(\lambda = 5\) and \(2\), \(R_i = 3\) and \(6\), \(\lambda_w = 1, 10, 100, 1000\) and \(10,000\), \(\lambda_2 = 0.1, 1\) and \(5\), \(Pe_1 = 500, 1000\) and \(10,000\), \(mcp_1 = 0, 1\) and \(2\) to get the following results:

1. The conjugate effect of the two streams is studied by comparing results obtained with and without the thermal wall conduction effect. In contrast to the latter case, two isothermal zones are created at the interface, and the wall temperatures do not coincide with inlet fluid temperatures. The length of these zones, as well as the wall-to-fluid temperature difference, increases due to axial wall conduction. With increasing wall conductivity, the wall temperature becomes more uniform, and the outlet temperature of the internal stream decreases, while the outlet temperature of the external stream increases correspondingly. For relatively small wall conductivities up to \(\lambda_w = 100\), the two streams are uncoupled and a central zone with uniform and equal heat fluxes for both sides exists. This is similar to the case without wall conduction effect. For high wall conductivities, the situation completely changes, and the heat fluxes monotonically decrease from the inlet to the outlet with one crossing point. Near the inlet, the Nusselt number values coincide with those for the isothermal condition. Downstream, both the Nusselt number and heat flux reach the asymptotic values corresponding to isothermal or to uniform heat flux conditions. For low wall conductivities, the values of \(Nu\) and heat flux may be higher than those for uniform heat flux, but these approximate the isothermal values for increasing wall conductivities.
2. Distribution of the local entropy production in the wall and streams calculated as suggested in Reference [3] are sensitive to wall conductivity. For $\lambda_w = 10,000$, the entropy production monotonically decreases downstream from the maximum at the inlet. For reducing wall conductivities, the entropy production decreases progressively at the inlet, increasing in the outlet regions. Analyzing the distribution of entropy generation rate in the fluids by relating it to flow parameters indicates that the maxima in entropy production in streams correspond to high values of heat flux or wall-to-fluid temperature difference. Distribution of entropy production in the wall shows that the wall radial thermal resistance is dominant when the wall conductivity is low. For $\lambda_w = 1$, the entropy production distribution is similar to that for the wall with zero conductivity. For the high conductivities, the situation is completely revised, and the maximum is found at the middle of the wall instead of minimum existing here in the case of low conductivities.

3. Accounting for the wall conduction changes the character of dependence of the heat exchanger effectiveness on the wall conductivity. Instead of monotonically increased effectiveness with growing wall conductivity, for the intermediate $\lambda_w$, the maximum effectiveness exists at any given values of $Pe_1$ and capacity ratio $(m_{c_2})_c$. For low wall conductivities, the entropy production is concentrated in the wall. In the short device, the increasing $\lambda_w$ leads to monotonically decreasing the wall contribution. In a long exchanger, the minimum of the entropy production is observed. The reduction of effectiveness due to the wall conduction effect increases for increasing wall thickness, but it is slightly affected by variation of the pipe diameter ratio. The effectiveness also reduces with increasing Peclet number. Increasing the fluids conductivity ratio has a strong and positive effect on effectiveness.

4. The proper choice of the wall material is needed for optimization. For example, in the case of countercurrent water streams separated by a copper wall, the wall conductivity yields a small reduction in effectiveness. The optimum can be achieved by using a steel wall with $\lambda_w = 100$. For the glass wall, the order of magnitude drops to 1, and the effectiveness decreases due to the high radial resistance. For gaseous fluids, the wall conduction effect is more pronounced, indicating, for instance, that the corresponding value of $\lambda_w$ becomes higher than 10,000 for two streams of air separated by a copper wall.

The same problem for countercurrent flows is considered in Reference [4]. The system of governing equations is solved numerically using Galerkin’s method (Chapter 7). The results are compared with a one-dimensional approach when the overall heat transfer coefficient is used and with two-dimensional solutions based on slug approximation for streams. It is shown that errors of such approximation approaches depend on Biot number and are applicable only for small Biot numbers, $Bi < 0.1$. 
Example 10.2: Horizontal Fin Array [5]

The two adjacent internal long fins on a base are considered. The constant temperature of the base $T_{w,0}$ is higher than ambient air temperature $T_{\infty}$. Heat is transferred from the fins to ambient air by convection and radiation. The problem is formulated as for a closure formed by two vertical fins and a horizontal base, and it is governed by the two-dimensional mass, momentum, and energy equations for the fluid and one-dimensional conduction equation for the fins.

The radiation heat transfer part is included in the energy equation as a heat source that is calculated as follows. The radiation exchange occurs between the left (subscript 1) and right (2) fins’s surfaces, the base (3), and the walls of the room through the open top (4), front side (5), and rear side (6) of closure. The open top and sides are considered as imaginary surfaces. The black body irradiations of the fins and base are $E_{b1} = E_{b2} = \sigma T_w^4$ and $E_{b3} = \sigma T_w^4$, while $E_{b4} = E_{b5} = E_{b6} = J_4 = J_5 = J_6 = \sigma T_{w,0}^4$, where $J$ is the radiosity. The radiation heat fluxes from fins and base are present as

$$q_{R1} = \frac{1}{2} [S_{13}(J_1 + S_{24} + 2S_{12})(J_3 + E_{b4})], \quad J_1 = \frac{a_{22}b_1 + S_{12}b_2}{2S_{12}S_{34}}$$

$$q_{R3} = \frac{3}{2} [2S_{31}(J_3 + S_{24} + 2S_{12})(J_3 + E_{b4})], \quad J_3 = \frac{\Delta S_{23}b_3 + a_{11}b_2}{2S_{13}S_{31}}$$

where $\varepsilon$ is emissivity; $S$ is spacing between adjacent fins; $i = 1, 3$; and $j = 1 – 6$. The shape factors $F_{ij}$ are calculated by formulae given in Reference [6].

The final governing system written in nondimensional variables consists of the energy equation, the momentum equation in vorticity-stream function $(\zeta - \psi)$ form, and the two equations for fins:

$$\frac{\partial \theta}{\partial t} + \frac{\partial \theta}{\partial x} + v \frac{\partial \theta}{\partial y} = \frac{1}{Pr} \left( \frac{1}{Gr^{1/2}} \frac{\partial^2 \theta}{\partial x^2} + \frac{\partial^2 \theta}{\partial y^2} \right) + \frac{1}{Pr Gr^{1/4}} \left( 2q_{R1} + \frac{q_{R3}}{A_{R}} \right)$$

$$\frac{\partial \zeta}{\partial t} + \frac{\partial \zeta}{\partial x} + v \frac{\partial \zeta}{\partial y} = \frac{\partial \theta}{\partial y} + \frac{1}{Gr^{1/2}} \frac{\partial^2 \zeta}{\partial x^2} + \frac{\partial^2 \zeta}{\partial y^2}$$

$$\zeta = \frac{1}{Gr^{1/2}} \frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2}$$

$$\frac{Pr Gr^{1/2} \frac{\partial \theta}{\partial x}}{\alpha} = \frac{\partial^2 \theta}{\partial x^2} + \Lambda \frac{\partial \theta}{\partial y} \bigg|_{y=0} , \quad \frac{Pr Gr^{1/2} \frac{\partial \theta}{\partial y}}{\alpha} = \frac{\partial^2 \theta}{\partial x^2} - \Lambda \frac{\partial \theta}{\partial y} \bigg|_{y=Gr^{1/4}}$$

© 2010 by Taylor & Francis Group, LLC
The radiation heat fluxes $q_{R1}$ and $q_{R3}$ in the energy equation are given by Equations (10.8) and (10.9). The following scales are used to form the dimensionless variables in Equations (10.10), (10.11), and (10.12): $SS$, $Gr^{1/4}$, $S^2/\nu$, $Gr^{1/2}$, $\nu/Gr^{1/4}$, $S$, $\nu$, $Gr^{3/4}/S$, and $\sigma T_{\infty}^4$ for variables $x, y, t, u, v, T - T_{\infty}, \psi, \zeta, \alpha, q_{R1}$, and $E_{\psi}$ respectively, and the Grashof number is $Gr = g\beta(T_{w,0} - T_{\infty})/\nu$. The conduction-convection parameter, the radiation parameter, the aspect ratio, and the temperature ratio are system parameters defining the solution:

$$\Lambda = \frac{\lambda P S}{\lambda A_w}, \quad N_R = \frac{S \sigma T_{\infty}^4}{\lambda Gr^{1/4}(T_{w,0} - T_{\infty})}, \quad A_R = \frac{H}{S}, \quad A_w = \frac{\Delta W}{2}, \quad P = \Delta + W \quad (10.13)$$

where $P, A_w, H$ and $W$ are half perimeter, half section area, height, and width of the fin. The boundary conditions include $T = T_{x,0}$ and the no-slip condition for the fins and the base and $\partial T/\partial x = 0$ for the fin tips in addition. For the open top, the boundary conditions suggested in Reference [7] are applied $v = \partial u/\partial x = \partial \psi/\partial x = \zeta = 0$ and $\partial T/\partial x = 0$. The other types of boundary conditions for the open top are discussed in the Appendix in Reference [5].

The alternating direction method is used to solve numerically the system of Equations (10.10), (10.11), and (10.12). The temperature distributions are obtained in the fluid from the first and in the fins from the fourth and fifth equations, respectively. The vorticity is calculated using Equation (10.11), and then the stream function is computed from the third equation, and finally, velocity components are obtained knowing the stream function. The procedure is continued step by step until steady-state fields for all variables are obtained. The heat fluxes from the inner fins, ends of fins, and from the base are calculated as follows:

$$q_1 = \frac{1}{A_R} \int_0^{A_R} \left[ \frac{\partial T}{\partial y} \right]_{y=0} + N_R \varepsilon_1 (E_{B1} - 1) \int_0^{\Delta} dx,$$

$$q_5 = \frac{1}{A_R} \int_0^{A_R} \left[ -\frac{\partial T}{\partial y} \right]_{y=0} + \varepsilon_1 N_R \left[ (\gamma T_w + 1)^4 - 1 \right] \int_0^{\Delta} dx$$

$$\gamma = \frac{T_{w,0} - T_{\infty}}{T_{\infty}}, \quad q_3 = \frac{1}{Gr^{1/4}} \int_0^{Gr^{1/4}} \left[ -\frac{1}{Gr^{1/4}} \frac{\partial T}{\partial y} \right]_{y=0} + N_R \varepsilon_3 (E_{B3} - 1) \int_0^{\Delta} dy$$

The numerical results are obtained for various fin arrays under different thermal characteristics and are compared with available experimental data:

1. Calculations of average Nusselt numbers for a four-fin array for small and high emissivities agree with experimental data presented in References [8] and [9], respectively. Analysis of these
results shows that the contributions of the fins, base, and end fins to total heat transfer are 36%, 13.5%, and 50.5%, respectively, which agrees with the observation in Reference [9]. The effect of fin spacing on heat fluxes is studied for arrays with different numbers of fins over a fixed base. As the number of fins increases from four to sixteen, and the value of spacing S decreases from 20 to 2.8 mm, the heat fluxes from fin and from base decrease from 149 to 44 W/m² and from 379 to 148 W/m². Despite increased numbers of fins, the heat transfer rate and effectiveness remain almost the same, but the average heat transfer coefficient decreases remarkably from 5.29 to 1.48 W/m² K. The effect of the base temperature is studied for an array experimentally investigated in Reference [10]. The numerical and experimental data are in agreement and indicate that the total heat transfer rate increases as the base temperature grows for any studied values of spacing and heights. The effectiveness increases as well for all heights, but it is found that for small values of S, effectiveness decreases as the base temperature grows. The results obtained for different fin thicknesses indicate that in the case of low heights and high thermal conductivities, the heat flux from the fin practically does not depend on thickness. For instance, as the thickness increases from 1.5 to 6 mm, the heat flux changes only from 146.6 to 150.6 W/m². The role of thermal conductivity and emissivity of the fin is also studied. It is observed that decreasing thermal conductivity leads to reduction of the fin heat flux, and increasing emissivity yields growing heat flux due to increase of the radiation component.

2. The temperature profiles obtained for two different spacings show that the temperature far away from the fins (at the distance S/2) is lower for higher spacing than that for smaller spacing. At the same time, the velocity profiles indicate that there is a greater recirculation at larger S, resulting in higher velocities near the wall and lower velocities at the distance S/2. The isotherms and streamlines for the same two enclosures indicate that the air temperature is high in the middle of the enclosure with smaller spacing, while in the other enclosure with larger spacing, the heating is confined to the air near the fins and the base. It can be seen from the streamline distribution that the streamlines travel upwards along the fins, where the temperature is high compared to that of the air in the enclosure.

3. The following equations for heat fluxes, average Nusselt number, and effectiveness are obtained by the nonlinear regression on the numerical results:

\[
\frac{qS}{\lambda(T_{wall} - T_\infty)} = K Ra^k_1 \left( \frac{S}{H} \right)^2 \left( \frac{1 + \epsilon_i}{1 + N_r} \right)^k_3 \quad (10.15)
\]

\[
Nu_m \text{ and } E = K Ra^k_1 \left( \frac{S}{H} \right)^2 \left( \frac{1 + \epsilon_i}{1 + N_r} \right)^k_3 N^k_4 \quad (10.16)
\]
The constants are as follows: \( K = 0.047, 0.023, 0.52, 0.102, 0.022; K_1 = 0.42, 0.55, 0.23, 0.36, 0.33; K_2 = 0.41, 0.32, 0.29, 0.4, -0.41; K_3 = 0.022, 0.087, 0.42, 0.1, -0.16; K_4 = -0.04, 0.9 \) for \( q_1, q_3, q_5(\epsilon_1 = \epsilon_3), \) \( \text{Nu}_m \) and \( E \), respectively, and \( N \) is the number of fins. These expressions predict the numerical results with deviation of \( \pm 6.1\% \) for a range of \( 10 \leq S \leq 25 \text{ mm}, 60 \leq T_{v,0} \leq 104 \, ^\circ \text{C}, 30 \leq H \leq 70 \text{ mm}, 2300 \leq \text{Ra} \leq 60,000, 0.05 \leq \epsilon_1 \leq 0.85, \) and \( 0.3 \leq N_R \leq 1 \).

**Example 10.3: Flat Finned Surface in a Transverse Flow [11]**

An incompressible fluid flows along a finned surface transversely to the fins. Because the flow is normal to the fins, the eddy forms in each interfin space (Figure 10.1). On side 1 of the fins, the temperature gradient increases, while on side 2 it decreases in the direction of the eddy flow. On base 3, the temperature gradient may be assumed to be constant to a first approximation. It is assumed that at intersections, the surfaces are rounded, owing to which stagnant zones or secondary eddy flows do not form in the corners. It is also assumed that the boundary layer formed on the finned surface makes the main contribution to the thermal resistance to heat transfer between the surface and the potential eddy flow. This boundary layer develops from the end face to the base on the front (in the direction of the flow) fins surface 1 and increases from the base to the end on the back fins surface 2 (Figure 10.1). These presentations of the dynamic boundary layer on the wall of the cavern under the conditions of eddy flow inside it are developed by Batchelor [12].

Assuming that the conditions in all cells on the surface are identical, the model of the problem of heat transfer in fins is formulated as bilateral flow over the body, as schematically shown in Figure 10.1. Here the body surface represents the surface of the fin and of two adjacent cells.

![Figure 10.1](image)

**FIGURE 10.1**

Diagram of a transverse flow over a finned surface.
The upper body surface represents the right cell surface, the ends of the model body correspond to the ends of the two adjacent fins, and the lower body surface represents the surface of the left cell. The numbers in the model correspond to those in the scheme of the finned surface. Thus, the numbers 1, 2, and 3 correspond to sections with increasing, decreasing, and constant temperature gradients, respectively, and the model represents the case of countercurrent flows with complicated velocity and temperature distributions.

Because the boundary layer in the real system is formed on a curvilinear surface, the longitudinal curvature and the gradient of the external flow should be taken into account. In this model, the effect of the longitudinal curvature is neglected, and the velocity gradient can be taken into account using Görtler's variable (Chapter 3).

For a thermally thin fin, the governing equation and boundary condition are

\[ \lambda_w \Delta \frac{dT_w}{dx^2} = q_1(x) + q_2(x), \quad \frac{dT}{dx} \bigg|_{x=0} = 0, \quad T \bigg|_{x=H} = T_0 \quad (10.17) \]

where \( q_1(x) \) and \( q_2(x) \) are heat fluxes from surfaces of the fin, \( H \) is the height of the fin, and \( T_w \) and \( T_0 \) are the fin and the base temperatures. To calculate the heat fluxes, Equation (3.38) for gradientless flow or Equation (3.40) in the case of an arbitrary pressure gradient may be used. For the case of gradientless flow, both heat fluxes may be presented as

\[ q_2(x) = h_e(x)(2H + s - x) \left[ T_e - T_{ed} + \int_{2H+s}^{H+s} f \left( \frac{2H + s - \xi}{2H + s - x} \right) \frac{\partial T_w}{\partial \xi} d\xi \right] \]

\[ + \frac{X}{s} \left[ f \left( \frac{2H + s - \xi}{2H + s - x} \right) \frac{\partial T_w}{\partial \xi} d\xi \right] \]

\[ q_1(x) = h_e(x) \left[ T_e - T_{ed} + \int_0^X f \left( \frac{\xi}{X} \right) \frac{\partial T_w}{\partial \xi} d\xi \right] \]

Here \( T_e \) and \( T_{ed} \) are temperatures of the end of the fin and inside the eddy flow, which plays the role of the temperature of the external flow for the boundary layer on the fin; \( s \) is the distance between the fins; and the influence function is given by Equation (3.39):

\[ f \left( \frac{\xi}{X} \right) = \left[ 1 - \left( \frac{\xi}{X} \right)^C_1 \right]^{C_2} \quad (10.19) \]

The expression for heat flux \( q_2(x) \) takes into account that the boundary layer on the back surface of the fin develops starting from the end point c (Figure 10.1) of the front surface. Therefore, the heat transfer on the back surface depends on the temperature distribution on the front surface (section bc) and the length \( s \) of the interfin section. This fact is taken into account using the influence function.
account by the first integral in the equation for \( q_x(x) \), while the second integral determines the effect of the section \( ex \) on the back surface.

Substituting the expressions for the heat fluxes into Equation (10.17) yields the integro-differential equation determining the temperature distribution over the height of the fin. In dimensionless variables, this equation and the boundary conditions have the following form:

\[
\frac{d^2\theta_w}{d\eta^2} = N^2 \left\{ \varphi(\eta) \left[ \theta_w + \int_0^1 f \left( \frac{\zeta}{\eta} \right) \frac{d\theta_w}{d\zeta} d\zeta \right] + \varphi(\eta_0 - \eta) \left[ \theta_w + \int_0^1 f \left( \frac{\zeta}{\eta_0 - \eta} \right) \right] \right\}
\]

\[
\frac{d\theta_w}{d\zeta} \left[ \int_0^1 f \left( \frac{\zeta}{\eta_0 - \eta} \right) \frac{d\theta_w}{d\zeta} d\zeta \right] \right\} \frac{d\theta_w}{d\eta} = 0, \quad \theta|_{\eta=1} = 1
\]

(10.20)

\[
\theta_w = \frac{T_w - T_D}{T_0 - T_D}, \quad N^2 = \frac{h_H^2}{\lambda_e \Delta} \varphi(\eta) = \frac{h_e(\eta)}{h_e}
\]

\[
\bar{h}_H = \frac{1}{H} \int_0^s \left[ h_e(\zeta) + h_e(2H + H_B - \zeta) \right] d\zeta
\]

Here \( \eta = x/H \), \( \eta_0 = 2 + H_B/H \), \( \bar{h}_H \) is the average heat transfer coefficient of an isothermal fin, and the parameter \( N^2 \), in fact, is the Biot number (note that \( H^2/\Delta \) is the linear characteristic) determining the conjugation effect (Section 6.1).

Equation (10.20) is solved using the method of reduction of the conjugate problem to the conduction problem and the successive differential-integral numerical approach outlined in Section 6.3. According to this approach, applying to heat fluxes the equivalent differential forms (3.32) with the first two derivatives, transforms Equation (10.20) to the system of an ordinary differential equation of the second order and equation for error

\[
\frac{d^2\theta_w}{d\eta^2} = N^2 \left\{ \varphi(\eta) \left[ \theta_w + g_1 \eta \frac{d\theta_w}{d\eta} + g_2 \eta^2 \frac{d^2\theta_w}{d\eta^2} \right] + \varphi(\eta_0 - \eta) \right\} + \epsilon(\eta) \epsilon(\eta) = \theta_{\text{ref}} - \theta_{\text{diff}}
\]

(10.21)

The first approximation is obtained assuming \( \epsilon(\eta) = 0 \) and solving the ordinary differential equation. Using the first approximation results for \( \theta_w(\eta) \), the next approximation for \( \theta_w(\eta) \) is obtained by integrating the right-hand part of the integro-differential Equation (10.20) and calculating the error \( \epsilon(\eta) \). Then, solving the refined by including \( \epsilon(\eta) \) differential Equation (10.21), the next approximation is obtained. The procedure is continued until a desired accuracy is achieved.
Numerical results are obtained for laminar flow using the following values of constants: $C_1 = 3/4, C_2 = 1/3, g_1 = 0.63, g_2 = -0.14$ (Chapter 3):

1. The solutions of the conjugate problem are compared with the results of approximate calculations using local and average heat transfer coefficients of the isothermal surface. The comparison shows that in the range $0 \leq N^2 \leq 2$, the results obtained using the conjugate model and both simplified methods are in agreement. However, for $N^2 > 2$, the difference between the results for both the local and integral characteristics of the fin becomes more significant. The values of the fin efficiency and the total heat flux removed by the fin obtained using simplified methods are too low, and the error increases as the conjugate parameter $N^2$ increases, reaching for large $N^2$ the values of 60% to 70%. The local heat transfer coefficients and heat fluxes obtained using the conjugate model are substantially nonuniform over the height of the fin and reach maximum values near the end face on the front side of the fin. For $N^2 > 2$, the local characteristics obtained using the conjugate model differ significantly from those computed by simplified methods. The greatest differences are observed on the front part near the base of the fin.

2. On the back side of the fin, for $N^2 \geq 1.9$, the heat flux inversion is observed when the heat flux is directed toward the fin despite the temperature head remaining positive (Section 5.3). As the value of $N^2$ increases, the absolute magnitude of the inverse heat flux and the length of the heated section end (Figure 10.1) increase. The heat transfer coefficients in this region become negative values. This effect is explained by inertia of fluid: when the fluid temperature near the wall exceeds the wall temperature and the heat flux becomes directed toward the fin, the external fluid temperature, due to inertia, is still lower than the wall temperature, and the temperature head remains positive (see Section 5.3). Because the inversion effect cannot be obtained with the use of the simplified methods, neglecting the conjugation of the problem in this case not only yields quantitative errors, but also leads to qualitatively incorrect results. The reason for this is that on the back side of the fin, the temperature head decreases in the flow direction. In such a case, the conjugate effect should always be taken into account (Chapter 5).

3. It is found that for large values of conjugate parameter $N^2 > 2$, the heat flux removed by the fin is the maximum for fins with $1 < s/H < 1.5$. This result is a consequence of the nonisothermicity of the finned surface and cannot be obtained using the simplified methods.

**Example 10.4: Vertical Fin with a Rounded Tip Embedded in a Porous Medium [13]**

The fin is composed of a rectangular part of thickness $\Delta$ and a half cylindrically shaped part of the same diameter which is attached to its lower
section. The cylindrically shaped part is used to avoid the prescription of the boundary condition at the tip of the fin, because it is not clear how this condition should be formulated (see Example 10.2). The vertical fin is attached to the base and is surrounded by porous medium. Heat transfer occurs by natural convection.

The governing system consists of boundary layer equations for porous medium and two-dimensional heat conduction equations for both parts of the fin. These equations are presented in variables connected with the form of Darcy equation suggested in Reference [14]:

\[
\frac{u}{y} = \frac{K \rho \beta g}{\mu} (T - T_0) S(x) \quad (10.22)
\]

\[
S(x) = \sin \left( \frac{2x}{\Lambda} \right) \quad \text{if} \quad 0 \leq x \leq \frac{\pi \Lambda}{4}, \quad S(x) = 1 \quad \text{if} \quad \frac{\pi \Lambda}{4} \leq x \leq \frac{\pi \Lambda}{4} + L
\]

\[
F(x, \eta) = \psi(x, y) \left( \int_0^x S(\xi) d\xi \right)^{\frac{1}{2}}, \quad G(x, \eta) = \theta(x, y) \quad \text{if} \quad x \leq \frac{\pi \Lambda}{4} + L
\]

The boundary layer equations for the porous medium in these variables take the form

\[
F' - G = 0, \quad G'' + FG' = a \tan \left( \frac{\eta}{\Lambda} \right) \left( F' \frac{\partial G}{\partial x} - G \frac{\partial F}{\partial x} \right) \quad \text{if} \quad 0 \leq x \leq \frac{a \pi}{4}
\]

\[
G'' + FG' = \left[ a \left( 1 + \frac{\pi}{2} \right) + 2x \right] \left( F' \frac{\partial G}{\partial x} - G \frac{\partial F}{\partial x} \right) \quad \text{if} \quad \frac{a \pi}{4} \leq x \leq \frac{a \pi}{4} + 1 \quad (10.24)
\]

with boundary conditions at the solid \( \eta = 0, F' = 0, G = \theta_s \); \( \eta \to \infty, F' \to 0, G \to 0 \). The equations for cylindrical and rectangular parts of the fin are, respectively, as follows:

\[
\left( \frac{y + a}{2} \right)^2 \frac{\partial^2 \theta_s}{\partial y^2} + \left( \frac{y + a}{2} \right)^2 \frac{\partial \theta_s}{\partial y} + \frac{a^2}{4} \frac{\partial^2 \theta_s}{\partial x^2} = 0, \quad \frac{\partial^2 \theta_s}{\partial x^2} + \frac{\partial^2 \theta_s}{\partial y^2} = 0 \quad (10.25)
\]

Both equations are subjected to the conjugate conditions at the porous medium–solid interface and at the line between the cylindrical and rectangular parts and in addition to the symmetry condition of the fin. These conditions for first and second equations are similar.
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0 ≤ x ≤ \frac{a\pi}{4}, y = 0, \frac{\partial \theta_s}{\partial y} = \frac{Ra^{\nu/2}}{\Lambda} \left[ \frac{2}{a} \cos\left(\frac{x}{a}\right) \right] G', 0 ≤ x ≤ \frac{a\pi}{4}, y = -\frac{a}{2},

\theta_s^{\text{rec}} = \theta_z^{\text{rec}}, x = 0, y = \frac{a}{2} ≤ y ≤ 0, \frac{\partial \theta_s}{\partial y} = \frac{a\pi}{4}, \frac{a\pi}{4} ≤ x ≤ \frac{a\pi}{4}, y = 0,

\frac{\partial \theta_s}{\partial y} = \frac{Ra^{\nu/2}}{\Lambda} \left[ \frac{G'}{\sqrt{a(1-\pi^2/4)+2a}} \right], \frac{a\pi}{4} ≤ x ≤ \frac{a\pi}{4} + 1, y = -\frac{a}{2}, \frac{\partial \theta_s}{\partial y} = 0,

x = \frac{a\pi}{4} + 1, \frac{a}{2} ≤ y ≤ 0, \theta_z = 0, x = \frac{a\pi}{4}, \frac{a}{2} ≤ y ≤ 0,

\theta_s^{\text{circ}} = \theta_z^{\text{rec']], \frac{\partial \theta_s}{\partial y} = \frac{a}{2(y+a^2/2)} \left[ \frac{\partial \theta_s}{\partial y} \right]_{\text{circ}}\right]

Here variables are dimensionless and are formed using the following scales: \(L, \frac{L}{Ra^{\nu/2}}, \alpha/\Lambda\) for \(x, y, \psi\), respectively; \(\theta = (T - T_\infty)/(T_\infty - T_\infty)\), \(a = \Delta/\lambda\) is the aspect ratio of the rectangular part \(\Lambda = \lambda/\lambda_w\); \(Ra = g\beta \rho (T_\infty - T_\infty)/\mu\), \(T_0\) is the base temperature, and \(K\) is the permeability of the porous medium.

The system of governing equations with appropriate boundary conditions is solved numerically using the finite difference iterative method. Details may be found in Reference [15]. First, Equation (10.25) for the cylindrical part of the fin with boundary condition (10.26) is solved in order to obtain an estimate for \((\theta_z)_{\text{circ}}\). Then this estimate is used to solve Equation (10.25) for the rectangular part of the fin with boundary conditions (10.26). Finally, knowing \(\theta_s\) for the whole fin, Equation (10.24) is solved for porous medium.

The calculations are performed for different aspect ratio \(a = 0.025, 0.05, 0.1, 0.2\) and \(0.5\) and for various values of conjugation parameter \(N = 2Ra^{\nu/2} a\Lambda\), which in the case of natural convection determines the relation between conduction and convection heat resistances similar to the Biot number which determines this relation in the case of forced convection. The calculations show the following:

1. The results for the isothermal fin agree with other known data. The temperature distributions for two angles 0° and 60° between the \(y\)-axis of the fin and downward vertical indicate a relatively small effect of the fin inclination. The comparison between temperature distributions obtained for a fin with a rounded tip and the rectangular plate fin shows that the temperatures of the rounded fin increase by decreasing the aspect ratio and tend to the curve \(a \to 0\), which is close to the temperature profile for the rectangular plate at a small aspect ratio. These results are similar for both studied values of conjugation parameter \(N = 0.5\) and \(N = 2\).
2. The heat transfer coefficient and heat flux distributions are obtained
for \( N = 0.5, 2 \) and 12 and are compared to those obtained for a rectangular fin with an insulated tip. Both distributions of heat transfer coefficient and of heat flux along the fin with rounded tip for a different aspect ratio approach the data for the rectangular fin. The rapidly decreasing heat fluxes and heat transfer coefficients near the tip of the fin are observed for both fins with rounded and isolated tips. These characteristics decrease sharply at small values of the aspect ratio and become smoother as the aspect ratio increases.

3. For all values of conjugate parameters, the total heat transfer rate is always smaller for the plate fin than for the fin with a rounded tip. This result is expected because in the latter case the fin surface is larger. For relatively small values of conjugation parameter \( N = 0.5 \) and \( N = 2 \), the total heat transfer rate increases as the aspect ratio grows. However, for \( N = 12 \), the results show a slightly decreasing total heat transfer rate with growing aspect ratio. This can be associated with small material conductivities corresponding to large values of \( N \) when the effect of decreasing heat conductivity cannot be compensated for by the growing surface.

4. Results obtained in this work show that all thermal characteristics of the rectangular fin with rounded tip approach the corresponding values for the rectangular fin as the aspect ratio goes to zero.

Example 10.5: Mixed Convection along a Cylindrical Fin in a Porous Medium [16]

A vertical cylindrical fin of radius \( R \) and length \( L \) is considered. The fin is embedded in a porous medium at ambient temperature and is attached to the wall that has temperature higher than ambient \( T_\infty \). An external flow with velocity \( U \) is directed vertically upward; hence, the buoyancy force is acting in the same direction. It is assumed that the radius of the fin is small compared to the length, so the one-dimensional heat conduction equation is employed. This equation and the boundary layer equations for porous medium involving Darcy’s law and the buoyancy force in the Boussinesq approximation complete the governing system (\( K \) is permeability) with the following boundary conditions for the fin and porous medium (\( T_0 \) is the base temperature):

\[
\lambda \frac{d^2 T_s}{dx^2} = h(x)(T_s - T_\infty), \quad \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial \psi}{\partial r} \right) = \frac{\varphi \beta K}{\mu} \frac{\partial T}{\partial r},
\]

\[
\alpha \frac{\partial}{\partial t} \left( r \frac{\partial T}{\partial r} \right) = \frac{\partial \psi}{\partial x} \frac{\partial T}{\partial x} + \frac{\partial T}{\partial r} \frac{\partial \psi}{\partial r}
\]

(10.27)

\[
x = L, \quad T_s = T_0; \quad x = 0, \quad dT/\, dx = 0 \quad r = R, \quad u = 0, \\
T = T(x, R); \quad x \rightarrow \infty, \quad u = U, \quad T = T_\infty
\]
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The heat transfer coefficient $h(x)$ in the first equation should be determined because the conjugate problem is considered. The governing equations, boundary, and conjugate condition are transformed to dimensionless variables to obtain

$$ \frac{\partial \theta_0}{\partial \xi} = N \tilde{h}(\xi) \theta_0, \quad \frac{\partial^2 f}{\partial \eta^2} = \Omega \frac{\partial \theta}{\partial \eta}, \quad (1 + \gamma \sqrt{\xi \eta}) \frac{\partial^2 \theta}{\partial \eta^2} + \left( \frac{f}{2} + \gamma \sqrt{\xi} \right) \frac{\partial \theta}{\partial \eta} $$

(10.28)

$$ \xi = 1, \quad \theta_0 = 1, \quad \xi = 0, \quad \frac{\partial \theta_0}{\partial \xi} = 0; \quad \xi \frac{\partial f}{\partial \xi}(0, \xi) + \frac{f(0, \xi)}{2} = 0, $$

$$ \theta = \theta(0, \xi), \quad f'(\infty, \xi) = 1, \quad \phi(\infty, \xi) = 0, $$

$$ \theta_0(\xi) = \theta(0, \xi), \quad \tilde{h}(\xi) = \sqrt{\Pr[-\theta'(0, \xi)]}/\sqrt{\xi} \theta_0 $$

$$ f(\xi, \eta) = \frac{\psi}{R \sqrt{\alpha U \lambda}}, \quad \eta = \frac{R - r}{2R} \sqrt{\frac{U}{\alpha x}}, \quad \xi = \frac{x}{L} $$

$$ \theta = \frac{T - T_c}{T_0 - T_c}, \quad \tilde{h}(\xi) = \frac{hL}{\lambda \sqrt{\text{Re}}}, \quad \Omega = \frac{g \beta K (T_0 - T_c)}{U \nu} = \frac{\text{Gr}}{\text{Re}} $$

$$ N = \frac{2L \lambda \sqrt{\text{Re}}}{\lambda_w R}, \quad \gamma = \frac{2L}{R} \sqrt{\frac{\alpha}{U L}} $$

(10.29)

Here $N$ and $\gamma$ are the conjugate and the surface curvature parameters, respectively.

The local nonsimilarity method is used to solve the governing equations. According to this method, the equations for porous medium are approximated by a set of ordinary differential equations. Eliminating the derivatives with respect to $\xi$ from these equations and from boundary conditions, one gets a system of ordinary differential equations and boundary conditions for the first approximation:

$$ f'' = \Omega \theta', \quad (1 + \gamma \sqrt{\xi \eta}) \theta'' + \left( \frac{f}{2} + \gamma \sqrt{\xi} \right) \theta' = 0 $$

(10.30)

$$ f(0, \xi) = 0, \quad \theta(0, \xi) = \theta_0(\xi), \quad f'(\infty, \xi) = 1, \quad \phi(\infty, \xi) = 0 $$

A more accurate solution is obtained by taking into account the eliminated derivatives. This is achieved by introducing new functions $G = \partial f / \partial \xi$ and $\phi = \partial \theta / \partial \xi$. Differentiating the original equation for porous medium with respect to $\xi$ gives the additional equations for unknown functions $G$ and $\phi$. These along with original equations form the system of equation and additional boundary conditions for the second approximation.
Similarly, systems for subsequent approximations may be generated. In particular, in Reference [16] is given the system for the third approximation. More details of the local non-similarity method may be found in the author's article [17].

The set of equations for the third approximation for porous medium and the heat conduction equation for the fin are converted in an integral form and numerically solved using an iterative method described in Reference [18]. The calculations are performed for Pr = 5.5 (e.g., water at 300 K) and the following results are obtained:

1. The fin temperature increases monotonically from the tip to the base of the fin for all values of parameters studied: $\gamma = 2$ and $5$, $\Omega = 0$, $1$, and $2$, $N = 0.1$, $0.5$ and $1.5$. The fin temperature is higher for larger values of conjugate parameter. This is expected because high convection and low fin conductivities correspond to larger values of the conjugate parameter. The increasing $\Omega$ also leads to temperature rising due to a greater buoyancy effect. The fin temperature increases as the curvature parameter grows.

2. The results for the heat transfer coefficient are obtained for the same set of parameters. For $\Omega = 0$ and for all values of other parameters, the heat transfer coefficient monotonically decreases from a high value at the tip to some finite value at the base. In the case of $\Omega \neq 0$ and high values of $N$ when the fin temperature is high, the heat transfer coefficient at the tip decreases along the fin and after approaching a minimum increases. This behavior occurs because high fin temperature leads to enhanced buoyancy force which compensates the falling trend of the heat transfer coefficient. As the conjugate parameter increases, the location of the minimum shifts toward the tip, and the rising part of the curve increases. The higher heat transfer coefficient corresponds also to a higher curvature parameter $\gamma$.

3. At given $\gamma$, the local heat flux is higher for larger $\Omega$ due to a larger buoyancy force. For the large values of $N$, most of the heat is transformed to the fluid in the area close to the fin base. This effect results due to low conductivities corresponding to high values of the conjugate parameter. Local heat flux is also higher for larger curvature parameters $\gamma$. This, however, does not mean that the total heat flux is larger for the fin with higher $\gamma$, because this parameter not only depends on fin radius.

4. The total heat flux and the efficiency are computed for $\gamma = 0.5$, $1$ and $2$ and $\Omega = 0$, $0.5$ and $1$ for total heat flux and $\Omega = 0$ and $2$ for
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Efficiency. It is found that total heat flux is higher for smaller values of the curvature parameter, which is expected because smaller \( \gamma \) represents a larger fin radius and, hence, a larger surface. The efficiency is higher also for smaller values of \( \gamma \) and for smaller \( \Omega \).

10.2 Cooling Systems

10.2.1 Electronic Packages

Continuing miniaturization of electronic systems leads to increasing the amount of heat flux per unit volume, which must be removed to provide stable and reliable operation conditions. The solution to this problem requires highly accurate methods for predicting heat transfer characteristics and designing the appropriate cooling systems.

Example 10.6: Horizontal Channel with Protruding Heat Sources [19]

The model consists of a horizontal channel with four volumetric sources mounted on the bottom wall. Because the objective of this work is to steady the heat transfer characteristics and the effect of thermal parameters, the geometric parameters are fixed. The heat transfer occurs by mixed convection and radiation. The air is considered as a cooling agent and is assumed to be a nonparticipating medium. The flow is assumed to be incompressible, laminar, and hydrodynamically and thermally developing. The Boussinesq approximation is applied for buoyancy force.

Two-dimensional Navier-Stokes and energy equations (Equation 10.32) for fluid and two-dimensional heat conduction (Equation 10.33) are used for flow, walls, and heat sources:

\[
\begin{align*}
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} &= 0, \\
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} &= -\frac{\partial p}{\partial x} + \frac{1}{\text{Re}} \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) \\
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} &= -\frac{\partial p}{\partial y} + \frac{1}{\text{Re}} \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right) + \frac{\text{Gr}}{\text{Re}},
\end{align*}
\]

\[
\frac{\text{Pe}}{\text{Lu}_w} \frac{\partial \theta}{\partial t} = \frac{\lambda}{\lambda_w} \left( \frac{\partial^2 \theta}{\partial x^2} + \frac{\partial^2 \theta}{\partial y^2} \right)
\]

\[
\frac{\partial \theta}{\partial t} + u \frac{\partial \theta}{\partial x} + v \frac{\partial \theta}{\partial y} = \frac{1}{\text{Re}} \left( \frac{\partial^2 \theta}{\partial x^2} + \frac{\partial^2 \theta}{\partial y^2} \right) + \frac{\text{Pe}}{\text{Lu}_h} \frac{\partial \theta}{\partial t} = \frac{\lambda}{\lambda_h} \left( \frac{\partial^2 \theta}{\partial x^2} + \frac{\partial^2 \theta}{\partial y^2} \right) + \frac{R^2}{P} \frac{\partial \theta}{\partial \Delta}
\]

Here \( \text{Re} = \frac{U \cdot R}{\nu}, \text{Pe} = \frac{U \cdot R}{\alpha} \), and subscript \( h \) denotes the heat source. The third and fifth energy equations correspond to channel walls and heat sources.
to heat sources. The following scales are used to create basic dimensionless variables: \( R, \frac{U}{\rho c}, \frac{U}{\rho c}^2 \) for \( x \) and \( y \), for \( u \) and \( v \) and for \( p \), respectively. \( R \) and \( \Delta \) are channel height, height, and width of heat sources; \( L_u = \frac{\rho c}{(\rho c)_w}, L_v = \frac{\rho c}{(\rho c)_w} \) are Luikov numbers for channel wall and for heat sources (Section 6.6.1). The dimensional temperature and the modified Grashof number are defined in terms of the volumetric heat generation \( q_v \) as \( T = (T - T_{\text{ref}})Y \Delta T_{\text{ref}} \) and \( Gr = g\beta q_{v}L\Delta R^3/\nu^2 \) where \( \Delta T_{\text{ref}} = q_{v}\Delta L/\lambda \). Due to these definitions, the source term in energy equation contains only geometric parameters.

The uniform inlet conditions for fluid and no-slip boundary conditions at the walls are used. The outer wall surfaces are assumed to be adiabatic. At the outlet of the channel an extended domain is used to avoid the influence of large recirculation occurring at the last heat source. It is assumed that at the outlet and on the walls of extended domain the following boundary conditions are appropriate: \( \frac{\partial u}{\partial y} = v = \frac{\partial \theta}{\partial y} \) and \( \frac{\partial u}{\partial y} = \frac{\partial v}{\partial y} = 0 \) and \( \frac{\partial \theta}{\partial y} = \frac{\partial \theta}{\partial y} = C \).

Radiative heat transfer is calculated using the radiosity/irradiation approach. The surfaces are considered as opaque, diffuse, and gray, and the inlet and outlet of the channel are treated as black surfaces at ambient temperature. The dimensionless radiative heat flux \( q_{Ri} \) from the discrete surface and radiosity \( J_{Ti} / \sigma \Delta T \) are determined as

\[
q_{Ri} = \frac{\varepsilon_i}{1 - \varepsilon_i} \left[ \left( \frac{T_i}{T_w} \right)^4 - \frac{J_{Ti}}{\sigma T_w^4} \right] \frac{J_{Ti}}{\sigma T_i^4} = \varepsilon_i \left( \frac{T_i}{T_w} \right)^4 + (1 - \varepsilon_i) \sum_{j=1}^{n} \frac{J_{Ti}}{\sigma T_i^4} F_{ij}
\]

where \( \varepsilon \) and \( F_{ij} \) are emissivity and shape factor, respectively. Temperatures at the channel walls-fluid interface and at heat source-fluid interface are determined from energy balance equations:

\[
-\frac{\lambda_w}{\lambda} \left( \frac{\partial \theta}{\partial y} \right)_w = -\frac{\partial \theta}{\partial y} + N_{R_{\text{ref}}} q_{Ri} \quad N_{R_{\text{ref}}} = \frac{\sigma T_i^4 \frac{R}{\Delta T_{\text{ref}}} \Delta x \Delta y}{\lambda}
\]

\[
\left( \frac{\partial \theta}{\partial x} \right)_w \Delta y - \left( \frac{\partial \theta}{\partial y} \right)_w \Delta x + \left( \frac{\partial \theta}{\partial y} \right)_n \Delta x + \frac{\lambda_n}{\lambda} \left( \frac{\partial \theta}{\partial x} \right)_e \Delta x + \frac{\lambda_n}{\lambda} \left( \frac{\partial \theta}{\partial x} \right)_e \Delta y
\]

\[
\times \Delta x + \frac{R^2}{\Delta \lambda} \Delta x \Delta y - N_{R_{\text{ref}}} q_{Ri} \Delta x = \frac{\partial \theta}{\partial t} \Delta x \Delta y
\]

where \( \Delta x \) and \( \Delta y \) are dimensionless width and height (scaled by \( R \) of an element taking into account the balance, and subscript \( e \) refers to the extended domain.

The SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) algorithm (see Section 7.3.1) and the point-by-point Gauss-Siedel iteration method are used to solve the governing equations for velocity...
component, pressure, temperature, and radiosity. The following basic results and conclusions are obtained:

1. The results obtained show that an increasing Reynolds number leads to shifting the center of circulation to the right side wall of the cavities. Beyond the last heat source, the intensity of circulation increases as Re grows. The temperature of the first chip is lower than others due to contact with incoming fresh air. The maximum temperature of the last chip is lower than that of the preceding one due to high recirculation at the last chip. The first and the last chips are exposed to the atmosphere. As a result, the radiation heat transfer from these chips is higher than from the interior chips. The radiation effect and the maximum temperature become smaller as the Reynolds number grows.

2. To study the buoyancy effect, different Grashof numbers are obtained by changing the values of the volumetric heat generation $q_v$. The results show that with increasing Grashof number, the dimensionless temperature decreases linearly, from which follows that the effect of buoyancy is negligible for the range of parameters studied. Despite the dimensionless temperature decreases, the actual dimension temperature increases as the Grashof number increases, as is expected.

3. The dimensionless temperature decreases as the emissivity of heat sources and of the walls increase at all Reynolds numbers analyzed. The comparison shows that the effect of the wall emissivity is more significant than that of the heat sources. The temperature decreases also when the emissivity of the substrate grows. As the emissivity of substrate changes from 0.02 to 0.85, the maximum temperature decreases in 11°C, while the same change of emissivity of heat sources gives only 4°C drops in maximum temperature. When the emissivity of the top wall increases, the convective heat transfer from the wall also increases due to radiation interaction increasing.

4. The dimensionless temperature decreases as the thermal conductivities of the heat sources and substrate increase. At $\lambda_h/\lambda = 500$, the heat sources become isothermal. When the thermal conductivity ratio of heat sources and fluid $\lambda_h/\lambda$ changes from 50 to 500, the calculation shows a 20% drop in the maximum temperature. Similar behavior of the dimensionless temperature is observed when the wall-fluid conductivity ratio is varied.

5. As the emissivity of substrate and top wall increases, the contribution by radiation decreases and the convective contribution increases. Increasing of the heat source's emissivity leads to increasing radiation contribution. In particular, at Re = 250, the radiation contribution increases from 10.5% at emissivity of heat sources $\varepsilon_h = 0.02$ to 19% at $\varepsilon_h = 0.85$. As the Reynolds number increases, the radiation fraction of heat transfer becomes less.

6. The correlation expressions for maximum temperature are obtained in the form $(A/A_{ref})^m$ for $A = Re, Gr, \lambda_h/\lambda, \lambda_w/\lambda, \varepsilon_h$, and $\varepsilon$ with $A_{ref} = 500, 8.65 \times 10^5, 100, 50, 0.55, 0.55$, and $m = 0.2, 1, 0.6, 0.6, 0.65, 0.56$. 
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Example 10.7: A Microchannel Heat Sink as an Element of a Heat Exchanger [20]

The microchannel heat sink studied in this work is considered as an element of the microchannel heat exchanger. The heat transfer characteristics of such an exchanger should significantly increase due to great reduction of the thickness of the thermal boundary layer and overall notable capacity based on large surface-volume ratio. The studied model is a rectangular silicon channel with hydraulic diameter $D_{mh} \approx 100 \mu m$, which is a basic element of an experimentally investigated pattern in Reference [21].

The following assumptions are made:

1. The range of Knudsen number $Kn = l / D_h$ ($l$ is a free path) lies in a continuum flow regime, and hence, Navier-Stokes equations are appropriate.
2. The flow is incompressible, laminar, and steady state. The thermophysical properties are temperature dependent.
3. The largest temperature gradients and thermal stresses are expected to occur at the inlet of the channel. Therefore, the development of the flow and temperature at the inlet should be carefully resolved.
4. Thermal radiation is negligible because the typical operation temperature is below 100°C.

The three-dimensional Navier-Stokes and energy equations for fluid with temperature-dependent properties and energy equation for walls are employed:

\[ \nabla (\rho \mathbf{V}) = 0, \quad \mathbf{V} \cdot \nabla (\rho \mathbf{V}) = -\nabla p + \nabla \cdot (\mu \nabla \mathbf{V}) \]  
\[ \nabla \cdot (\rho c_p T) = \nabla \cdot (\lambda \nabla T), \quad \nabla \cdot (\lambda \nabla T) = 0 \]

A uniform heat flux is imposed at one of the channel walls, but the others are isolated. The entering flow velocity and temperature are given, and gradients of velocity and temperature at the exit are taken to be zero. The no-slip condition at the walls and conjugate conditions at the fluid–solid interface should be satisfied.

Patankar’s technique of discretization and SIMPLER (SIMPLE Revised) algorithm (Chapter 7) are used to solve the system of governing equations. The predicted and experimental data from Reference [21] are in agreement. The following results and conclusions are deduced:

1. The local temperature distribution shows that the walls are isothermal, but the temperature field in fluid is essentially nonuniform. Initially, the high temperature gradient zone forms at the inlet of the channel and then increasing fluid core temperature is observed. Three basic conclusions can be stated:
   a. The maximum heat fluxes occur at the inlet of the channel.
   b. The heat flux imposed at the wall is spread out by conduction within walls and finally is transferred to the fluid.
c. Due to the effect of conjugation, thermal development occupies the entire channel. The temperature distributions at the inner and outer wall surfaces show a very complex pattern resulting from convective heat transfer and three-dimensional conductions.

2. The distribution of the local heat fluxes on the inner walls, which are the fluid–walls interface, confirms the observation deduced by the temperature distribution analysis in (1). In particular, the local heat fluxes are the greatest at the inlet of the channel where the temperature gradients are high. The local heat flux inside the channel is distributed high nonuniformly so that magnitude variation in the heat fluxes ranges several orders. The reason for this is the difference in spacing between channel walls. The channel cross-section is a stretched rectangle such that the distance between two walls in one direction is about three times smaller than that between two other walls. As a result, the boundary layer between walls with small spacing is much thinner, and consequently, the convective heat transfer is much larger. The complicated heat flow structure is observed in the corners where the heat flux is a product of interaction between the boundary layers developed along both adjacent walls. The resulting configuration of heat flow in corners shows the negative heat fluxes directed from the fluid to the walls. In such a case, the heat transfer coefficients are also negative (Section 5.3) when traditional methods cannot be used and only conjugate formulation of the problem can give realistic results (Chapter 5).

3. The average characteristics in general conform to local distribution quantities. The average wall temperature increases significantly in the entering portion due to high local temperatures in this area. In contrast to this, the fluid bulk temperature grows gradually along the channel approaching the wall temperature at the exit. Large temperature gradients in the inlet channel portion may result in significant thermal stresses, which is important to take into consideration during design. The average heat fluxes and average heat transfer coefficient gradually decrease along the channel. The average heat flux of all walls of the channel is smaller than the initially imposed heat flux everywhere except the inlet portion, where the average heat flux is greater than the imposed one. This occurs because the area where the heat flux is imposed is much smaller than that of the surfaces of the walls inside the channel.

### 10.2.2 Turbine Blades and Rockets

**Example 10.8: Film-Cooled Turbine Blade [22]**

Film cooling is used to protect turbine blades and vanes of the first and second rows from direct contact with streams of hot gas. Injected cold
air covers the surface of the blade or vane producing a layer of cold air between the protected object and hot gas.

This example presents a method for computing conjugate heat transfer in a film-cooled turbine blade or vane. The temperature field of a model that corresponds to a real vane of a film-cooled engine [23] obtained by this method is given and discussed.

The NASA explicit finite volume code Glenn-HT is used to solve the Navier-Stokes equation for fluid domain, and the boundary element method is employed in a solid domain for solving the Laplace equation. Such a combination approach as applied to a conjugate problem provides two advantages arising from the fact that the boundary element method (BEM) requires only body surfaces discretization. The first is evident consisting of computation time and storage saving, because there is no need in BEM to involve in calculation the whole body volume. This feature of the BEM method is especially important for the conjugate problem that has a solution usually carried out by iterations. In this process, the temperature distribution on the interface obtained from the Laplace equation is used as a boundary condition for the Navier-Stokes equation, while the heat flux distribution on the interface resulting from the Navier-Stokes solution gives the boundary condition for the Laplace equation. Thus, only the surface temperature distribution given in BEM under the Laplace equation solution is needed for the iteration procedure. Another advantage to using BEM in a conjugate problem follows from the same feature. Because in BEM the temperature and heat fluxes on the interface are directly obtained, those can be used to satisfy the conjugate conditions and so there is no need to differentiate the solid temperature field usually employed to get heat fluxes on the interface (Chapter 7).

A three-dimensional density-based integral form of the Navier-Stokes equation for fluid and heat conduction for a solid constitutes the system of governing equations:

\[
\int_{\Omega} \frac{\partial \mathbf{W}}{\partial t} \, d\Omega + \int_{\Gamma} \left( \mathbf{F} - \mathbf{G} \right) \mathbf{n} \, d\Gamma = \int_{\Omega} \mathbf{S} \, d\Omega, \quad \nabla \cdot \left[ \lambda_s(T_s) \nabla T_s \right] = 0, \quad f(T) = \frac{1}{\lambda_0} \int_{T_0}^{T} \lambda_s(T) \, dT \tag{10.38}
\]

where \( \Omega \) is the volume, \( \Gamma \) is the surface bounded by the volume \( \Omega \), and \( \mathbf{n} \) is outward normal. The vector \( \mathbf{W} \) contains variables \( \rho, \rho u, \rho v, \rho w, \rho e, \rho k, \rho \omega \), where \( e, k, \omega \) are the specific total energy, the kinetic energy turbulent fluctuations, and the specific dissipation rate; vectors \( \mathbf{F} \) and \( \mathbf{G} \) represent the convective and diffusion fluxes; and \( \mathbf{S} \) is a vector containing nonlinear terms, turbulent production, and dissipation quantities. The kinetic energy turbulence and the specific dissipation rate determine the two equations \( k - \omega \) turbulence model [24]. The turbulence viscosity \( \mu_{ib} \) and turbulence thermal conductivity \( \lambda_{ib} \) are defined in this model as

\[
\mu_s = \mu + \mu_{ib} = \mu + \rho k, \quad \lambda_s = \lambda + \lambda_{ib} = c_p \left( \frac{\mu}{\text{Pr}} + \frac{\mu_{ib}}{\text{Pr}_{ib}} \right) \tag{10.39}
\]
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where \( Pr_t = 0.9 \) is turbulent Prandtl number. The last, Equation (10.38), is the Kirchhoff transform that converts the conductivity equation to the Laplace equation in the case of temperature-dependent thermal conductivity. In Equation (10.38), \( \lambda_0 \) and \( T_0 \) are the reference values.

The Glenn-HT code solves the Navier-Stokes equation by the time marching scheme until the steady-state conditions are achieved. The fourth-order explicit Runge-Kutta algorithm is used. The heat conduction equation is solved using the BEM procedure based on converting the Laplace equation into a boundary integral equation:

\[
C(\xi)\hat{T}(\xi) + \int_{\mathcal{B}} T(x)q(x,\xi)\,dB(x) = \int_{\mathcal{B}} q(x)\hat{T}(x,\xi)\,dB(x)
\]

\[
C(\xi) = \int_{\mathcal{B}} -\lambda_0 \left[ \frac{\partial \hat{T}(x,\xi)}{\partial n} \right] \,dB(x), \quad \lambda_0 \nabla^2 \hat{T}(x,\xi) = -\delta(x,\xi), \tag{10.40}
\]

\[
\hat{T}(x,\xi) = \frac{1}{4\pi\lambda_0} f(x,\xi)
\]

Here, \( \mathcal{B}(x) \) is the surface bounding the domain of interest, \( \xi \) is the source point, \( x \) is field point, \( q(x) \) is heat flux, \( \hat{T}(x,\xi) \) is a fundamental or Green solution which is a response of an adjoint governing differential operator at any field point \( x \) due to a perturbation of Dirac delta function acting at the source point \( \xi \). In the case considered, this fundamental solution is defined by the second, Equation (10.40), and may be presented in the form of the third, Equation (10.40), in which \( f(x,\xi) \) is the Euclidean distance from the source point \( \xi \). The other details of solution of the Laplace equation are given in Reference [22].

The numerical calculations are performed under conditions that match the planning experiment at the NASA Glenn Research Center. The geometry of the model vane is based on the scaled factor 2.943 to match the exit Mach number \( M = 0.876 \) and Reynolds number \( Re = 2.9 \cdot 10^6 \) based on real chord 0.206 m. The vane has two plena that feed twelve rows of film cooling holes. A special program GridPro is adopted to model this complex geometry. The stagnation temperature of the inlet free stream flow is given as 3109 R, the average blade temperature is estimated to be 2164.9 R, and the nondimensional temperature 0.5 corresponds to 1554.5 R.

The temperature distribution along the vane obtained from the conjugate problem solution is compared with that calculated by the standard two-temperature method. Two solutions obtained for isothermal temperatures 2174.9 R and 2485.6 R are used to calculate the temperature distribution along the vanes by the traditional approach for the same condition as in the conjugate problem. The comparison shows a significant difference between those two results. The temperature span across the surface obtained by the traditional approach is 1720 to 2420 R, and the temperature span predicted by the conjugate solution is remarkably different at 1620 to 2620 R. Thus, the conjugate prediction for the
minimum temperature is 100 R lower, and for the maximum temperature it is 200 R higher. These two temperature distributions differ not only in separate values or at discrete points, but are entirely different. In particular, according to the conjugate results, the trailing part of the blade is much hotter, and the forward blade section as it follows from the conjugate solution is considerably cooler. It is evident that such temperature changes are important for stress analysis and design of the highly loaded turbine blades.

**Example 10.9: Turbine Blade with Radial Cooling Channels [25]**

The other type of cooling system for turbine blades is performed using radial channels with flowing cold air. Such channels are made through the whole blade in the radial (vertical) direction perpendicular to the blade cross-section. The cold air flowing through these channels cools the blade or vane.

The set of governing equations describing a model of such a cooling system in this study is similar to that employed in the previous example. The two-dimensional Navier-Stokes equation is used for the fluid domain as well as the Laplace equation is applied to compute the heat conduction in a solid. The Navier-Stokes equation is written in curvilinear coordinates using the same as in previous problem density-based approach, but in the initial differential form without integration. The finite-volume method is applied for the numerical solution of both the Navier-Stokes and Laplace equations. The turbulence is taken into account by standard Baldwin-Lomax model [24]. To calculate the heat fluxes from the blade to cooling air in the radial channels, the heat transfer coefficient is recommended.

To conjugate solutions of different domains, the iteration procedure is employed. As usual, the Dirichlet problem is considered for fluid, and the Neumann problem formulation is used for the heat conduction equation. It is noted that such an approach gives stable solutions, but also, vice versa, when the heat fluxes are considered as a boundary condition for the Navier-Stokes equation, and the surface temperatures are employed to solve the Laplace equation, unstable results may be obtained.

Three blade configurations with different size and location of cooling channels at two exit Mach numbers \( M = 0.59 \) and \( M = 0.95 \) were investigated. Parameter distributions around different blades are calculated showing the following:

1. Cooling duct configurations have little effect on pressure distribution around the blade, but the temperature distribution strongly depends on the size and location of the cooling ducts.
2. The blades with small channels and relatively uniform positions show better cooling effects and smaller mass flow rate. This effect is more pronounced on the pressure blade side.
3. On both blade sides, the temperature decreases approaching the minimum close to the stagnation point and then rapidly increases to its maximum.
4. Mach number gradually increases on the suction side of the blade, but on the pressure side, Mach number increases almost until the exit and then goes down. For higher Mach number at the exit ($M = 0.95$), this behavior is more pronounced and leads to the supersonic values at the maximum.

5. Accordingly, the gauge pressure on the suction side starting from the stagnation point is almost constant except in a small area close to the exit where it drops to zero. At the same time, on the other side in conformity with Mach number behavior, the pressure decreases, approaches the negative values of gauge pressure at the minimum and then grows to zero at the exit.

**Example 10.10: Charring Material in a Solid Propellant Rocket [26]**

Charring materials exposed to high temperature is a process of decomposition and loss of surface material by ablating to absorb the heat. Such processes are used, for instance, for internal thermal protection of rocket combustion chambers or for thermal shield of reentry vehicles.

This example studies the charring material process using the three-dimensional model composed of three zones: the virgin zone, the decomposition zone, and the char zone. These zones are disposed one over another so that on the top, the char zone appears along which the working fluid flows. In the first zone, the material changes are negligible; in the second zone, the material undergoes chemical and physical changes and energy is absorbed by decomposition; and in the third zone, composed mainly of char, the heat is transferred by conduction and convection. The changes in the material proceed in two ways: by the free material surface recession and by its decomposition, when the surface does not move, but the material properties are changed. During this process due to heating, the material releases pyrolysis gas, which passes through the solid into the fluid that flows along the upper char zone. To simplify the mathematical description of the problem, two basic assumptions are used: (1) the pyrolysis gas velocity is approximately orthogonal to the receding surface, and (2) the surface recession is locally uniform and occurs along the normal direction to the surface.

The governing equations in the fluid region are the conservation of mass, momentum, and energy equations:

\[
\frac{D \rho}{Dt} + \rho \nabla \cdot \mathbf{v} = 0, \quad \rho \frac{D \mathbf{v}}{Dt} = \rho g - \nabla p + \mu \nabla^2 \mathbf{v} + \frac{H}{3} \nabla (\nabla \cdot \mathbf{v}) \tag{10.41}
\]

\[
\rho \frac{D T}{Dt} = \rho \frac{D p}{Dt} + \nabla \cdot (\lambda \nabla T) + \mu \Phi
\]

The energy equation for decomposition charring material and its derivation on the base of the Arrhenius decomposition law are given in Reference [26]:
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\[ \rho c_p \left( \frac{\partial T}{\partial \xi} \right)_\xi = \nabla \cdot (\lambda \nabla T) + \rho c_p \mathbf{V} \cdot \nabla T + \left( J - \mathbf{J}_v \right) \left( \frac{\partial \rho}{\partial \xi} \right)_x + \rho_s \mathbf{V}_s \cdot \nabla \mathbf{J}_s \]

\[ \dot{\mathbf{J}} = \frac{\rho_v}{\rho_v - \rho_c} \mathbf{J}_v - \rho_c \mathbf{J}_c, \]

\[ \mathbf{J}_c(T) = \mathbf{J}_c(T_r) + \int_{T_r}^T c_{\mathbf{v}}(t) dt, \]

\[ \mathbf{J}_v(T) = \mathbf{J}_v(T_r) + \int_{T_r}^T c_{\mathbf{v}}(t) dt \]

(10.42)

Here \( \mathbf{v} \) is the thermal protection recession velocity vector; \( \Phi \) is the dissipation function; \( \mathbf{J} \) is solid enthalpy; \( x \) is a fraction of virgin value; the subscripts \( g, c, v \) denote pyrolysis gas, charred, and virgin values; and the subscripts \( x \) and \( \xi \) refer to derivatives at constant \( x \) in a fixed frame and at constant \( \xi \) in a moving frame.

In Equation (10.42), the term on the left-hand side is the sensible energy accumulation; the first term on the right-hand side is the conduction term, the second term is the energy convected by the motion of the reference frame, the third term is the difference between the energy convected away by pyrolysis gas and the chemical energy accumulation, and the fourth term is the energy convected by pyrolysis gases passing through the solid. The turbulence is taken into account using the \( k - \omega \) turbulence model [24] (Example 10.8).

The governing equations are solved numerically by applying three-dimensional code Phoenics. This software uses a finite volume element approach and, as well as other similar programs, like SIMPLE or SIMPLER, can be used for solving the energy equation of both the fluid and the solid by accounting for the corresponding boundary and velocity conditions (Chapter 7). The other details of numerical performance are given in Reference [26].

The method developed in this example is used to predict the results of several heat transfer problems for which analytical, experimental, or numerical solutions are known:

1. Results of simulation of heat transfer in a blast tube with thermal protection are compared with data obtained by the CMA program [27]. The initial protection temperature is 300 K. The laminar flow of combustion gas in the tube is at temperature 3600 K. The temperature and density profiles in the fluid and solid obtained in both studies are in agreement.

2. The process in Material Test Motor (MTM) for testing new ablative materials with protection is simulated for the charring material ES599A with a low-density thermal protection ESA-ESTEC
developed for space rockets [28]. The dimensions of the model cross-section were extrapolated from the test section in MTM and the suitable curvilinear mesh is used. The velocity and pressure as well as turbulent viscosity and conductivity show low numerical errors which indicates that these are computed correctly. The results indicate that assumptions of negligible propellant reduction and constant pressure in the chamber during burning are possible. The temperature profiles obtained in this case are similar to those for the blast tube with a typical sudden derivative variation arising due to passage through the different computation domains. The density changes suddenly between charred and virgin zones at approximately one half of the solid thickness. The comparison of Material Affected Depths (MAD) obtained experimentally and predicted by three different approaches shows a reasonable agreement, indicating that after 25.3 seconds burning time, the MAD is about 4 mm. The mass flow rate and heat fluxes predicted by the conjugate heat transfer approach are slightly underestimated, but the MAD predictions are basically overestimated.

3. The heat exchange analysis of the igniter of the solid propellant rocket during turbulent combustion is performed. Some approximations are employed to simplify the problem. The pressure at the rocket exit is assumed to be constant, the external thermal protection of the igniter is considered as nondecomposing, and the igniter switching time is assumed to be negligible. Two thermal protections are considered: one from aramidic fiber and another by using silica phenolic with reduction erosion rate. The adiabatic combustion gas temperature 3424 K is uniformly kept everywhere except for at the solid parts which are at 300 K. The velocities in the chamber are slow after a short transient period, and therefore, the buoyancy convection is taken into account, while the radiation is assumed to be negligible. The MAD and the thermal fields in gas and solid are calculated. The results indicate that the steel interface temperature is between 350 and 400 K under the initial temperature of 300 K. The temperature profiles in the internal thermal protection of the igniter are calculated as well as are the profiles of the solid density in the thermal protection.

10.2.3 Cooling by Rewetting Surfaces

The next two examples considered the cooling of hot surfaces by the rewetting process. Such cooling methods are used, for example, in quenching hot metal surfaces, for thermal control of electronic systems, and for thermal regulation of space stations. One of the most important applications is the use of the rewetting surface in nuclear reactors in the case of a loss-of-coolant accident (LOCA) when the coolant system fails to operate. In such an emergency situation, the controller rewetting process is used to bring the hot nuclear fuel to cooled conditions.
Example 10.11: Rewetting the Hot Surface by Falling Film [29]

A hot rod or flat plate cooled by falling liquid film is considered. The model is based on two assumptions: the solid is infinite and the wet front velocity is constant. These assumptions are typically used in many studies of rewetting surfaces, transforming this unsteady problem into a quasi-steady state problem with a constant solid temperature at the moving front. The additional assumptions, most of which are also typical, are listed in this example, too. The governing equations for the solid and the fluid in dimensionless variables are used in the following form:

\[ \frac{1}{r^m} \frac{\partial}{\partial r} \left( r^m \frac{\partial \theta}{\partial r} \right) + \frac{\partial^2 \theta}{\partial z^2} + \hat{u}(r) \frac{\partial \theta}{\partial z} = 0, \]

(10.43)

where \( m = 0 \) for a flat plate and \( m = 1 \) for a rod, the subscripts 1 and 2 denote the solid and the fluid, \( u \) and \( v \) are velocities of front and liquid film, the variable \( r \) is scaled by \( r^2 \), \( \theta = T_{\text{in}} - \frac{T_{\text{in}}}{2} \), and subscript \( \text{in} \) denotes the initial temperature.

Equation (10.43) is subjected to the following conditions: symmetry \( \frac{\partial \theta}{\partial r} = 0 \) at \( r = 0 \), for the wet (A) part \( \theta_A = 0 \) at \( r = 1 \), for dry (B) part \( \frac{\partial \theta}{\partial r} = 0 \) at \( r = r_f \) for \( z \to \pm \infty \) \( \theta_A = 1 \) for (+) and \( \theta_A = 0 \) for (-), at the moving front \( z = 0 \) \( \theta_A = \theta_B \), \( \frac{\partial \theta}{\partial z} = \frac{\partial \theta}{\partial z} \), and \( \theta_A = \theta_B \) or \( \theta_A = \theta_B \) at the interface \( r = r_f \) and the conjugate conditions \( \theta_A = \theta_A, (\lambda_2 / \lambda_2) \frac{\partial \theta_A}{\partial r} = \partial \theta_A / \partial r \), where \( \theta_0 \) is the rewetting temperature.

The problem is solved using separation of variables. Although it can be seen that Equation (10.43) is not separable, there is a method suggested by Yeh [30] that is applicable to the problem at hand. The solution in detail is presented in the reviewed article [29] in the summary. The solution is sought as a product of two functions \( R(r) \) and \( Z(z) \), each of which depends on one of the independent variables. The temperatures in wet (A) and dry (B) regions are defined as

\[ \theta_A = \sum_{n=1}^{N} R_{A_n}(r) \left[ \sum_{j=1}^{N} a_{nj} A_j \exp(s_j z) \right], \quad \theta_B = 1 + \sum_{n=1}^{N} B_n R_{B_n}(r) \exp(-\gamma_n z) \]

\[ R_{A_n}(r) = \frac{b_{12} b_{23} - b_{13} b_{22}}{b_{13} b_{21}} X(\mu_n r), \quad R_{A_n}(r) = X(\mu_n r) - \frac{b_{12}}{b_{13}} Y(\mu_n r) \]

\[ X = \cos(\mu_n r) \quad \text{or} \quad X = J_0(\mu_n r) \quad R_{8_n} = \cos(\gamma_n r) \quad \text{or} \quad R_{B_n} = J_0(\gamma_n r) \]

\[ Y = \sin(\mu_n r) \quad \text{or} \quad Y = Y_0(\mu_n r) \quad \sin(\gamma_n r_1) = 0 \quad \text{or} \quad J_1(\gamma_n r_1) = 0 \]

\[ b_{21} b_{32} b_{13} + b_{31} b_{12} b_{23} - b_{13} b_{22} b_{31} - b_{33} b_{12} b_{21} = 0 \]

The expressions for \( s, a, b, A, B \) and \( C \) are given in Reference [29]. Eigenvalues \( \mu_n \) are determined as positive roots of the last equation, \( \gamma_n \).
are given by trigonometric functions for the flat plate or by Bessel functions for the rod, and \( \nu_n \) are roots of equation 

\[
\nu_n^2 A_n + \sum_{i=1}^{n=N} C_{Ani} \nu_i A_i - \mu_i^2 A_n = 0.
\]

The calculation procedure is iterative, and it starts from guessing the rewetting velocity \( u \) which is corrected in the next step using the following equations:

\[
\sum_{n=1}^{N} R_{Ann}(r_1) \sum_{n=1}^{N} a_{nn} A_n = \theta_0 \quad \text{or} \quad 1 + \sum_{n=1}^{N} B_n R_{Ann}(r_1) = \theta_0
\]  

(10.45)

The numerical results are obtained for the flat plate:

1. The comparison between rewetting velocities obtained by prediction and experimental data for different pairs (water–stainless steel, nitrogen–copper, freon113–stainless steel) and various rewetting and initial wall temperatures shows reasonable agreement. For low flow rate, the agreement is better than for higher ones. In some cases, the predicted values of rewetting velocity are underestimated, and in others, these turn out to be overestimated. There are also several situations when theoretical results bounded corresponding experimental data.

2. The temperature distributions in the solid and in the fluid are calculated for stainless steel at an initial temperature of 700°C cooled by water at an initial temperature 20°C and a flow rate \( 0.33 \times 10^{-3} \) kg/s. The distribution of the temperature in a fluid indicates that there is a sharp temperature increase toward the triple interline. It follows from the temperature distribution in a solid that in the traversal direction, the temperature is uniform and the temperature decreases toward the wetted surface only in the area close to the quench front. In the axial direction, the sharp temperature gradients also are observed only in small areas above and under the quench front. Comparison of temperatures on wetted and dry regions shows that in small areas close to the front temperature distribution coincides, but the temperature on the wetted side is lower than that on the unwetted one. The difference between these temperatures grows when the flow rate increases.

3. The rewetting velocity increases slightly with flow rate. This result is obtained for both stainless steel–water and nitrogen–copper pairs. For the stainless steel–water pair, at the given flow rate, the heat transfer coefficient increases sharply to a peak just above the quench front and then decreases slightly, becoming constant almost before reaching the front. As the flow rate increases, the heat transfer coefficient grows from \( 10^4 \) W/m² K at low flow rates to \( 10^5 \) W/m² K at higher flow rates. Similar behavior is observed for heat flux variation, but upstream close to the front, the heat flux becomes lower as the flow rate grows.

4. The accuracy of the one-dimensional model is estimated by comparing results obtained by such a model and conjugate approach.
for the same rewetting temperature and heat transfer coefficient. For the low flow rate, the rewetting velocity predicted by a one-dimensional approach is 12% to 17% less. This error increases to 18% to 24% for high flow rates but becomes less as the nondimensional wall temperature grows. Thus, the one-dimensional model for the same rewetting temperature and heat transfer coefficient underpredict the rewetting velocity with reasonable accuracy at least for low flow rates. However, there is no way to properly choose values of the rewetting temperature and heat transfer coefficient.

5. The dependence between the rewetting temperature and heat transfer coefficient obtained in the conjugate problem resembles the experimental values found by the Yu et al. [31] formula

\[ T_q = T_0 - T_w \sqrt{h} \] , where \( T_q \) is the temperature of the water at the quench front. According to this dependence, these two parameters cannot be considered as independent quantities.

Example 10.12: Transient Cooling of a Semi-Infinite Hot Plate [32]

The standard model usually used in studies of rewetting surfaces is based on two main assumptions: the solid is infinite and the velocity of the wet front is constant in time. Under these assumptions, the unsteady heat conduction equation is transformed into the quasi-steady state form by using the coordinate system moving with the film front. As a result, the temperature of the solid at the moving front is also constant (Example 10.11).

In this study, a more realistic model of a semi-infinite solid is developed. There are some challenges in developing such a model compared with the situation when the solid is infinite. The length of the wet portion becomes time dependent. Thus, the heat transfer is a transient process, and the temperature of the solid at the moving film front is an unknown function of time. This temperature can be determined by conjugating the solutions describing the temperature fields in wet and dry solid portions. However, to obtain these solutions, the boundary condition at the film front is required that is the same unknown temperature at the film front.

Another distinction of the problem at hand is that in this case, in contrast to most conjugate convective problems, two solutions of the same type of equation should be conjugated. The reason for this is that there are wet and dry solid domains with different properties.

To transform the variable length of the wet portion to a constant one, a dimensionless variable is used instead of the longitudinal coordinate. To determine the unknown temperature at the moving front, the superposition method in the form of a series is applied. In this case, the solution of a differential equation with unknown boundary conditions reduces to an infinite system of differential equations with known boundary conditions.

A one-dimensional model of a semi-infinite plate covered with moving liquid film is considered. The lower plate surface is assumed to be adiabatic, and the heat transfer coefficient between the plate and the film is constant and known. It is also assumed that the film is supplied at constant velocity and heat losses to surrounding flows are negligible. The one-dimensional conduction equation in the moving frame with the
origin at the film front and boundary condition for wet and dry portion according to the assumptions are

\[
\lambda \frac{\partial^2 T}{\partial x^2} - \frac{h}{\Delta} (T - T_f) = \rho c \frac{\partial T}{\partial t} \tag{10.46}
\]

wet \( T(x, t = 0) = T_i \), \( T(x = 0, t > 0) = T_w(t) \), \( \frac{\partial T}{\partial x}(x = -U_w t, t > 0) = 0 \)

dry \( T(x, t = 0) = T_i \), \( T(x = 0, t > 0) = T_w(t) \), \( T(x \to \infty, t > 0) = T_i \)

Here, \( T, T_f, T_i \) are plate, film, and initial plate temperatures; \( U_w t \) is the length of the wet part of the plate at time \( t \), where \( U_w \) is the front velocity which due to evaporation is less than \( U \) (see below). To convert the time-dependent length to a constant length and reduce the number of parameters, the dimensionless variables are introduced for the wet portion:

\[
\eta = \frac{x}{U t}, \quad z = \frac{h}{c \rho \Delta}, \quad \theta = \frac{T - T_f}{T_i - T_f}, \quad \theta_w = \frac{T_w - T_f}{T_i - T_f} \tag{10.47}
\]

Applying these variables to the governing system of the equation and boundary conditions yields the system depending on only one parameter \( \frac{Bi}{Pe^2} \). As shown below, this ratio determines the rate of the transient cooling process. The greater this ratio, the shorter is the dimensionless time required to cool the plate to a given dimensionless temperature. Because cooling by a moving thin film proceeds in the boiling transitional state, it is suggested in Reference [32] to name the ratio \( \frac{Bi}{Pe^2} \) the Leidenfrost number, \( L_s \), similar to the Leidenfrost point on the boiling curve.

The governing equation for the wet part in these dimensionless variables becomes

\[
L_s \frac{\partial^2 \theta}{\partial \eta^2} + \eta \frac{\partial \theta}{\partial \eta} - z^2 \frac{\partial \theta}{\partial z} - z^2 \theta = 0, \quad L_s \frac{Bi}{Pe^2} = \frac{\lambda_w h}{\rho c^2 U_w^2 \Delta} \tag{10.48}
\]

\[
\theta(\eta, z = 0) = 1, \quad \theta(\eta = 0, z > 0) = \theta_w(z), \quad \frac{\partial \theta}{\partial \eta}(\eta = -1, z > 0) = 0
\]

For the dry region, it is assumed that \( h = 1 \), and the governing equation is used in another form:

\[
\frac{\partial^2 \vartheta}{\partial \xi^2} - \frac{\partial \vartheta}{\partial z} = 0, \quad \xi = \sqrt{\frac{h}{\lambda_w \Delta}}, \quad \vartheta = \frac{T - T_i}{T_i - T_i}, \quad \vartheta_w = \frac{T_w - T_i}{T_i - T_i} \tag{10.49}
\]

\[
\vartheta(\xi, z = 0) = 0, \quad \vartheta(\xi = 0, z > 0) = \vartheta_w(z), \quad \vartheta(\xi \to \infty, z > 0) = 0
\]
The temperature fields in the wet and dry plate portions should be conjugated at the moving film front. The conjugate conditions for that can be derived using the energy balance at the moving front. The heat $q^*(t)$ conducted from the dry region is slightly absorbed by evaporation and sputtering $q_w(t)$ at the moving film front, while the majority of the heat $q^*(t)$ is transferred to the wet region. The heat absorbed by evaporation and sputtering is usually neglected. Peng et al. [33] suggested that such an assumption is acceptable only if the plate temperature is lower than the rewetting temperature. Following this suggestion, it seems reasonable to assume that this amount of heat is proportional to the difference between the plate temperature at the moving film front and the rewetting temperature. Then, the conjugate condition takes the following form:

$$x = \eta = 0 \quad q^*(t) = q^*(t) + q_w(t), \quad q_w(t) = h_w(T_w - T_0)$$  \hspace{1cm} (10.50)$$

where $h_w$ is the heat transfer coefficient of evaporation and sputtering.

It follows from Equations (10.48) and (10.49), respectively, that $x = f_1(z, \eta, L, \theta_w)$ and $\vartheta = f_2(z, \xi, \theta_w)$. Using the energy balance (Equation 10.50) and expressions for heat fluxes, one gets two results for the negligible and significant heat absorbed at the front:

$$q^* = -\lambda_w \left( \frac{\partial T}{\partial x} \right)_{x=0} = -\lambda_w \left( \frac{\partial T}{\partial \eta} \right)_{\eta=0}$$

$$q^* = -\lambda_w \left( \frac{\partial T}{\partial x} \right)_{x=0} = -\lambda_w \left( T_f - T_i \right) \sqrt{ \frac{h_w}{\lambda_f} } \left( \frac{\partial \vartheta}{\partial \xi} \right)_{z=0}$$  \hspace{1cm} (10.51)$$

Because $\vartheta = 1 - \theta_w$, the first relation indicates that if the heat absorbed at the front is negligible, the function $\theta_w(z)$ depends only on the Leidenfrost number. From the second relation, it follows that in the case of significant heat absorbed at the front, the temperature distribution in the wet plate portion is determined by Leidenfrost number and two additional parameters $(h_w / h) \sqrt{Bi}$ and rewetting temperature $\theta_0$.

To determine the unknown temperature at the moving film front, the solution of Equations (10.48) and (10.49) is presented in the form of a series similar to the series used in Chapter 3 for the study of heat transfer from arbitrary nonisothermal surfaces:

$$\theta = \sum_{n=1}^{\infty} G_n(\eta, z) \frac{\partial \vartheta}{\partial \eta} \left. \vartheta \right|_{\eta=n} \left. \vartheta \right|_{\eta=n}$$

$$\vartheta = \sum_{n=1}^{\infty} H_n(\eta, z) \frac{\partial \theta_w}{\partial z^n}$$  \hspace{1cm} (10.52)$$
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Substituting these series into Equations (10.48) and (10.49) yields two infinite systems of equations with constant initial and boundary conditions:

\[
L_s \frac{\partial^2 G_n}{\partial \eta^2} + \eta \frac{\partial G_n}{\partial \eta} - z^2 \frac{\partial G_n}{\partial z} - z^2 G_n = 0, \quad \frac{\partial^2 H_n}{\partial \xi^2} - \frac{\partial H_n}{\partial \eta} - H_{n-1} = 0 \quad (10.53)
\]

\[
G_{-1} = 0, \quad z = 0 G_0 = 1 G_n = 0; \quad \eta = 0 G_0 = 1 G_n = 0; \quad \eta = -1 \frac{\partial G_n}{\partial \eta} = 0
\]

\[
H_{-1} = 0; \quad z = 0 H_n = 0; \quad \xi = 0 H_0 = 1; \quad H_n = 0; \quad \xi \rightarrow \infty H_n = 0
\]

The solutions of Equation (10.53) for \(H_n\) are given by the error functions [34]. The first two are

\[
H_0(\xi, z) = 1 - \text{erf} \left( \frac{\xi}{\sqrt{2z}} \right), \quad H_1(\xi, z) = \frac{\xi}{2} \text{erfc} \left( \frac{\xi}{\sqrt{2z}} \right) - \frac{\xi}{\sqrt{2 \pi}} z \exp \left( -\frac{\xi^2}{2z} \right) \quad (10.54)
\]

For \(n > 1\), solutions are also given in terms of error functions [34].

Equation (10.53) for \(G_n\) with variable coefficients are solved by approximate method of moments (Chapter 7). The suitable form of solutions satisfying the initial and boundary conditions contains two unknown functions \(A_n(z)\) and \(B_n(z)\) that are determined according to the method of moments using integral relations containing weighting functions \(1\) and \(\eta\):

\[
G_0(\eta, z) = 1 + \left( \frac{\eta}{2} + \eta \right) A_0(z) + \left( \frac{\eta^3}{3} + \eta \right) B_0(z)
\]

\[
G_n(\eta, z) = \left( \frac{\eta}{2} + \eta \right) A_n(z) + \left( \frac{\eta^3}{3} + \eta \right) B_n(z) \quad (10.55)
\]

\[
\int_{-1}^{0} F_0(\eta, z) d\eta = 0, \quad \int_{-1}^{0} F_0(\eta, z) \eta d\eta = 0 \quad \text{for} \quad n = 0, \quad \int_{-1}^{0} F_0(\eta, z) \eta^n d\eta = 0 \quad \text{for} \quad n > 0
\]

where \(F_0(\eta, z)\) is a function resulting from substitution expression for \(G_n(\eta, z)\) into the left-hand side of Equation (10.53). The ordinary differential equations defining \(A_0\) and \(B_0\) are

\[
\frac{dA_0}{dz} = A_0(z) \left( -\frac{28 L_s}{z^2} + \frac{14}{3z} + 1 \right) + B_0(z) \frac{16}{3} \left( \frac{L_s}{z^2} - \frac{1}{z} \right) + 28 A_0(0) = 0 \quad (10.56)
\]

\[
\frac{dB_0}{dz} = A_0(z) \left( -\frac{21 L_s}{z^2} + \frac{1}{3z} \right) + B_0(z) \left( \frac{20 L_s}{z^2} + \frac{11}{3z} + 1 \right) + 20 B_0(0) = 0 \quad (10.57)
\]
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To conjugate solutions for wet and dry regions, the equations in Equation (10.52) are used to find heat fluxes. Considering only two first terms, and applying conjugate condition (Equation 10.50), one gets an ordinary differential equation determining the plate temperature at the moving front:

\[
q' (z) = \frac{\lambda_w (T_1 - T_f)}{U_w t} \sum_{n=1}^{\infty} \frac{\partial G_n}{\partial \eta} \frac{\partial^2 \theta_w}{\partial z^2},
\]

\[
q' (z) = \frac{\lambda_w (T_1 - T_f)}{U_w t} \sum_{n=1}^{\infty} \frac{\partial G_n}{\partial \eta} \frac{\partial^2 \theta_w}{\partial z^2}.
\]

(10.58)

\[\int [z + (g_1 - g_0)\sqrt{\pi}Ls] \frac{d\theta_w}{dz} + \theta_w \left[1 + \left(g_0 \sqrt{\pi}Ls \right) + \frac{h_w}{h} \sqrt{\pi}Bi \theta_0 \right] - \left[1 + \frac{h_w}{h} \sqrt{\pi}Bi \theta_0 \right] = 0\]

\[\theta_w(0) = 1\]

where \(g_0(z) = A_0(z) - B_0(z)\) and \(g_1(z) = [A_1(z) - B_1(z)]/z\). If the first term in this equation is relatively small, the first approximation solution for \(\theta_w\) can be obtained. Then, setting \(\theta_w = \theta_0\) in the resulting expression for \(\theta_w\), one gets the rewetting temperature:

\[\theta_w = \frac{1 + (h_w/h)\sqrt{\pi}Bi \theta_0}{1 + g_0 \sqrt{\pi}Ls / z + (h_w/h)\sqrt{\pi}Bi \theta_0}, \quad \theta_0 = \frac{1}{1 + g_0 \sqrt{\pi}Ls / z_0}\]

(10.59)

Here, \(z_0\) is the onset time that defines the dimensionless time required to cool the plate at the film front to the rewetting temperature. Comparing the equations in Equation (10.59), one concludes that these relations coincide if \(h_w = 0\). From this result, it follows that the onset time depends on the rewetting temperature and on the Leidenfrost number but does not depend, at least in the first approximation, on heat absorbed by evaporation and sputtering.

Due to the evaporation and sputtering, the actual film velocity \(U_w\) is less than the given supplying velocity \(U\). In a time \(\Delta t\), the film advances actually by a length that is in \(\Delta x = (U - U_w) \Delta t\) shorter than it would be without evaporation and sputtering. Therefore, the average amount of heat absorbed at the film front per second is \(\Delta t \rho_i h \Delta x / \Delta t\). On the other hand, this amount of heat is defined by Equation (10.50). Comparing these equations and noting that \(m_i = \Delta t \rho_i U\), one gets an expression for velocity \(U_w\):

\[
\frac{U - U_w}{U} = \frac{H_w \Delta}{m_i h} (T_1 - T_f) \left(1 - \int_0^z \theta_w d\zeta - \theta_0 \right)
\]

(10.60)
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The numerical results indicate that the dimensionless temperature sharply decreases at the beginning of the cooling process. As time passes, the rate of cooling decreases and finally becomes zero at the minimum temperature. For the case of negligible heat absorbed at the front, the character of function \( \theta_w(z) \) depends only on the Leidenfrost number. As the Leidenfrost number increases, the plate cools faster, the achieved minimum temperature is smaller, and the time \( z_{\text{min}} \) required reaching it decreases. It is found that the dependence between a minimum temperature and corresponding time to reach it is close to linear. At the same time, this time may be approximately related to the Leidenfrost number by a quadratic function:

\[
(\theta_w)_{\text{min}} = 0.036z_{\text{min}} - 0.03, \quad z_{\text{min}} = 5 - 6\log(\text{Ls}) + 3\log^2(\text{Ls})
\]  

(10.61)

Because both equations in Equation (10.59) coincide, if \( h_w = 0 \), the function \( \theta_0(z) \) in this case is the same as the function \( \theta_w(z_{\text{min}}) \), and hence, the features obtained for the latter can be used to establish a relation between rewetting temperature and onset time. However, in this study, the rewetting temperature is considered as a given value. Therefore, relations \( \theta_w(z_{\text{min}}) \) can be used for \( \theta_0(z) \) only if \( \theta_0 \geq \theta_w \).

1. The model used here describes only the transient part of the wetting process when the plate temperature at the moving front is higher than the wetting temperature. Although the model does not describe the second part of the process with practically constant rewetting temperature, the model consists of another dry plate portion with initial high temperature \( T_i \leq T \). Therefore, in this case, the plate temperature at the moving front starts to increase after it reaches the minimum value, and in conformity with the boundary condition, ultimately in the limit as \( t \to \infty \) becomes equal to the initial plate temperature.

2. Although the onset time does not depend on heat absorbed by evaporation and sputtering, it follows from Equation (10.59) that this amount of heat significantly affects the dependency \( \theta_w(z, \text{Ls}, \gamma) \), where \( \gamma = (h_w/h)\sqrt{\text{Bi}} \). The calculations show that despite all the curves \( \theta_w(z) \) for different values of \( \gamma \) having the same initial and end points, the dependency \( \theta_w(z) \) varies remarkably with \( \gamma \). For small values of \( \gamma \), the curves \( \theta_w(z) \) are close to linear, but as the absorbed heat grows, the dependency \( \theta_w(z) \) changes so that the temperature sharply decreases at the beginning of the process and then continues to decrease with time with a gradually reducing cooling rate.

3. The second approximation is found in Reference [32] by solving the linear Equation (10.58) for \( \theta_w \). The numerical results are obtained only for Leidenfrost number \( \text{Ls} = 1 \). The difference between both solutions are small for small and large values of \( z \) and reaches the maximum of 15% to 20% for the middle values of \( z \).
References


Conclusion

Should Any Convective Heat Transfer Problem Be Considered as a Conjugate?

The term “level or effect of conjugation” is used here to estimate how different the conjugate and traditional solutions of the same heat transfer problem are. The presented theory and analysis of the examples given here show that the level of conjugation of any convective heat transfer problem depends on many factors, the most basic of which are as follows:

1. Variation of the temperature head in flow direction or in time. The decreasing temperature head affects the heat transfer characteristics much more strongly than an increasing temperature head (Section 5.1).

2. Relation between thermal resistances of the body and fluid at isothermal conditions characterized by the Biot number. The level of conjugation is greater for the case of comparable resistances and usually small when one of the thermal resistances is negligible (Section 6.1).

3. Distribution of the pressure gradient determined in this study by Görtler’s variable. The level of conjugation is usually higher in the flows with unfavorable gradients (Section 5.1.3).

4. A scheme of heat transfer. For example, the effect of conjugation is usually greater for the heat transfer between countercurrent fluids than that for concurrent fluids under the same conditions.

5. Parameters and conditions determining the coefficients and exponents in the differential and integral basic expressions for nonisothermal surfaces (Chapters 3 and 4): (a) flow regime — the effect of conjugation is greater in laminar flows than in turbulent flows; (b) state of heat transfer — the level of conjugation of unsteady problems is higher than that for steady-state problems; (c) Prandtl number — the higher is the Prandtl number, the smaller the level of conjugation of a problem; (d) Reynolds number — the effect of conjugation decreases with growing the Reynolds number; (e) type of coolant — for some non-Newtonian fluids, the effect of conjugation is greater than for Newtonian liquids; (f) shape of the surface — for
example, increasing surface curvature leads to increasing the conjugation level of the problem; (g) type of boundary layer — for instance, the conjugation effect of the boundary layer on a continuously moving plate is greater than that of the boundary layer on a streamlined plate.

Different factors affecting the conjugation level of the heat transfer problems are listed in Table C.1 where they are arranged so that next to the right issue, each represents a subject with a lower level of conjugation. For instance, because turbulent flow is located to the right of the laminar flow, this means that the conjugation effect in the problems with turbulent flow is less than that in corresponding problems with laminar flow.

It is obvious that in reality, the answer to the question formulated in the heading largely depends on the aim of a particular heat transfer problem and the desired accuracy of results. Therefore, such qualitative considerations can be used for preliminary approximate estimations, because exact information of the conjugate effect can be obtained only by solving the particular conjugate problem.

Nevertheless, the investigation presented in this book made it possible to formulate two general conclusions to answer the heading question:

1. Convective heat transfer problems containing a temperature head decreasing in flow direction or in time should be, as a rule, considered as a conjugate, because in this case, the effect of conjugation is usually significant (Section 5.1).

2. For the turbulent flow of the fluids with high (for example, higher than 100) Prandtl numbers, the convective heat transfer problems may be solved using a traditional approach with a boundary
condition of the third kind, because for such fluids, the effect of conjugation is negligible (Figures 4.11 and 4.12).

For other cases, the error arising by using a traditional approach may be approximately estimated by computing the second term of the series for heat flux, applying the known traditional solution. Examples of such estimations are given in Section 6.2.