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ABSTRACT

Motivated by image reconstruction, sparse representation based classification (SRC) has been shown to be an effective method for applications like face recognition. In this paper, we propose a locality-sensitive dictionary learning algorithm for SRC, in which the designed dictionary is able to preserve local data structure, resulting in improved image classification. During the dictionary update and sparse coding stages in the proposed algorithm, we provide closed-form solutions and enforce the data locality constraint throughout the learning process. In contrast to previous dictionary learning approaches utilizing sparse representation techniques, which did not (or only partially) take data locality into consideration, our algorithm is able to produce a more representative dictionary and thus achieves better performance. We conduct experiments on databases designed for face and handwritten digit recognition. For such reconstruction-based classification problems, we will confirm that our proposed method results in better or comparable performance as state-of-the-art SRC methods do, while less training time for dictionary learning can be achieved.

1. Introduction

Sparse representation has recently been applied to a variety of applications in computer vision and image processing [1–3]. Its success is attributed to the fact that the dimensionality of signals such as natural images is often much lower than that which is observed, and thus it offers a more compact yet better description of natural signals for the above applications. To extend sparse representation to the problems of classification, Wright et al. [4] proposed sparse representation based classification (SRC). Based on image reconstruction, SRC assigns a test input to the class with the smallest reconstruction error using the corresponding sparse representation. SRC has been shown to produce impressive performance on face recognition and attracts more attention of the researchers, since both feature extraction (i.e., sparse representation) and classification can be achieved simultaneously without the need to train additional classifiers. Besides face recognition [4–6], SRC has also been applied to handwritten digit recognition [7–9].

In order to derive sparse representation for signals like images, one needs to utilize an over-complete dictionary for reconstruction purposes and deploys a sparsity constraint on the resulting weight coefficients. Depending on the applications of interest (e.g., image reconstruction or classification), one should carefully design the associated over-complete dictionary. For example, while a common approach for SRC is to directly apply the training images as the dictionary (e.g., [4,5]), recent research has shown that the learning of data and application-driven dictionary typically outperforms those using a predefined one [10,3]. Many efforts have been devoted to the learning of a proper dictionary for particular applications like image denoising [11,12], image inpainting [13,14], and image classification [15–17,7,9].

Data locality has been observed to be a key issue in the problems of clustering, dimension reduction [18,19], density estimation [20], anomaly detection [21], and image classification [22–25]. In pattern recognition, the kNN classifier can be considered as a recognition algorithm using data locality, since it considers the locality information of training data for performing classification. To be more precise, kNN assigns the class label for a test input based on the majority of the nearest training data of the same class. Motivated by the importance of data locality, we propose a novel dictionary learning approach for sparse representation based classification. Our method utilizes data locality for classification purposes and provides closed-form solutions for both dictionary update and sparse coding stages. Compared to standard SRC or recently proposed locality-constrained linear coding (LLC), our algorithm not only achieves improved classification performance (as supported by our experiments), but also offers fast convergence.
The remaining of this paper is organized as follows. Section 2 reviews related works on sparse representation, including its application for dictionary learning. In Section 3, we present our proposed algorithm for locality-sensitive dictionary learning for sparse representation based classification. Experimental results on real image data are presented in Section 4. Finally, Section 5 concludes the paper.

2. Related works

We first review the mathematical models for sparse representation using a predetermined dictionary. The formulation of sparse representation based classification (SRC) will be discussed, followed by the comparisons of several dictionary learning methods for SRC related classification algorithms.

2.1. Sparse representation and its variants

Given a signal $x \in \mathbb{R}^{d \times 1}$ and an over-complete dictionary $D \in \mathbb{R}^{d \times K}$ (in which $d \ll K$), sparse representation aims to express $x$ as a compact linear combination of columns of $D$

$$\min_{a} \|a\|_0 \text{ s.t. } x = Da,$$  

(1)

where $a \in \mathbb{R}^{K \times 1}$ is considered as the sparse representation of $x$ in terms of $D$, and the notation $\|a\|_0$ counts the number of non-zero entries in $a$. Solving (1) is known to be NP-hard and numerically unstable [26]. Some greedy algorithms [27,28] have been proposed to approximate the desired solution. Although these algorithms are simple and easy to implement, the approximated solutions are suboptimal [29]. Recent developments have led to the convex relaxation of (1) by replacing the nonconvex $\ell_0$-norm with the convex $\ell_1$-norm

$$\min_{a} \|a\|_1 \text{ s.t. } x = Da,$$  

It is shown that if the solution $a$ of (1) is sufficiently sparse, one can solve the sparse representation via an $\ell_1$-norm minimization problem [30,31]. To deal with the case that $x$ may have small dense noise, the following related optimization problem is considered in the literature (known as Lasso [32]):

$$\min_{a} \|x - Da\|_2^2 + \lambda \|a\|_1,$$  

(2)

where the regularization parameter $\lambda$ controls the sparsity of $a$. There is a massive list of algorithms using different techniques to solve (2) in recent literature. A review of these algorithms can be found in [33].

Recently, Wang et al. [23] proposed a coding scheme named locality-constrained linear coding (LLC), which replaces the sparsity regularization in (2) by a locality adaptor, i.e.,

$$\min_{a} \|x - Da\|_2^2 + \lambda \|p \odot a\|_2^2$$  

\text{s.t. } 1^T a = 1. $$  

(3)

The symbol $\odot$ in (3) denotes element-wise multiplication, and $p$ is the locality adaptor in which the $k$th entry calculates the distance between $x$ and the $k$th column of $D$. The purpose of LLC is to produce similar coding results $a$ when the input instances $x$ are close to each other. It is worth noting that, the locality regularization term in (3) implies that the coefficient $a$ would be sparse, since this introduced regularization term penalizes the non-zero entries whose corresponding atoms are far away from the input signal $x$. It has been shown in [23] that LLC is able to produce promising classification results if the resulting sparse coefficients are used as features for training and testing.

In [25], a graph regularized sparse coding (GraphSC) was presented, which imposed a graph Laplacian constraint on the standard Lasso formulation as follows:

$$\min_{x_1, \ldots, x_K} \sum_{i=1}^{N} \|x_i - Da_i\|_2^2 + \lambda_1 \sum_{i=1}^{N} \sum_{j=1}^{N} W_{ij} a_i^T a_j + \lambda_2 \sum_{i=1}^{N} \|a_i\|_1,$$  

In the above equation, $x_1, \ldots, x_K$ are input data instances and $W_{ij}$ is the weight of the edge formed by the instance pair $x_i$ and $x_j$. If $x_i$ is among the $k$-nearest neighbors of $x_j$, then $W_{ij} = 1$; otherwise, $W_{ij} = 0$. The Laplacian regularizer $\sum_{i=1}^{N} \sum_{j=1}^{N} W_{ij} a_i^T a_j$ ensures that similar inputs would obtain similar coding results $a_i$. Unlike LLC, however, GraphSC does not take the locality between the input data and the dictionary into consideration. Therefore, it is possible for GraphSC to select dictionary atoms (training data) farther away from the input instance, which is not preferable for classification purposes. Moreover, GraphSC involves an $\ell_1$-regularization term in its objective function, and thus it is computationally more expensive to solve the resulting optimization problems.

2.2. Sparse representation for classification

Sparse representation based classification (SRC) has been recently proposed by Wright et. al. [4] for robust face recognition. Since our proposed method is based on the framework of SRC, we now discuss this method for the sake of clarity. Suppose that there exist $N$ training images from $J$ object classes, and each class $j$ has $N_j$ images. Let $X = [X_1, X_2, \ldots, X_J] \in \mathbb{R}^{d \times N}$ be the training set, where $X_j \in \mathbb{R}^{d \times N_j}$ contains training images of the $j$th class as its columns. All columns of $X$ are normalized to have a unit $\ell_2$-norm. Given a test image $y \in \mathbb{R}^{d \times 1}$, the SRC algorithm classifies $y$ using its sparse representation $a$, which is computed via the above $\ell_1$-norm minimization process over the entire training image set. More precisely, SRC solves

$$\min_{a} \|y - Xa\|_2^2 + \lambda_{\text{SRC}} \|a\|_1,$$  

(4)

which is identical to (2) with dictionary $D$ replaced by training set $X$. Once (4) is solved, classification will be done based on the minimum class-wise reconstruction error. In other words, let $x_j = [x_1^j; x_2^j; \ldots; x_j^j]$ and $a^j \in \mathbb{R}^{N_j \times 1}$ be the entries of $a$ associated with class $j$. We recognize the test input $y$ as class $j^*$ according to the following rule:

$$j^* = \arg\min_{j} \|y - X_j a^j\|_2^2.$$  

(5)

The underlying assumption behind SRC is that, if the test image $y$ belongs to class $j$, it should be presented in the column space of $X_j$. Therefore, the non-zero elements of $a^j$ will mainly be observed in $a^j$ and thus satisfy (5).

2.3. Dictionary learning with sparse representation

2.3.1. Dictionary learning for data reconstruction

In order to achieve an improved reconstruction or representation performance, prior work has applied (2) to learn an over-complete dictionary for sparse data representation. More precisely, let $X = [x_1; x_2; \ldots; x_K] \in \mathbb{R}^{d \times N}$ be the training set, where $X$ is a data instance with dimension $d$. One can learn a dictionary $D \in \mathbb{R}^{d \times K}$ by solving the following optimization problem:

$$\min_{D,A} \|X - DA\|_F^2 + \lambda \|D\|_1 \text{ s.t. } \|d_{k}\|_1 \leq 1, \quad k = 1, \ldots, K,$$  

(6)

where $d_k \in \mathbb{R}^{d \times 1}$ is the $k$th column of $D$, and $x_k \in \mathbb{R}^{K \times 1}$ is the $k$th column of $A$, which denotes the sparse representation of $x_k$. $\lambda \|D\|_1$ is the regularization parameter balancing the reconstruction error and sparsity. Note that all atoms $d_k$ are required to have lengths...
less than or equal to 1. If removing this constraint, the encoded coefficients $\mathbf{z}$ will approach to zero to favor the $\ell_1$-norm sparse penalty, while the columns of $\mathbf{D}$ tend to be large to keep the product $\mathbf{Dz}$ unchanged [34].

The optimization problem in (6) is not convex in $\mathbf{D}$ and $\mathbf{A}$. Typically, one would iterate between two steps, sparse coding and dictionary update, to obtain the desired dictionary $\mathbf{D}$ and sparse coefficient matrix $\mathbf{A}$. In the stage of sparse coding, the matrix $\mathbf{A}$ can be determined by minimizing the objective function of (6) with a fixed $\mathbf{D}$. This procedure can be efficiently solved by numerous algorithms in literature [33]. For dictionary updating, the coefficient matrix $\mathbf{A}$ is fixed and one calculates $\mathbf{D}$ that solves (6), which is a least squares problem with quadratic constraints and can be solved by existing convex optimization algorithms. Another popular dictionary learning approach is K-SVD [10]. K-SVD utilizes the $\ell_2$-norm constraint in (1) rather than the $\ell_1$-norm as discussed earlier. Inspired by K-means clustering, the dictionary update step in K-SVD is performed by sequentially updating each dictionary atom to minimize the reconstruction error. The above dictionary learning methods simply aim at finding the best dictionary which is able to sparsely represent each input data instance. When one apply SRC or use the coefficient $\mathbf{z}$ as features to train classifiers, there is no guarantee that a good separation between classes exists.

### 2.3.2. Dictionary learning for data classification

Generally, one can divide existing supervised dictionary learning approaches into three different categories. The first group of such algorithms simply applies the standard SRC framework, in which the dictionary in (4) is learned from each class of the training data, and the test input is encoded and classified accordingly. In [35], this dictionary learning approach was applied to face recognition, and the authors considered this as metaface learning. Mairal et al. [36] added an softmax cost function term into the sparse representation formulation for improved SRC. Ramirez et al. [7] introduced an incoherent term on dictionaries from different classes into the objective function, which encourages dictionaries associated with different classes to be as independent/uncorrelated as possible. In [9], the Fisher discrimination criterion was imposed on $\mathbf{z}$ so that the learned dictionary favored data classification. To determine the class label of a test input, all the above methods apply the classification rule of SRC (i.e., (5)).

The second category of dictionary algorithms integrates the classification model (e.g., SVM or logistic function) into the sparse representation framework, and thus the classification model and the dictionary will be jointly learned during the training stage (e.g., [37,16,38,39]). To classify a test input, the methods of [37,16] are required to solve the joint optimization problem on both sparse representation and the introduced classification model.

Different from the above two types of approaches, the third category of dictionary learning algorithms imposes different discrimination constraints on the sparse coefficients in (4), and utilizes the sparse coefficients as features to train a classifier such as SVM for classification purposes. For example, Huang and Aviyente [40] added a discriminative term on $\mathbf{z}$ based on Fisher’s linear discriminant analysis as the additional constraint, and they used the sparse coefficients $\mathbf{z}$ to train the SVM as the classifier. We note that, while the methods in the latter two categories of approaches report improved classification performance, one typically needs to solve complicated optimization problems, and learning of additional classifiers on the resulting sparse coefficients $\mathbf{z}$ is required.

In this paper, we propose a novel dictionary learning approach using the framework of SRC. Our approach belongs to the first category and does not require the introduction of classification model or additional discrimination constraints on the sparse coefficients. We advocate the use of data locality for both reconstruction and classification purposes in our proposed framework. Since closed form solutions can be obtained in both dictionary update and sparse coding stages, our approach is easy to implement and exhibits excellent classification ability due to the exploitation of data locality.

### 3. Locality-sensitive dictionary learning for sparse representation based classification

We now detail our proposed algorithm in this section. In Section 3.1, we first discuss the difference between data sparsity and locality, and why advancing data locality is preferable for classification. Section 3.2 introduces our proposed locality-sensitive dictionary learning algorithm, including the discussions on our improvements over existing works in terms of representation/classification capabilities and convergence rates. The derivation of the closed-form solutions for our algorithm is presented in Section 3.3, and two classification rules for recognizing test inputs are discussed in Section 3.4.

#### 3.1. Locality vs. sparsity

As highlighted in the introduction, data locality has been widely utilized in many pattern recognition problems such as dimension reduction [18,19], density estimation [20], anomaly detection [21], and classification [22–25]. While SRC has recently been used for addressing image classification problems (see Section 2.2), whether sparsity is sufficient or necessary for solving such tasks has recently been investigated [23,24,41]. It has been pointed out in [23] that enforcing the locality constraint in (3) would imply the sparsity for the resulting encoding coefficients, since only the dictionary atoms close to the test input would be selected for data reconstruction. On the other hand, the standard sparse representation formulation in (2) does not favor this choice. Since SRC is based on class-wise minimum reconstruction error, it is not preferable if one selects dictionary atoms far away from the test input for reconstruction. This is due to the fact that atoms farther away from the input data are less likely to be in the class which the test input belongs to (which is the underlying assumption of the kNN classifier). In other words, standard sparse representation does not preserve the information of data locality during its encoding process, while the idea of LLC is able to preserve such information and thus favors both data representation and classification. This motivates us to propose a locality-sensitive dictionary learning algorithm with performance and convergence guarantees.

Below we give an example to visualize the differences between dictionaries based on data sparsity and locality. We take face images from the Extended Yale B database (discussed later in experiments) for example. For a subject with 32 training images (each with 192 × 168 pixels), we perform PCA and project the data onto the first 300 eigenvectors. As a result, the data matrix $X \in \mathbb{R}^{300 \times 32}$ can be obtained. Let $D_{\text{SRC}} \in \mathbb{R}^{300 \times 8}$ be the dictionary for SRC [4] in which the columns are randomly chosen from $X$ (i.e., methods based on data sparsity without dictionary learning). In addition, we have $D_{\text{metaface}}$ and $D_{\text{LSRC}}$ as the learned dictionaries for metaface [35] (based on sparsity) and our proposed LSRC (as detailed in the next subsection), in which the size of the dictionary is also chosen to be eight. We plot the training data $X$, $D_{\text{SRC}}$, $D_{\text{metaface}}$, $D_{\text{LSRC}}$ onto the 2D space via multidimensional scaling in Fig. 1. From Fig. 1, we see that $D_{\text{SRC}}$ is formed by randomly choosing eight instances from the data matrix $X$, and thus the atoms of $D_{\text{SRC}}$ coincide with some atoms of $X$, $D_{\text{metaface}}$ is
learned using the standard sparse representation formulation, and thus the eight learned dictionary atoms do not sufficiently encode data locality information (some of the learned atoms are even far away from the training instances). When properly integrating both data sparsity and locality (as our proposed method LSRC does), \( D_{\text{LSRC}} \) better describes the training data and thus improved classification performance can be expected.

3.2. Locality-sensitive dictionary learning

Our proposed locality-sensitive dictionary learning is formulated as follows:

\[
\min_{\mathbf{D}, \mathbf{A}} \| \mathbf{X} - \mathbf{D} \mathbf{A} \|_F^2 + \lambda_D \ell_2 \sum_{i=1}^{N} \| p_i \odot x_i \|_2^2 \\
\text{s.t. } \mathbf{A} = 1 \forall i = 1, \ldots, N, \quad (7)
\]

where \( x_i \in \mathbb{R}^{k \times 1} \) is the \( i \)-th column of \( \mathbf{A} \), the symbol \( \odot \) denotes the element-wise multiplication, and \( p_i \in \mathbb{R}^{k \times 1} \) is the locality adaptor whose \( k \)-th element is given by \( p_{ik} = \text{dist}(x_i, d_k) \), where \( \text{dist}() \) is a distance function defining a distance between the two inputs. We will consider two types of distance functions in Sections 3.3.1 and 3.3.2, respectively. The shift-invariant constraint \( \mathbf{A} = 1 \forall i = 1 \) enforces the coding results \( \mathbf{z} \) to remain the same even if the origin of the data coordinate system is shifted as proved in [22].

It is worth noting that a locality-constrained linear coding (LLC) algorithm was recently proposed in [23]. An online dictionary learning technique was presented in [23], which approximately solves (7) with the norm-bounded constraint on \( \mathbf{D} \) (i.e., the dictionary atoms \( d_k \) are required to have a unit length in LLC). Our proposed dictionary algorithm is very different from LLC in two aspects, as we now discuss.

3.2.1. Removing the norm-bounded constraint on \( \mathbf{D} \) for improved representation and classification

Following the standard sparse representation formulation in [6], the original LLC imposes the norm-bounded constraint \( \| d_k \|_2 \leq 1 \) in its formulation. However, such a constraint is not required for locality-sensitive dictionary learning, as we now discuss. For locality-sensitive dictionary learning, the length of columns of \( \mathbf{D} \) cannot be arbitrarily large due to the enforcement of the existing locality constraint \( \| p_i \odot x_i \|_2^2 \) (recall that each entry of \( p_i \) measures the distance between \( x_i \) and the corresponding column of \( \mathbf{D} \)). In contrast to LLC, removing this additional norm-bounded constraint in our proposed formulation in (7) would produce a better optimal value for the objective function, since now fewer constraints are imposed on the proposed minimization problem. As a result, the benefits of dropping the norm-bounded constraint in our proposed formulation are twofold. First, we are able to obtain a dictionary \( \mathbf{D} \) which better fits the local data structure and favors classification (as supported by our experiments later). Second, as we detail later, closed-form solutions can be derived for both dictionary update and sparse coding stages when solving (7), and thus faster convergence can be expected.

3.2.2. Discussions on the convergence rates

It is worth noting that, the original LLC algorithm (i.e., Algorithm 4.1 in [23]) does not directly minimize \( \sum_{i=1}^{N} f(\mathbf{D}, \mathbf{x}_i) \). Instead, it minimizes \( f(\mathbf{D}, \mathbf{x}_i) \) whenever a data instance \( \mathbf{x}_i \) is drawn from \( \mathbf{X} \), and solves the approximated version of the original minimization problem in an incremental setting (see [23] for details). Since the objective function of (7) can be written as

\[
\min_{\mathbf{D}, \mathbf{A}} \sum_{i=1}^{N} f(\mathbf{D}, \mathbf{x}_i),
\]

We proposed to directly minimize \( \sum_{i=1}^{N} f(\mathbf{D}, \mathbf{x}_i) \) in a batch mode, in which closed-form solutions for updating the dictionary and deriving the sparse coefficient can be derived as we discuss in Section 3.3.3.

We now provide an example to illustrate the difference between our proposed method and LLC in dictionary learning in terms of solving the optimization problem and the associated convergence rates. We consider the data \( \mathbf{X} \) as 1005 images from the first category of the USPS handwritten digit dataset [42] (as we use later in our experiments). Each image is of size 16 × 16 pixels. Thus, \( \mathbf{X} \) is of size 256 × 2005. For both our proposed method and LLC, the goal is to learn a dictionary \( \mathbf{D} \) of size 256 × 200 for \( \mathbf{X} \). To make the comparisons more complete, we consider the standard LLC with the norm-bounded constraint, and the relaxed version of LLC without the norm-bounded constraint (denoted in LLC_wbc). Fig. 2 shows the values of the objective function of (7) versus time for the three approaches. From this figure, it can be seen that our algorithm converges faster and obtains a smaller optimization value than the two LLC methods do. The large gap between the two LLC approaches indicates the effect of dropping the norm-bounded constraint. As expected, without the norm-bounded constraint, a smaller value for the objective function will be obtained, and thus
the learned dictionary $D$ better describes the data $X$. Nevertheless, among these three methods, ours achieves the minimum optimization value and converges much faster than the other two. This example supports our claim that the norm-bounded constraints on $D$ are not necessary for dictionary learning, if the data locality regularization is imposed on dictionary learning formulation. Later in our experiments, we will verify that our method achieves improved classification performance than the standard LLC does.

3.3. Algorithms

In our locality-sensitive dictionary learning algorithm, we consider two different locality adaptors to preserve the data structure for improved representation and classification. To define distance metric, the two locality adaptors use the $l_2$-norm and the exponential function, respectively. It is worth repeating that, using our proposed formulation with either of these two locality adaptors, we are able to derive closed form solutions for both dictionary $D$ and sparse coefficient vector $x$. A related work [43] also considered $l_2$-norm locality adaptors for dictionary learning, but their locality adaptors are multiplied with the absolute value of $x$, and hence their results still require to solve $l_1$-minimization problems. We now provide detailed derivations and discussions using the two locality adaptors.

3.3.1. $l_2$-norm locality adaptor

Let the entries of the locality adaptor $p$, in (7) be

$$p_{ik} = |x_i - d_k|^2,$$

which measures the Euclidean distance between the input instance $x_i$ and the $k$th dictionary atom. We also apply an iterative procedure to update the dictionary and the encoded sparse vector $x$. In the sparse coding step, $D$ is fixed in (7) and thus $x_i$ will be the solution of the following optimization problem

$$\min_x \|x_i - D x_i\|_2^2 + \lambda_{DL} \|p \|_2 \| x_i \|_2^2$$

subject to $x_i = 1$.

(9)

For $i = 1, 2, \ldots, N$. To determine the solution $x_i$ for (9), we consider the Lagrange function $L(x_i, \eta)$, which is defined as

$$L(x_i, \eta) = \|x_i - D x_i\|_2^2 + \lambda_{DL} \|p \|_2 \| x_i \|_2^2 + \eta (1^T x_i - 1),$$

which can be re-formulated as

$$x_i^* = C x_i + \lambda_{DL} \gamma i \operatorname{diag}(p)_j x_i + \eta (1^T x_i - 1),$$

where $C = (x_i 1^T - D)^T (x_i 1^T - D)$, and $\operatorname{diag}(p)$ is a diagonal matrix whose nonzero elements are the entries of $p$. Let $\partial L(x_i, \eta) / \partial x_i = 0$, we have

$$\Phi x_i + \eta 1 = 0,$$

(10)

where $\Phi = 2(C + \lambda_{DL} \operatorname{diag}(p)^2)$. Once we pre-multiply (10) by $1^T \Phi^{-1}$, we obtain $\eta = -(1^T \Phi^{-1} 1)^{-1}$. Substituting $\eta$ into (10) gives the analytical solution of (9) as

$$x_i = \frac{C x_i + \lambda_{DL} \gamma i \operatorname{diag}(p)^2}{1^T x_i}$$

(11)

Hence, it is not necessary to solve an $l_2$-norm minimization problem like (2).

On the other hand, the dictionary update stage needs to solve

$$\min_D \|X - DA\|_2^2 + \lambda_{DL} \sum_{i=1}^N \|p_i \|_2 \| x_i \|_2^2.$$  

(12)

Let the objective function of (12) be denoted by $F(D)$. To derive the analytical solution of (12), we take the partial derivatives of $F(D)$ with respect to $d_k$ for $k \in \{1, 2, \ldots, K\}$, which gives

$$\frac{\partial F}{\partial d_k} = \sum_{i=1}^N -2x_{ik} (x_i - D x_i) - 2 \lambda_{DL} x_{ik} (x_i - d_k),$$

or equivalently,

$$\frac{\partial F}{\partial d_k} = \sum_{i=1}^N (2x_{ik} (1 + \lambda_{DL} x_{ik} x_i) - 2 \lambda_{DL} x_{ik} d_k) + 2 \lambda_{DL} x_{ik} d_k,$$

(13)

where we omit the subscript DL from $\lambda$ for simplicity. Since (12) is now an unconstrained convex optimization problem (as will be shown later), its global minimum can be easily calculated at the point whose partial derivatives of $F(D)$ are zeroes. By setting the partial derivatives of (13) equal to zero for $k = 1, 2, \ldots, K$, we have

$$UD^T = V,$$

(14)

where the matrices $U \in \mathbb{R}^{K \times K}$ and $V \in \mathbb{R}^{K \times d}$ are

$$U = \sum_{i=1}^N \left( \begin{array}{ccc}
(1 + \lambda_{DL} x_{ik} x_i) & x_{i2} & \cdots & x_{iK} \\
x_{i2} & (1 + \lambda_{DL} x_{ik} x_i) & \cdots & x_{iK} \\
\vdots & \vdots & \ddots & \vdots \\
x_{iK} & x_{i2} & \cdots & (1 + \lambda_{DL} x_{ik} x_i)
\end{array} \right),$$

(15)

$$V = \sum_{i=1}^N \left( \begin{array}{c}
(1 + \lambda_{DL} x_{ik} x_i) x_i^T \\
x_{i2}^T (1 + \lambda_{DL} x_{ik} x_i) \\
\vdots \\
x_{iK}^T (1 + \lambda_{DL} x_{ik} x_i)
\end{array} \right).$$

We then obtain the solution $D$ by solving the linear system (14).

In our work, we alternate between the two steps, sparse coding and dictionary update, for obtaining the optimal solutions $A$ and $D$. To address the convergence issue, we note that such an iterative procedure is known as block coordinate descent or non-linear Gauss-Seidel methods [44]. It has been proved by Proposition 2.3.4 in [44] that if solutions of $A$ and $D$ are unique, the sequences of $A$ and $D$ calculated by such an iterative procedure will converge to stationary points. As a result, the convergence of our algorithm would be guaranteed.

To verify that the solutions of $A$ and $D$ are unique for the use of $l_2$-norm locality adaptors, and we refer to Eqs. (9)–(15) for discussions. In the sparse coding stage (when $D$ is fixed), the analytical solution of $A$ exists and is unique as derived in (11). As for the dictionary update stage of (12), we have the closed-form solution for $D$ using (14), in which matrix $U$ can be shown to be positive definite (see Appendix A). As a result, the uniqueness of the solution $D$ can be verified. To confirm that the solution $D$ is also unique for the later use of exponential locality adaptors, we use Appendix A to show that (12) is a strictly convex optimization problem (i.e., the Hessian matrix $U$ of the objective function $F(D)$ is also positive definite even with the use of exponential locality adaptors). Therefore, the strict convexity of (12) can be assured, and thus the existence of the unique solution $D$ can be guaranteed.

3.3.2. Exponential locality adaptor

We now consider the exponential locality adaptor $p$, in which each entry is

$$p_{ik} = \frac{\exp \left( \frac{|x_i - d_k|^2}{\sigma} \right)}{\sum_{i=1}^N \exp \left( \frac{|x_i - d_k|^2}{\sigma} \right)},$$

(16)

and $\sigma$ is a positive number. Since $p_{ik}^2$ grows exponentially with $|x_i - d_k|^2 / \sigma$, the exponential locality adaptor gives very large $p_{ik}$ when $x_i$ and $d_k$ are far apart. This property is useful when we
want to stress the importance of data locality. (Since \( p_{ik} \) is the weight of the sparse coefficient \( a_{ik} \) in (7), a large value of \( p_{ik} \) causes \( a_{ik} \) to be small.) We note that our exponential locality adaptor is slightly different from that in the original LLC \((p_{ik} = \exp(\|x_i - x_j\|^2 / \sigma))\), since our exponential locality adaptor allows us to derive analytical solutions in our dictionary update stage.

Similar to our derivations in the case of \( \ell_2 \)-norm locality adaptor, we calculate the partial derivatives of \( F(D) \) with respect to the columns of \( D \):

\[
\frac{\partial F}{\partial d_k} = \sum_{i=1}^{N} -2a_{ik}(x_i - D(x)) - \frac{2p_{ik}a_{ik}}{\sigma} (x_i - d_k)
\]

or equivalently,

\[
\left( \frac{\partial F}{\partial d_k} \right)^T = \sum_{i=1}^{N} \left( -2a_{ik} \left( 1 + \frac{2p_{ik}a_{ik}}{\sigma} \right) (x_i)^T \right) + 2 \left( \frac{2p_{ik}a_{ik}}{\sigma} d_k + a_{ik} \sum_{j=1}^{K} a_{jk} d_j \right),
\]

where \( k \in \{1,2,\ldots,K\} \). Setting the partial derivatives of \( F(D) \) equal to zero gives \( g(D) = DU - V^T = 0 \), where

\[
U = \sum_{i=1}^{N} \begin{pmatrix}
1 + \hat{\lambda}_{ik} a_{ik}^2 & a_{ik} x_{ik} & \cdots & a_{ik} x_{ik} \\
\vdots & \vdots & \ddots & \vdots \\
a_{ik} x_{ik} & a_{ik} x_{ik} & \cdots & 1 + \hat{\lambda}_{ik} a_{ik}^2 \\
\end{pmatrix},
\]

\[
V = \sum_{i=1}^{N} \begin{pmatrix}
0 & 0 & \cdots & 0 \\
a_{ik} x_{ik} & a_{ik} x_{ik} & \cdots & a_{ik} x_{ik} \\
\vdots & \vdots & \ddots & \vdots \\
a_{ik} x_{ik} & a_{ik} x_{ik} & \cdots & 0 \\
\end{pmatrix} (17)
\]

with \( \hat{\lambda}_{ik} = \frac{p_{ik}a_{ik}}{\sigma} \) for \( k = 1,2,\ldots,K \). Note that \( U \) and \( V \) defined in (18) include \( p_{ik}a_{ik} \) and thus they are functions of \( d_k \) (or \( D \)). (Below, \( U \) and \( V \) are denoted as \( U_D \) and \( V_D \), respectively). Unlike the case of \( \ell_2 \)-norm locality adaptor, \( g(D) = 0 \) is now a nonlinear equation. We use Newton's method for search the solution of \( g(D) = 0 \), i.e.,

\[
D_{p+1} = D_p - (D_p g(D)p(g(D_p)))^{-1},
\]

where \( D_{p+1} \) is the dictionary at \( p+1 \) iteration. It can be verified that \( g(D_p) = U_D \), and thus

\[
D_{p+1} = D_p - (D_p U_D - V_D B_D)^{-1} B_D = V_D U_D^{-1},
\]

Similarly, to calculate \( A \) and \( D \), we alternate between sparse coding and dictionary update stages and use (11) and the above equation for deriving the optimal solutions.

Since our dictionary learning algorithm will be applied to address classification problems in terms of SRC, we apply the proposed formulation and learn distinct dictionaries for each class (rather than one dictionary for all classes). As a result, we will be solving the following class-wise optimization problem

\[
\min_{X_j, D_j, A_j} \|x_j - D_j a_j\|^2 + \alpha_0 \sum_{i=1}^{N_j} \|p_{ij} \circ a_{ij}\|^2
\]

\[
s.t. \quad a_{ij} = 1 \quad \forall i = 1, \ldots, N_j \quad \text{and} \quad j = 1, \ldots, J.
\]

In the above equation, \( J \) is the number of classes, and \( x_{ij} \) is the \( j \)th column of \( X_j \). The vector \( a_{ij} \) denotes the \( j \)th column of \( A_j \), and \( p_{ij} \) is the locality adaptor for distance between \( x_{ij} \) and \( D_j \). Note that (18) is identical to (7) except that \( X, D, \) and \( A \) are replaced by \( X_j, D_j \), and \( A_j \), respectively. Therefore, we can solve (18) in the same iterative manner from (9) to (17) and learn the dictionary and sparse coefficients for each class for classification purposes.

### Algorithm 1. Locality-Sensitive Dictionary Learning

1. **Input**: Arrange \( N_j \) training samples from the \( j \)th class as columns of a matrix \( X_j \in \mathbb{R}^{d \times N_j} \) for \( j = 1,2,\ldots,J \), and denote \( X_j = [x_{j1}, x_{j2}, \ldots, x_{jN_j}] \).
2. **for** \( j = 1 \) to \( J \) **do**
3. **Initialize** \( D_j \in \mathbb{R}^{d \times K} \).
4. **while** the stopping criterion is violated
5. **Sparse Coding**: Use (11) to solve (18) with \( D_j, x_{ij}, a_{ij} \), respectively, for \( i = 1,2,\ldots,N_j \), where \( x_{ij} \) is the \( i \)th column of \( A_j \).
6. **Dictionary Update**: Solve (18) with \( A_j \) fixed. The analytical solution is given by \( D_j = (U_D^{-1} V_D)^{-1} \), where \( U_D \) and \( V_D \) are defined as in (15) for the \( \ell_2 \)-norm adaptor or in (17) for the exponential adaptor, in which \( x_{ij} \) and \( a_{ij} \) are replaced by \( x_{ij} \) and the entries of \( a_{ij} \), respectively.
7. **end while**
8. **end for**
9. **Output**: \( D_1, D_2, \ldots, D_J \).

We illustrate our proposed locality-sensitive dictionary learning method with SRC in Algorithm 1. From this algorithm, we note that the while loop would terminate if the value of the objective function in (18) is no longer decreasing (or decreasing too slowly), or the maximum number of iterations is achieved. Note that in Step 6 of Algorithm 1, the entry \( \hat{\lambda}_{ik} \) in (17) has the term \( p_{ik} \) defined as in (16), which requires to utilize the dictionary atom \( d_k \) determined in the previous iteration. To initialize \( D_j \) in Step 3, one can randomly sample the columns of \( X_j \), or can use kmeans clustering to partition the columns of \( X_j \) into \( K_j \) sets, and \( D_j \) is formed by the mean of each set.

### 3.4. Groupwise SRC with locality-sensitive dictionaries

Using Algorithm 1, we are able to learn locality-sensitive dictionaries for each class using training data. Now let \( D = \{D_1, D_2, \ldots, D_J\} \), where \( D_j \) is the dictionary learned for class \( j \), the SRC algorithm introduced in Section 2.2 can be applied to address classification problems. However, since our sparse representation \( x \) is calculated via (18) which does not include the \( \ell_1 \)-norm constraint, we modify the original SRC algorithm and replace the \( \ell_1 \)-norm constraint in (4) by our locality constraint. As a result, the modified SRC algorithm satisfies

\[
\min_x \|y - D x\|^2 + \lambda_{SRC} \|p \circ x\|_2.
\]

where \( p \) is either the \( \ell_2 \)-norm or the exponential locality adaptor depending on which one is used in training, and the coefficient vector \( x \) for the test input \( y \) can be easily calculated by (11). Once the vector \( x \) is computed, we classify the test input by the minimum class-wise reconstruction error (i.e., (5)). We call this classification rule as locality-sensitive SRC (LSRC).

We now summarize our LSRC classification rule as follows. First, we compute the sparse representation \( x \) of the test input \( y \) using the collection of all dictionaries \( D \) according to (19). Next, \( x \) is partitioned into \( [x^1; x^2; \ldots; x^J] \), where \( x^j \) is the sparse representation vector for class \( j \). We then calculate the reconstruction error for each class, i.e., \( \|y - D x^j\|_2 \), and we assign the test input to the class with the minimum reconstruction error.

In addition to LSRC, we propose an alternative and more efficient way to classify the test input \( y \), suitable for the case where the dictionary size \( d \) is large. Different from the above LSRC classification rule, we now compute the sparse representation of
We note that we do not consider image datasets like Caltech-101 and Extended Yale B databases. Our proposed approach considers two different locality adaptors discussed in Section 3.3, which are denoted as LSRC-L2 and LSRC-EXP, where L2 and EXP indicate the $\ell_2$-norm and the exponential locality adaptors, respectively. We compare our approaches with the standard SRC [4], metaface learning [35], and the standard LLC algorithm [23]. For SRC and metaface learning, we apply the Homotopy method developed by [47] to solve the $\ell_1$ minimization problem, since it is known to be accurate and efficient among various $\ell_1$ minimization techniques as reported in [48]. The classification rules of LSRC-L2, LSRC-EXP, and LLC are the same, i.e., the LSRC algorithm presented in Section 3.4. Metaface learning uses the same classification rule as the SRC does, while the SRC does not learn the dictionary and can be considered as a baseline approach for comparisons.

For face recognition, we choose Eigenspaces as the features for training and testing, and its dimension will depend on the size of the training set for each database. We consider the learning of different numbers $q$ of dictionary atoms in our experiments, and randomly sample $q$ instances as the dictionary for training when performing the experiments. We note that when $q$ equals the size of the training set, the optimal solution for (7) can be derived explicitly, i.e., $D = X$ and $A = I$, which gives $p_j = 0$. In other words, both the reconstruction error $\|X - DA_j\|_F$ and the locality penalty $\|p_j \odot x_j\|_2$ will be zeroes, meaning that the learned dictionary will simply be the entire training data set itself. Thus, for the above scenario, metaface learning, LLC, and both of our LSRC-L2 and LSRC-EXP will use the entire training set as the learned dictionary. As for testing, both LLC and our LSRC-EXP will result in the same coding (and the same recognition performance) due to the use of the same exponential locality adaptor.

Algorithm 2. Groupwise Locality-Sensitive SRC

1. **Input**: Let $D_j \in \mathbb{R}^{d \times K_j}$ be the dictionary for object $j \in \{1, 2, \ldots, J\}$ and $y \in \mathbb{R}^d$ be a test sample.

2. **for** $j = 1$ to $J$ **do**

3. Compute the locality adaptor $p_j$ with entries:

   $p_{jk} = \begin{cases} \frac{\|y - d_{jk}\|^2}{(\ell_2 - \text{norm})} & \text{exponent} \\ \exp \left( \frac{\|y - d_{jk}\|^2}{\sigma} \right) & \text{exponent} \end{cases}$

   for $k = 1, 2, \ldots, K_j$, where $d_{jk}$ is the $k$th column of $D_j$, and $\sigma$ is a positive number.

4. Solve the optimization problem (20) by the analytical solution:

   $p^* = (C_j + \lambda_{\text{SRC}} \text{diag}(p^2))^{-1} I$

   $\alpha^* = p^*/(1^T p^*)$.

   where $C_j = (Y^T - D_j)(Y^T - D_j)$, and $\lambda_{\text{SRC}}$ is a parameter that controls the sparsity of $\alpha^*$.

5. Compute the residuals $r_j(y) = \|y - D_j \alpha^*\|_2$. 

6. **end for**

7. **Output**: identity(y) = arg min$_r r_j(y)$.

4.1. Face recognition

For face recognition, we conduct experiments on the ORL, AR, and Extended Yale B databases. Our proposed approach considers two different locality adaptors discussed in Section 3.3, which are denoted as LSRC-L2 and LSRC-EXP, where L2 and EXP indicate the $\ell_2$-norm and the exponential locality adaptors, respectively. We compare our approaches with the standard SRC [4], metaface learning [35], and the standard LLC algorithm [23]. For SRC and metaface learning, we apply the Homotopy method developed by [47] to solve the $\ell_1$ minimization problem, since it is known to be accurate and efficient among various $\ell_1$ minimization techniques as reported in [48]. The classification rules of LSRC-L2, LSRC-EXP, and LLC are the same, i.e., the LSRC algorithm presented in Section 3.4. Metaface learning uses the same classification rule as the SRC does, while the SRC does not learn the dictionary and can be considered as a baseline approach for comparisons.

For face recognition, we choose Eigenspaces as the features for training and testing, and its dimension will depend on the size of the training set for each database. We consider the learning of different numbers $q$ of dictionary atoms in our experiments, and randomly sample $q$ instances as the dictionary for training when performing the experiments. We note that when $q$ equals the size of the training set, the optimal solution for (7) can be derived explicitly, i.e., $D = X$ and $A = I$, which gives $p_j = 0$. In other words, both the reconstruction error $\|X - DA_j\|_F$ and the locality penalty $\|p_j \odot x_j\|_2$ will be zeroes, meaning that the learned dictionary will simply be the entire training data set itself. Thus, for the above scenario, metaface learning, LLC, and both of our LSRC-L2 and LSRC-EXP will use the entire training set as the learned dictionary. As for testing, both LLC and our LSRC-EXP will result in the same coding (and the same recognition performance) due to the use of the same exponential locality adaptor.

Algorithm 2. Groupwise Locality-Sensitive SRC

1. **Input**: Let $D_j \in \mathbb{R}^{d \times K_j}$ be the dictionary for object $j \in \{1, 2, \ldots, J\}$ and $y \in \mathbb{R}^d$ be a test sample.

2. **for** $j = 1$ to $J$ **do**

3. Compute the locality adaptor $p_j$ with entries:

   $p_{jk} = \begin{cases} \frac{\|y - d_{jk}\|^2}{(\ell_2 - \text{norm})} & \text{exponent} \\ \exp \left( \frac{\|y - d_{jk}\|^2}{\sigma} \right) & \text{exponent} \end{cases}$

   for $k = 1, 2, \ldots, K_j$, where $d_{jk}$ is the $k$th column of $D_j$, and $\sigma$ is a positive number.

4. Solve the optimization problem (20) by the analytical solution:

   $p^* = (C_j + \lambda_{\text{SRC}} \text{diag}(p^2))^{-1} I$

   $\alpha^* = p^*/(1^T p^*)$.

   where $C_j = (Y^T - D_j)(Y^T - D_j)$, and $\lambda_{\text{SRC}}$ is a parameter that controls the sparsity of $\alpha^*$.

5. Compute the residuals $r_j(y) = \|y - D_j \alpha^*\|_2$. 

6. **end for**

7. **Output**: identity(y) = arg min$_r r_j(y)$.

4.1.1. Classification performance

**ORL Database** The ORL database [49] contains 400 face images of 40 people, each of size 112 x 92 pixels (see Fig. 3 for example). The images were taken under different lighting conditions, facial expressions (open or closed eyes, smiling or not smiling) and facial details (glasses or not). We randomly and equally split the data into training and test sets (i.e., five images for each set), and consider the size of the Eigenface as 100. We perform 10 random trials, and report the average recognition rates of various methods in Fig. 4. It is worth noting that the recognition results of different dictionary learning methods converge if the number of dictionary atoms to be learned per class equals the number of training images available for each. This is because the direct use of the entire training set will be a trivial and optimal solution for dictionary learning. The same remarks can also be applied to the following two datasets.

From Fig. 4, it is clear that the performance of SRC degraded dramatically as the dictionary size decreases, since SRC does not have the ability to learn dictionaries from the training data. Our LSRC-EXP achieved the best result for all dictionary sizes. We also observe that the recognition performance of our LSRC-EXP and LSRC-L2 did not significantly decrease when a smaller dictionary size was of use, while those for other approaches were much more sensitive to the size of the dictionary.

We note that some recent works on the ORL database have reported a 100% recognition rate [50,51]. These works typically focus on the extraction/selection of local features (e.g., Gabor wavelet, Curvelet, or Local Binary Pattern) and the design of the corresponding algorithms for classification, which are beyond the scope of this paper. The experiments presented in this section are meant to validate the effectiveness of our algorithm for both dictionary learning and classification, while there is no need to design additional classifiers. Therefore, we do not explicitly compare our approach to those discussed in [50,51].

**AR Database** The AR database [52] contains over 4000 frontal images for 126 individuals. There are 26 face images available for each individual
each person, and the images are taken under different variations, including illumination, expression, and facial occlusion/disguise in two separate sessions. The images are cropped to $165 \times 120$ pixels and converted to gray scale (see Fig. 3 for example). We choose a subset of the dataset consisting of 50 male and 50 female subjects. For each subject, 14 images with only illumination and expression variations were selected (seven images from Session 1 and seven images from Session 2). The AR database is more challenging than the ORL database, since AR has more subjects, and the lighting conditions of AR vary more sharply.

In our experiments, we randomly split the data into a training set with 10 images and a test set with 4 images. Similar to the setting of the ORL database, we perform 10 random trials, and report the average recognition rates of various methods in Fig. 5, in which the dimension of the Eigenface is 300. From Fig. 5, it can be observed that our LSRC-EXP outperformed other sparse representation based approaches, while the performance of our method was less sensitive to the variations of the dictionary size.

**Extended Yale B Database** The Extended Yale B database [53] consists of 2414 frontal-face images of 38 subjects (about 64 images for each person). The cropped and normalized $192 \times 168$ face images were captured under various laboratory-controlled lighting conditions [54] (see Fig. 3 for example). Compared to the previous two databases, each subject in the Extended Yale B database has more images available, while only illumination variations are presented in the face images (no expression or pose variations). For each subject, we randomly select 32 images for training and the rest for testing. We again perform 10 random trials, and report the average recognition rates of various methods in Fig. 6 (the dimension of the Eigenfaces is set as 300). From previous two experiments, we already observed that our proposed LSRC algorithm with an exponential locality adaptor is more preferable, we only conduct experiments with LSRC-EXP on this database. From Fig. 6, we can see that LSRC-EXP, LLC, and metaface learning achieved similar performance, while our LSRC-EXP still performed slightly better (and the standard SRC without dictionary learning achieved the lowest recognition rates).

4.1.2. Computational time

We now present the averaged training time for dictionary learning and the testing time for classifying a image, and compare
the parameter \( l \) in (2) is set to 0.001 for all databases for SRC and metaface learning. For our LSRC-L2, the parameter \( l_{DL} \) in (18) is set to 0.1 for ORL and AR databases, and is set to 0.3 for the Extended Yale B database. For LSRC-EXP and LLC, we use the same parameter setting; the parameter \( l_{DL} \) in (18) is set to 0.001 for all databases, and the parameter \( \sigma \) in (18) is set to 0.3 for ORL and AR, and is set to 0.5 for Extended Yale B. The parameter \( \lambda_{SRC} \) in (19) for classification has the same value as \( l_{DL} \). The runtime estimates reported in this paper were obtained on an Intel Quad Core PC with 2.33 GHz processors and 4 GB RAM.

From Table 1, we see that our approach is computationally more efficient than the standard LLC (and much more efficient than metaface) in training, since we produce closed form solutions. For both dictionary update and sparse coding stages. Therefore, our dictionary learning algorithm keeps the locality adaptor during the dictionary update stage. This carries our method to compute the dictionary learning algorithm is computationally more efficient to solve than LLC, since both utilize (11) when calculating the sparse coefficient. The SRC and metaface learning required longer classification time, and this is because that both need to solve the \( \ell_1 \) minimization problems to obtain the sparse coefficient.

### 4.2. Handwritten digit recognition

In the second part of our experiment, we address the problem of handwritten digit recognition for the USPS dataset [42], which is composed of 7291 training images and 2007 test images of size 16 \( \times \) 16 pixels (see Fig. 7 for examples). PCA is applied to reduce the image dimension from 256 to 64, and the number of dictionary atoms per class is 180. Unlike the case of face recognition, we have more training samples in handwritten digit classification tasks. By comparing with LLC, our proposed dictionary learning algorithm keeps the locality adaptor during the dictionary update stage. This carries our method to compute the dictionary learning algorithm more quickly while LLC only provides an approximated solution. Furthermore, with the locality regularization term, closed forms solution can be easily derived for the dictionary update and sparse coding stages. Therefore, our dictionary learning algorithm is computationally more efficient to solve than those which require to solve \( \ell_0 \) or \( \ell_1 \)-norm minimization problems. Since our classification rule is based on the minimum class-wise reconstruction error, we do not need to train additional classifiers like some of prior SRC based methods did. Finally, experiments on both face and handwritten digit recognition support the effectiveness and efficiency of our proposed dictionary learning algorithm.

#### 5. Conclusion

In this paper, we presented a novel dictionary learning algorithm for SRC with the exploitation of data locality. Employing the locality regularization term for data reconstruction results in improved data representation and classification due to the ability to preserve data locality. In addition, the introduction of the data locality constraint also implies sparse representation, which has been shown to produce promising results on many image classification tasks. By comparing with LLC, our proposed dictionary learning algorithm keeps the locality adaptor during the dictionary update stage. This carries our method to compute the dictionary \( D \) more accurately while LLC only provides an approximated solution. Furthermore, with the locality regularization term, closed forms solution can be easily derived for the dictionary update and sparse coding stages. Therefore, our dictionary learning algorithm is computationally more efficient to solve than those which require to solve \( \ell_0 \) or \( \ell_1 \)-norm minimization problems. Since our classification rule is based on the minimum class-wise reconstruction error, we do not need to train additional classifiers like some of prior SRC based methods did. Finally, experiments on both face and handwritten digit recognition support the effectiveness and efficiency of our proposed dictionary learning algorithm.
Appendix A. Positive definiteness of $U$

Note that both $U$ in (15) and (17) can be expressed as

$$U = \sum_{i=1}^{N} (x_i^2 + \Omega_i),$$

$$\Omega_i = \begin{cases} \text{diag}(x_i^2, \ldots, x_i^2) & \text{for } U \text{ defined in (15)}, \\ \text{diag}(\lambda_2 x_i^2, \ldots, \lambda_N x_i^2) & \text{for } U \text{ defined in (17)}. \end{cases}$$

Therefore, $z^T U z \geq 0$ for any $z \in \mathbb{R}^N$, which ensures that $U$ is positive semi-definite. If we can show $U$ is nonsingular, then the positive definiteness of $U$ is proved. If $z$ belongs to the null space of $U$, then $z^T U z = 0$, which implies $\sum_{i=1}^{N} z_i^2 \Omega_i z_i = 0$ and $\sum_{i=1}^{N} z_i^2 \Omega_i z_i = 0$. The last equality further implies $z_i^2 = 0$ for $i = 1, \ldots, N$, or equivalently,

$$z_1^2 = \ldots = z_N^2 = 0,$$

If $A$ has full row rank, i.e., rank$(A) = K$, then the only vector $z \in \mathbb{R}^N$ satisfying $z^T A = 0$ is the zero vector. This means if $z \neq 0$, then $z^T U z \neq 0$. Hence, the null space of $U$ is $\{0\}$, and the nonsingularity of $U$ is proved. If $A$ does not have full row rank, i.e., rank$(A) = r < K$, we can use the full rank decomposition to factorize $A$ as $A = A_1 A_2$, where $A_1 \in \mathbb{R}^{r \times r}$ and $A_2 \in \mathbb{R}^{r \times N}$. Then restart the dictionary learning algorithm with the new initial dictionary $D_1 \in \mathbb{R}^{r \times r}$, and the sizes of $D$ and $A$ are changed from $d \times K$ and $K \times N$ to $d \times r$ and $r \times N$, respectively. One can repeat this process until $A$ has full row rank so that the null space of $U$ is $\{0\}$, i.e., $U$ is nonsingular, and the positive definiteness of $U$ is proved.
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