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Human Pose Forecasting

Why Important?
1. The ability of forecasting reflects a higher-level intelligence beyond perception and recognition.
2. For robot assistants, action forecasting is particularly crucial since the capability of action recognition (i.e., identifying action categories after a complete observation) is not sufficient for providing timely response.

Problem Statement
Input $I_t$: A single image captured at time $t$.
Output $\{P_1, \ldots, P_{t+T}\}$: A pose sequence, where $P_i \in \mathbb{R}^{2 \times N}$ denotes the predicted skeleton (3D location of $N$ keypoints) at time $i$.

Contributions
1. The first study on single-frame human pose forecasting.
2. A novel DNN-based approach for 2D pose forecasting and 3D pose recovery.
3. Outperforming performance over strong baselines on 2D forecasting and over two state-of-the-art methods on 3D pose recovery.

3D Pose Forecasting Network (3D-PFNet)

1. Integrate recent advances on (1) single-image human pose estimation (hourglass networks [19]) and (2) sequence prediction (recurrent neural networks).
2. Convert 2D predictions into 3D space.

Architecture of the 3D-PFNet

(a) Recurrent hourglass architecture for 2D pose forecasting
(b) 3D skeleton converter

Three-Step Training Strategy

1) Hourglass
Pre-train the hourglass network on the MPI Human Pose dataset and fine-tune on the Penn Action dataset.

2) 3D Skeleton Converter
Train on the Human3.6M (MoCap) dataset by synthesizing 2D pose heatmaps from 3D ground truths.

3) Full Network
Train on Penn Action using static images and their corresponding ground-truth pose sequence.

Qualitative Results

1) 2D Pose Forecasting on Penn Action
   • Evaluation metric: Percentage of Correct Keypoints (PCK).
   • Our approach outperforms Nearest Neighbor (NN) baselines.

2) 3D Pose Recovery on Human3.6M
   • Evaluation metric: mean per joint position error (MPJPE) in mm.
   • Our approach outperforms two state-of-the-art methods.
   • Near Neighbor may fail due to a small error in pose alignment.
   • The internal feature representation learned by 3D-PFNet can better align human poses in the given context.
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