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The Multivariate Gaussian Distribution

One particularly important example of a probability distribution over

random vectors X is called the multivariate Gaussian or multivariate

normal distribution. A random vector X ∈ Rd is said to have a

multivariate normal (or Gaussian) distribution with mean µ ∈ Rd and

covariance matrix Σ ∈ Sd
++ (where Sd

++ refers to the space of symmetric

positive definite d× d matrices)

fX1,X2,...,Xd
(x1, x2, . . . , xd;µ,Σ) =

1

(2π)d/2|Σ|1/2
exp

(
−1

2
(x− µ)TΣ−1(x− µ)

)
.

(0.1)

We write this as X ∼ N (µ,Σ). In this section, we describe multivariate

Gaussians and some of their basic properties.
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Relationship to univariate Gaussians

f
(
x;µ, σ2

)
=

1√
2πσ

exp

(
− 1

2σ2
(x− µ)2

)
The term (x− µ)2 is a quadratic function. Similarly,

− 1
2 (x− µ)TΣ−1(x− µ) is a quadratic form in the vector variable x since

Σ is positive definite, i.e.

(x− µ)TΣ−1(x− µ) > 0
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The covariance matrix

Proposition: For any random vector X with mean µ and covariance

matrix Σ,

Σ = E
[
(X − µ)(X − µ)T

]
= E

[
XXT

]
− µµT
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The diagonal covariance matrix case

x =

[
x1

x2

]
µ =

[
µ1

µ2

]
Σ =

[
σ2
1 0

0 σ2
2

]
. . .

f(x;µ,Σ) =
1√
2πσ1

exp

(
− 1

2σ2
1

(x1 − µ1)
2

)
· 1√

2πσ2

exp

(
− 1

2σ2
2

(x2 − µ2)
2

)
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Isocontours

Another way to understand a multivariate Gaussian conceptually is to

understand the shape of its isocontours. For a function f : R2 → R, an

isocontour is a set of the form

{
x ∈ R2 : f(x) = c

}
.

for some c ∈ R7
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Linear transformation

Theorem: Let X ∼ N (µ,Σ) for some µ ∈ Rd and Σ ∈ Sd
++. Then,

there exists a matrix B ∈ Rd×d such that if we define Z = B−1(X − µ),

then Z ∼ N (0, I)
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Closure properties

A fancy feature of the multivariate Gaussian distribution is the following

set of closure properties:

▶ The sum of independent Gaussian random variables is Gaussian.

▶ The marginal of a joint Gaussian distribution is Gaussian.

▶ The conditional of a joint Gaussian distribution is Gaussian.

Theorem 5.3.: Suppose that y ∼ N (µ,Σ) and z ∼ N (µ′,Σ′) are

independent Gaussian distributed random variables, where µ, µ′ ∈ Rd

and Σ,Σ′ ∈ Sd
++. Then, their sum is also Gaussian:

y + z ∼ N (µ+ µ′,Σ+ Σ′) .
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Closure properties

Suppose that [
xA

xB

]
∼ N

([
µA

µB

]
,

[
ΣAA ΣAB

ΣBA ΣBB

])

where xA ∈ Rn, xB ∈ Rd, and the dimensions of the mean vectors and

covariance matrix subblocks are chosen to match xA and xB .

Theorem: Then, the marginal densities,

p (xA) =

∫
xB∈Rd

p (xA, xB ;µ,Σ) dxB

p (xB) =

∫
xA∈Rn

p (xA, xB ;µ,Σ) dxA
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Closure properties

are Gaussian:
xA ∼ N (µA,ΣAA)

xB ∼ N (µB ,ΣBB) .
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Closure properties

Theorem: The conditional densities

p (xA | xB) =
p (xA, xB ;µ,Σ)∫

xA∈Rn p (xA, xB ;µ,Σ) dxA

p (xB | xA) =
p (xA, xB ;µ,Σ)∫

xB∈Rd p (xA, xB ;µ,Σ) dxB

are also Gaussian:

xA | xB ∼ N
(
µA +ΣABΣ

−1
BB (xB − µB) ,ΣAA − ΣABΣ

−1
BBΣBA

)
xB | xA ∼ N

(
µB +ΣBAΣ

−1
AA (xA − µA) ,ΣBB − ΣBAΣ

−1
AAΣAB

)

The Multivariate Gaussian Distribution 12


	The Multivariate Gaussian Distribution

