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ABSTRACT 
Collecting ground-truth annotations for contextual data is 
vital to context-aware system development. However, 
current research lacks a systematic analysis of different 
approaches to collecting such data. We present a field 
experiment comparing three approaches: Participatory, 
Context-Triggered In Situ, and Context-Triggered Post 
Hoc, which involved users in recording and annotating 
activity data in real-world settings. We compared the 
quantity and quality of collected data using each approach, 
as well as the participant experience. We found Context-
Triggered approaches produced more recordings, whereas 
the Participatory approach produced a greater amount of 
data with higher completeness and precision. Moreover, 
while participants appreciated automated recording and 
reminders for convenience, they highly valued having 
control over what and when to record and annotate. We 
conclude that user burden and user control are key aspects 
to consider when collecting and annotating contextual data 
with participants, and suggest features for a future tool 
focused on these two aspects.    

Author Keywords 
Annotation; label; ground truth; activity data collection; 
transportation; field experiment; wearable camera 

ACM Classification Keywords 
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Miscellaneous.  

INTRODUCTION 
Wide adoption of mobile smartphones with GPS, cameras, 
Bluetooth, and myriad other sensors has enabled 
researchers to leverage these devices to collect behavioral 
trace data for various purposes. One major purpose is to 
advance understanding of social, behavioral, and 
environmental phenomena [7,36]. Frequently, such research 
employs a context-triggered approach to prompt 

participants to report aspects of their in situ experience 
[11,28], an approach commonly known as the Experience 
Sampling Method (ESM), or Ecological Momentary 
Assessment (EMA).   

A second purpose, which is the focus of this paper, is to 
collect contextual and activity traces for context-aware 
system development. This includes collecting data for 
building machine learning models for recognizing and 
predicting contextual conditions and human activities 
[3,25], and for rapidly testing and prototyping context-
aware applications through playing back collected data 
[4,27,30]. For the purpose of supporting context-aware 
system development, researchers are interested in collecting 
not merely data, but also annotations. Annotations are 
useful for two purposes: first, they can serve as “ground 
truth” for collected data so as to train and test a machine-
learning model. Second, annotations containing semantic 
information describing the collected data (e.g. driving to 
grocery store in the afternoon, encountering a traffic jam as 
opposed to just driving) are useful for researchers to review, 
filter, and then select suitable data for building models and 
for testing and prototyping their context-aware systems.   

Researchers have used different ways to collect annotated 
contextual/activity data, including recording and annotating 
data by themselves [8], and using a structured participant-
based approach, i.e. recording and annotating data with a 
small sample of people performing predefined activities in 
controlled environments under researcher guidance [2,22]. 
Since sensor-laden smartphones have become pervasive, 
researchers have started exploring ways to leverage mobile 
users to record and annotate targeted activities using their 
smartphones in real-word settings.  

For example, participatory data collection [13,17] refers to 
users actively participating in collecting data; they 
manually control an instrument to collect data based on 
their interpretation of researchers’ needs and instructions 
[31]. In contrast, opportunistic data collection [13,23] is 
where an instrument passively records data based on certain 
heuristics, such as recording at all times or only at sampled 
times. Sampling can be randomized, based on schedules, or 
context-triggered [11,28]. To obtain users’ annotations, the 
instrument can be programmed to prompt users to annotate 
during the activity being recorded to obtain an in situ 
annotation, or to prompt users afterwards to obtain a post 
hoc annotation. In both cases, however, because data 
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collection is performed in real-world settings and is not 
under researchers’ supervision, it is difficult for researchers 
to manage the progress and to control the quality of 
collected data. Nevertheless, collecting data from mobile 
users in real-world settings has a considerable advantage: 
the collected contextual/activity data are more diverse, 
naturalistic, and representative to users’ real life behaviors.  

Unfortunately, despite an increasing desire to leverage 
mobile users to collect annotated contextual/activity data in 
real-world settings, current research still lacks a systematic 
analysis of existing approaches for collecting such data. To 
address this lack, we conducted a field experiment 
comparing three approaches to collecting annotated 
contextual/activity data with mobile users in real-world 
settings, namely, Participatory, Context-Triggered In Situ, 
and Context-Triggered Post Hoc. In our comparison, we 
focus on assessing the quantity and quality of collected 
data, as well as the participant experience in using each 
approach. Our goal is that through such a comparison we 
can identify important aspects of an ideal approach to 
collecting annotated contextual/activity data, and can 
propose features for future data collection tools. In order to 
measure the quantity and quality of the collected data using 
each approach, we used wearable cameras and continuous 
device logging, along with human coders, to capture the 
ground truth of users’ activities, against which we validated 
participants’ recordings and annotations.  

The key contributions of this paper include the results from 
a systematic analysis, identifying two key aspects of an 
ideal approach—user burden and user control, and a set of 
design features for a future tool for collecting annotated 
contextual/activity data. The results are relevant to all 
researchers and developers interested in collecting such 
data for context-aware system development. 

RELATED WORK 
The current study builds on research in two areas: assessing 
quality and validity of data provided by participants, and 
labels and annotation acquisition for activity data.  
Literature relating to the former is mostly seen in mobile 
crowdsensing and research in social science focusing on the 
validity of research methods. The latter focuses more on 
techniques and systems for users to annotate their own data. 
In the sections below we discuss each of these areas in a 
separate section.  

Mobile Crowdsensing 
Researchers have started discussing the pros and cons of 
participatory sensing and opportunistic sensing for 
collecting sensor data on smartphones in reviews of mobile 
crowdsensing systems and applications [13,19,23]. While 
the literature provides a comprehensive review, the 
discussions of the pros and cons are mainly based on 
researchers’ experiences and offer neither a systematic 
analysis among different approaches, nor empirical 
evidence derived from performing these approaches from 
users’ perspectives.   

Researchers working on participatory sensing and citizen 
science have explored improving data quality from 
participants [15,33,35], and reducing participants’ effort by, 
for example, requesting data only from those who are in 
relevant locations [26], similar to a context-triggered 
approach. However, research in this area has mostly aimed 
at sensing external phenomena, in which data being 
collected by one person can be reviewed and validated by 
peers or experts. Our study aims at collecting personal 
activity data in real-world settings, thus only people 
participating in the activity can validate annotations. 
Therefore, although our study is informed and inspired by 
research in mobile crowdsensing, the method for data 
assessment in this study faces different problems.  

Validity Assessment of Research Methods 
Another related area is assessing the validity of research 
methods to collect mental and behavioral data in context. In 
this area of research, methods often being assessed are 
retrospective methods such as surveys [37] and interviews 
[21], because they are generally believed to be subject to 
recall bias. To validate data collected via these methods, 
researchers have frequently used ESM or EMA as a “gold 
standard” because they are aimed at collecting participants’ 
in situ experiences and behaviors. In addition, the daily 
construction method (DRM) [16], an approach proposed for 
participants to reconstruct the sequence of activities that 
occur during a day, has also been assessed using 
ESM/EMA[9,20]. However, data collection for context-
aware systems development introduces concerns that go 
beyond validity as compared to a gold standard, for 
example the amount and temporal alignment of collected 
activity data, as well as users’ experience in collecting data 
using each approach.  

Acquiring Annotations on Recorded Activity Data 
Many researchers have collected annotated activity data for 
their research. While it is impossible to review all such 
studies, we focus on research aiming at supporting 
acquiring annotations. One focus of obtaining annotation is 
to leverage video to help users recognize collected 
activities. For example, CRAFT[29] adopts both in situ and 
post hoc approaches to capture behaviors of children in a 
video. However, in their study, post hoc annotations were 
added by experts to validate in situ annotations added by 
parents. In addition, the study was not aimed at comparing 
performances of different approaches.  

Another topic on annotation acquisition is easing users’ 
burden on annotation. One approach is asking users to 
speak to annotate [14,24]. Another is using a context-
triggered in situ approach to prompt users to label activities 
[5]. In [6], Cleland et al. compared the accuracy of labels 
using this approach with using a structured and a semi-
structured approach where researchers annotate the 
activities. They found that the accuracy of labels obtained 
using the context-triggered in situ approach was similar to 
the structured approach. However, in this study the authors 
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neither analyze the amount and quality of recordings nor 
analyze users’ experience in using them. To our best 
knowledge, our study is the first study systematically 
comparing all these dimensions among different approaches 
in real-world settings. We present our study in the 
following sections.  

THE FIELD EXPERIMENT  

Target Activity Data: Transportation Activity 
We chose transportation activity as the target activity to 
record and annotate. We had considered other types of 
contextual/activity data collected in prior research, 
including home activity, phone placement, noise, and body 
motions. We set up a list of criteria to evaluate each choice, 
including: 1) the data collection task is challenging enough 
but not too difficult so that users’ performances could be 
distinguished; 2) the task could be performed for several 
days, so that there is diversity within the to-be-recorded 
activity; 3) a known method exists for approximately 
detecting the to-be-recorded activity with a reasonable 
accuracy so that we could use it for implementing context-
triggered approaches and 4) the occurrence of the to-be-
recorded activity should be frequent enough so that failing 
to detect an instance of it will not lead to significant user 
frustration and a delay of the study. After evaluating each 
alternative, we chose to collect transportation activity: 
participants recording and annotating their trips when they 
are traveling outdoors, as shown in Figure 1.   

Choices of Approach to Compare: PART, SITU, POST 
We chose to compare three approaches to collect 
transportation activity data, which are: participatory 
(PART), context-triggered in situ (SITU), and context-
triggered post hoc (POST). We chose these three 
approaches for several reasons.  First, PART and POST are 
commonly adopted and discussed techniques in mobile 
crowdsensing [13,19,23]. SITU is also used in ESM studies 
for collecting contextual data (e.g. [11]). Second, PART, 
POST, and SITU impose different kinds and levels of effort 
on data collectors, namely, 1) the effort of operating the 
system to record and to annotate data; 2) the effort of 
remembering to start and stop recording data, 3) the effort 
of responding to a prompt in time and then returning to the 
original task if the current task is interrupted, and 4) the 

effort of recalling and reconstructing what happened during 
the recorded activity. We assume the differences in these 
aspects would influence user burden and compliance, and 
the quality of the recorded data. Finally, all PART, SITU, 
and POST have been used in collecting transportation data 
with users’ inputs [1,12,34]. Later we will describe the 
implementation of the three approaches in our study.  

Instrument for Data Collection: Minuku 
For this study we used Minuku, a data collection tool 
developed in our lab, which consists of a mobile Android 
application and a supporting backend. It can passively 
record contextual data (e.g. location, activity), trigger 
questionnaires based on context, and schedule daily diary 
prompts at designated times. These features are necessary 
for SITU and POST, as they automatically record data 
when they detect that a user is likely traveling using a 
particular transportation mode (TM). In addition, in SITU, 
Minuku needs to prompt the user to annotate their trips 
when it infers the TM of the user. Minuku utilizes the 
Google Activity Recognition service [38] to generate 
activity logs, which are in turn used to generate a first 
approximation of users’ TM. Specifically, Minuku extracts 
the “in vehicle,” “on foot,” “on bicycle,” and “still” labels 
from the service, and uses a finite state machine to 
determine whether a user is in a certain TM or is stationary. 
Determining a start and an end of a TM requires 
consistently receiving the same activity labels in a window 
of time (e.g. one minute). We iteratively tested different 
window sizes for different TMs with some ad hoc 
experimentation until the TM detection was robust and 
accurate in our own testing and in a field pilot study. The 
testing and the pilot study were important to the experiment 
because while a low threshold would cause Minuku to 
repeatedly prompt users during the same trip (over-
segmentation), a high threshold would impose a significant 
delay before Minuku would detect the start of a trip.    

Study Design and Procedure 
A within-subject design was adopted for this study because 
we reasoned that people have varied number of trips in a 
day and different commute routines. Accordingly, we chose 
to let each participant perform all PART, SITU, and POST. 
To mitigate the order effect, we randomly assigned 
participants to one of the six possible orderings of the three 
approaches. The number of participants in each order was 
balanced. 

Collecting Trips using Minuku when Traveling Outdoors: 
We asked participants to record and annotate their trips 
when they were traveling outdoors (i.e., between locations). 
The annotation interface was same for all three conditions, 
and is shown in Figure 2a. Participants were asked to 
choose an activity type (i.e. transportation mode) best 
describing their trip. In addition, we instructed them to add 
notes to describe their trips, especially when they found a 
trip to be atypical in terms of the movement dynamic. We 
said that notes were optional but encouraged participants to 
add them to let us know more about that trip. To help 

                     
Figure 1: Study participants recorded and annotated their 

trips when they traveled outdoors.  
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participants be aware of recording status, we put an icon in 
the notification bar whenever Minuku is recording a trip.  

Participants were asked to record and annotate at least two 
trips per day. We clarified to them that a trip should contain 
a clear origin and a destination, and they did not need to 
record outdoor movement shorter than 3 minutes nor indoor 
movement. At the end of each day, we tracked the number 
of recordings that participants annotated, and transitioned 
them to the next study condition once they had aggregated 
four days of annotated trips in the current condition. When 
the transition occurred, we sent them a new version of 
Minuku customized for the next condition. We told them 
that the four days of recordings did not need to be 
consecutive, and they should travel as they would do 
normally. They were provided $24 for completing the three 
conditions. They were rewarded 25 cents for recording 
extra trips beyond the two required daily trips, and they 
could earn up to $10 for the extra trips.  

Performing PART, SITU, AND POST  
For the PART condition, participants were told to manually 
record their trips using the interface shown in Figure 2b. 
They could start, stop, pause, and resume a recording. 
Clicking the “Add Details” button brought them to the 
annotation interface. We asked them not to intentionally 
split a trip in the same TM into multiple trips, and clarified 
that whenever they switched to a different TM (e.g., 
walking after parking a car), they were starting a new trip.  
Finally, we told them that they could modify labels and 
notes for their trips in the Recording Tab, in which they 
could also see all recordings. For the SITU condition, we 
told participants that Minuku monitored their transportation 
and would prompt them to annotate their trip (as shown in 
Figure 2c) as soon as the trip was detected. We told them 
that the SITU notification would disappear within 1-2 
minutes after Minuku detected that they had stopped 
traveling (i.e., after the end of the trip), and emphasized that 
they could only annotate during the trip because there was 
no recording tab in this condition. We also emphasized that 
they should annotate while they were in a safe situation 

(e.g. not during driving). For the POST condition, we told 
participants that Minuku detected their transportation but 
would not prompt them to annotate during a trip. Instead, 
any trips they completed would appear in the Recording 
Tab (as shown in Figure 2d), and Minuku would remind 
them every day at 9 pm to annotate. This approach is 
similar to a daily diary study and the day reconstruction 
method (DRM) used for reflecting on life experience [16]. 
The method has also been termed prompted recall survey in 
transportation research [1]. We told participants that they 
could annotate their trips in the Recording Tab at any time.  

Collecting “Ground Truth” Data 
To assess amount and quality of a participant’s recordings, 
it is necessary to know when he or she starts and stops 
moving outdoors. Therefore, we used Minuku to passively 
log participants’ location and activity traces. While activity 
traces were passively logged at all times, location traces 
were logged only when participants were detected to be 
moving (i.e. not stationary). However, because location and 
activity traces are not always reliable and accurate, we 
asked participants to also wear a wearable camera called 
Narrative Clip [39] during the study period. The camera is 
“always on” and takes a photo every 30 seconds. It is 
intended to be attached to the front of one’s clothing, and to 
capture whatever the wearer is looking at. Wearable 
cameras have previously been used to validate travel diaries 
in transportation research [10,18]. Inspired by the research, 
we intended to combine photos and logs to cross-validate 
and to generate Ground Truth Trips for each participant 
during the study.  

We had considered recording continuous video, however, 
during the study, there was no wearable camera that could 
continuously record video for an entire day or take still 
photos at a rate higher than 2Hz. We asked participants to 
wear the camera at all times if possible, and emphasized to 
them that it was important for the study that they wore it 
whenever they started to move. However, for ethical 
reasons, we told them that they could take off the camera if 
they were uncomfortable with wearing it in particular 

                          
Figure 2. From left to right are: (a) The interface for labeling and adding notes, (b) PART: users manually record their trips, 

(c) SITU: prompting users to annotate their trips, and (d) POST: users reviewing and annotating trips afterwards. 
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settings. We told participants that photos were important for 
the analysis, but we did not tell them that photos were used 
as the ground truth. 

Daily Diary and Post-Study Interview 
In all three conditions, we sent participants a diary e-mail at 
9:30 pm daily to have them reflect on unlabeled recordings. 
The diary prompt contained a list of recordings captured 
that day, with the start time, end time, and a transportation 
mode label next to it. We asked them to review and correct 
any incorrect recordings. For any unlabeled recording, we 
asked them to choose a reason from a list of reasons why 
the recording was unlabeled and also provide context about 
the recording. We also asked them to list trips that they took 
but did not appear in the recording list, and to choose a 
reason for why the trip did not appear. We interviewed each 
participant after they completed all three conditions. We 
first asked them about their commute process in a typical 
day and how they decided which trips to record. Then our 
questions were focused on, for each approach, how they 
annotated, the challenges they encountered, their subjective 
preferences, and their suggested improvements.  

Participants  
We recruited participants that regularly commute to work or 
school by posting flyers on campus, sending department-
wide e-mails, and advertising on social media. Respondents 
completed a screening survey to provide their 1) commute 
behaviors, 2) experience in using an Android phone; and 3) 
anticipated travel plans in the near future. We filtered out 
participants who traveled fewer than 4-5 days in a week, 
whose typical commute time was less than 5 minutes, and 
who were planning to travel out of town for more than a 
couple of days during the study timeframe. We attempted to 
balance gender, age, and transportation mode among 
participants. While we started the study with 37 
participants, only 29 successfully completed participation 
(16 males, 13 females). There were several reasons why 
participants dropped out of the study: the app did not work 
with their phone, they lost the camera, or they stopped 
responding. Fourteen participants’ ages were 18-25; twelve 
were 26-35, and others were over 36. We refer to them as 
P1-P29 throughout this paper. P13 and P19’s data were 
excluded from the quantitative analysis because their data 
were incomplete. Thirteen participants reported that their 
primary commute mode was “car,” while ten reported 
“bus,” four “walk”, and two “bike.”   

DATA PROCESSING AND CODING  

Cleaning, Merging, and Processing Recordings 
It is important to clarify that in this paper recordings refer 
to “recordings of trips” generated by Minuku, and trips 
refer to trips participants took during the study that were 
captured by a wearable camera that were later verified by 
human coders. We collected 3070 recordings. We firstly 
removed duplicate recordings generated due to Minuku’s 
error. Then we inspected participants’ diary entries to look 
for recordings explicitly recognized as errors or split trips. 

We removed false recordings and merged split recordings. 
Through this data cleaning and merging process, we 
obtained 2587 valid recordings (84.3% of all recordings), 
including both labeled and non-labeled.  

Generated Ground Truth Trips  
We generated Ground Truth Trips from captured photos 
and activity and location traces. Several participants 
mentioned in the interview that they did not wear the 
camera at work or at private places. There were also a few 
diary entries where participants said they forgot to wear the 
camera during a few trips. Thus, while we asked 
participants to wear the camera at all times if possible, we 
could not assert that Group Truth Trips captured “all” 
participants’ trips during the study.  

Two coders independently coded participants’ Ground 
Truth Trip times from photos and trace logs. Coders were 
trained to infer a transportation mode and when a 
participant started and ended a trip from photos, and to 
inspect activity traces along with using Google Earth for 
Desktop [40] to playback location traces to observe 
movement of participant to determine the final coded start 
and end times of each Ground Truth Trip. In addition to a 
standardized coding protocol developed for the coders to 
follow to ensure consistency, one of the authors also met 
with the coders weekly to discuss and resolve any 
uncertainty on coded times. We randomly chose a subset 
(644) from the coder’s’ coded times and ran the intra-class 
coefficient (ICC) test between them. The ICC score was 
0.87 indicating high reliability between two coders. After 
the test, each coder then coded a subset of the rest of the 
photos and logs (randomly assigned). We generated 1414 
Ground Truth Trips and paired each of them with 
participants’ recordings by comparing start time, end time, 
and transportation mode. Note that mislabeled recordings 
were treated same as unlabeled recordings in the 
comparison; their corresponding Ground Truth Trips, if 
any, were not counted as correctly labeled trips.  

DATA ANALYSIS 

Measures in Quantitative Analysis  
In our quantitative analysis, we focus on comparing the 
amount and quality of collected data using each of the three 
approaches. We introduced measures as follows: 

Overall Performance Measures 
1. Number of Valid Recordings 
2. Recording labeling ratio (R-LR): The ratio of valid 

labeled recordings to total valid recordings 
3. Recording appending note ratio (R-NR): The ratio 

of valid recordings to which a note was appended 
to total valid recordings.  

These measures indicate participants’ overall performance 
in producing different kinds of recordings.  

Coverage & Trip Labeling Ratio 
Coverage of recordings measures the length of data being 
recorded and correctly labeled in terms of absolute time 
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Figure 4. The differences in number of recordings 
decreased when more users’ efforts was involved.  

 
Figure 3. Noise and miss portion of recordings. 

(seconds) and percentage of total time (percentage) per 
day. For example, if a participant traveled 70 minutes in a 
day and recorded 56 minutes, the coverage length is 56 
minutes and the percentage is 80%. The higher these two 
measures are for a particular approach, the greater amount 
of data we collected through that approach. Another 
measure we calculated was trip labeling ratio (T-LR) per 
day. This indicates the ratio of participants’ actual trips 
recorded and labeled to total trips per day. For example, if a 
participant took 8 Ground Truth Trips in a day but only 
provided labeled recordings for 4, the T-LR would be 50% 
for that day. We assume T-LR of PART is lower than of 
SITU and POST because in PART, participants had to 
initiate recording on their own, whereas in SITU and POST 
Minuku records a trip whenever it recognizes movement in 
a targeted transportation mode.  

Completeness 
Completeness measures percentage of a trip being 
recorded and annotated. For example, if 15 minutes out of a 
20-minute trip is recorded and annotated, the completeness 
of the recording is 75%. Two other related measures are 
length of missed portions at the beginning and at the end of 
a trip (seconds), respectively. If a recording starts ten 
seconds after a trip starts, it misses ten seconds at the 
beginning; if it ends ten seconds before a trip ends, it misses 
ten seconds at the end. We expected to see missed portion 
in recordings of SITU and POST because for both Minuku 
needs to detect movement of a participant, which is likely 
to cause a delay in starting and stopping a recording.  

Precision 
Precision measures percentage of a recording precisely 
reflecting its label. If a recording labeled driving starts one 
minute earlier than the start of a 9-minute trip, it contains 
one minute of noise at the beginning, and its precision is 
90%. We also measure length of noise at the beginning and 
at the end (seconds). Due to the detection delay, we expect 
some noise at the end of recordings of SITU and POST.   

The illustration of completeness with missing portions and 
precision with noises is shown in Figure 3. 

Methods for Data Analysis 
We used a Chi-Square Test to examine whether participants 
had significant differences in overall performance in 
producing recordings across three approaches. For 
measures related to coverage, completeness and precision, 
we examined the main effect of variables of interest, 
including condition, transportation mode, day of a week, 
and user using an analysis of variance (ANOVA). The user 
variable was included to account for individual differences. 
We included the periods of day variable for trip level 
analyses such as completeness and precision. The periods 
we used are: morning (6am-11am), noon (11am-2pm), 
afternoon (2pm-6pm), evening (6pm – 9pm), night (9pm-
1am), and midnight (1am-6am). These periods were 
determined based on our knowledge of participants’ typical 
daily travel patterns obtained from the interviews. We also 

included the interaction effect between condition and 
transportation mode to examine whether certain 
combinations between the two would have an impact on 
recording coverage and accuracy. For example, in SITU, 
we expect participants less likely to label their trip when 
driving. We used the Tukey HSD Test for post-ANOVA 
pairwise comparisons. Below we present results related to 
main effects of condition and transportation mode, and the 
interaction effect between them. 

For qualitative analysis, we transcribed interviews, and 
coded the transcriptions and daily diary entries using an 
iterative process of generating, refining, and probing 
emergent themes. The coding themes were focused on the 
topics of challenges of using the approaches and 
participants’ likes and dislikes about each approach.   

QUANTITATIVE RESULTS & FINDINGS  

Overall Performance of Annotating Recordings 
We start presenting measures of overall performance. 
Among the 2587 valid recordings, 1919 were labeled 
(74.2%), and 994 (38.4%) were given a note. As expected, 
the number of labeled recordings of PART (424) is lower 
than of SITU (723) and POST (772). In terms of the 
recording labeling ratio (R-LR), from highest to lowest are: 
PART (91.6%), POST (76.8%), and SITU (64.9%). All of 
the differences in R-LR between any two approaches are 
statistically significant using the Chi-Square Test for 
pairwise comparisons (PART vs. SITU: χ2 = 109.9, p < 
.001; SITU vs. POST: χ2 = 33.4, p < .001; PART vs. 
POST: χ2 = 40, p <. 001).  In addition, PART also had the 
highest ratio of appended notes (R-NR: 58.2%), which is 
higher than of SITU (R-NR: 31.6%, χ2 = 25.1, p < .001) 
and of POST (R-NR: 36.8%, χ2 = 28.3, p <. 001). No 
significant difference was found between SITU and POST.  

There are several things to note regarding these results. 
First of all, the SITU approach, i.e. asking users to label 
during traveling, led to the lowest labeling ratio. We think 
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this may be linked to the issue of interruption in SITU. 
Secondly, the R-NR of POST is roughly as low as SITU. 
We speculate that this is because in a post hoc review it was 
easier for participants to recall (or reason) the transportation 
mode of trip than to recall details of a trip. Third, SITU and 
POST produced more valid recordings than PART because 
of its automated recording. However, another reason is that 
participants sometimes labeled one trip more than once in 
SITU and POST when the app falsely detected them 
stopping and starting a new trip. Regardless of the reasons, 
Figure 4 shows that with more effort involved (i.e. labeling 
and adding notes), the advantage of automated recording on 
producing more annotated recordings is decreasing. The 
decrease in the rate of adding notes is especially apparent, 
probably because we only encouraged instead of required 
participants to add notes to recordings.  

Coverage of Recordings 
Having more labeled recordings does not necessarily mean 
a greater quantity of activity data being recorded and 
labeled. In this section, we compare the ratio of actual trips 
recorded and labeled to total trips per day (T-LR) and the 
coverage of recordings among the three approaches. For T-
LR, our results indicated main effects of transportation 
mode (F[5,454]=5.3, p < .001) but not condition. In a post 
hoc analysis, we found the T-LR of walking trips to be 
lower than bus trips (p < .001) and car trips (p = .02), 
respectively. This may have been because participants 
considered car and bus trips more like “real trips,” and may 
have been more likely to record and label them.  

For coverage length, our results showed main effects of 
both condition (F[2,454] = 4.9, p = .007) and transportation 
mode (F[6,454] = 18.6, p < .001). In a post hoc analysis, we 
found the total coverage (absolute time) of PART greater 
than of SITU (p = .02) and POST (p = .02). A similar result 
was also found in coverage percentage: both condition 
(F[2,454] = 12.9, p < .001) and transportation mode 
(F[5,454] = 2.8, p = .02) had an effect on coverage 
percentage, and the coverage percentage of PART was also 
greater than that of SITU (p < .001) and POST (p < .001).  

Completeness of Recordings  
As a reminder, completeness denotes the percentage of a 
trip that was recorded and labeled. Our results suggested 
both main effects of condition (F[2,1365] = 35.2, p < .001) 
and transportation mode (F[5,1365] = 8.2, p < .001). A post 

hoc analysis showed that completeness of recordings of 
PART (68.2%) was higher than of SITU (48.1%, p < .001) 
and POST (47.4%, p < .001). We also found completeness 
of recordings for walking trips (45.2%) to be lower than of 
car trips (59.8%, p < .001) and bus trips (59.7%, p < .001). 
There also existed an interaction effect between condition 
and transportation mode (F[4,1365] = 3.8, p = .004). In 
particular, we found that when using PART, completeness 
of recordings of walking trips (51.8%) was significantly 
lower than of bus trips (80.5%, p < .001) and car trips 
(76.2%, p < .001), respectively. This result indicates that 
there was a larger disagreement regarding when walking 
trips started and ended between participants and our coders 
than car trips and bus trips. This might be because starts and 
ends of car trips and bus trips are generally less ambiguous 
than of walking trips.   

Regarding missed portions at the beginning of a trip, we 
found main effects of condition (F[2,901] = 31.3, p < .001) 
and transportation mode (F[4,901] = 7.2, p < .001), and an 
interaction effect between condition and transportation 
mode (F[4,901] = 3.9, p = .004). Specifically, recordings of 
PART missed shorter portions at the beginning (29.8 
seconds) than of SITU (140.4 seconds, p < .001) and POST 
(144.1 seconds, p < .001), suggesting that the TM detection 
delay led to longer missed portions at the beginning. In 
addition, recordings of walking trips missed longer portions 
at the beginning than of car trips (p < .001). On the other 
hand, there was no statistically significant difference in the 
length of missed portions at the end among the approaches. 
This suggests that when using PART, participants could 
stop a recording soon after ending a trip. Completeness and 
missing portions across approaches and transportation 
modes are shown in Figure 5.  

Precision of Recordings 
As a reminder, precision measures the percentage of a 
recording reflecting its transportation mode label. Our 
results showed main effects of condition (F[2,901] = 32.1, p 
< .001) and  transportation mode (F[4,901] = 16.5, p < 
.001). As expected, we found precision of recordings of 
PART to be higher than of SITU (p < .001) and POST (p < 
.001), as shown in Figure 6. As with the completeness 
result discussed above, this difference was probably caused 
by the detection delay. Furthermore, we found the precision 
of walking trip recordings in both SITU and POST lower 

 

 
Figure 5: Completeness of Recordings (Left), length of missed portion at the beginning (Middle), and length of missed portion 

at the end (Right) across approaches and transportation modes. 
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than any other combinations of transportation mode and 
condition (all p-values are below .001). With further 
investigation, we found that the low precisions of 
recordings of walk trips of SITU and POST were mainly 
caused by the noise at the end, as shown in Figure 6 (right). 
Specifically, our results showed not only that recordings of 
SITU and POST contained significantly more noise at the 
end than of PART (both p-values <.001), but also that both 
recordings of car trips (p = .005) and walking trips (p < 
.001) contained significantly more noise at the end than did 
bus trips. We think these results may be because the ends of 
car trips and walk trips are more ambiguous than bus trips 
in terms of detection.  

To summarize, our quantitative analysis indicates three 
results of particular interest. First, although SITU and 
POST produced more labeled recordings, PART produced a 
greater amount (in absolute duration) of labeled data. 
Second, recordings of PART were more complete (less 
missed data at the beginning) and more precise (less noise 
at the end) than recordings of SITU and POST. Third, it 
seems that walking trips are most ambiguous among the 
transportation modes regarding when a trip starts and ends.    

QUALITATIVE RESULTS & FINDINGS  

Challenges of Using PART, SITU, and POST 
According to participants, the greatest challenge of using 
PART was to remember to record a trip. Most participants 
reported that they had forgotten recording their trips once or 
more. According to participants, the major reasons for 
forgetting to record were being in a hurry and being 
distracted or preoccupied. Further, many participants 
reported that it was easier to forget to start recording than 
forget to stop, because once they had started a recording, 
they were aware that Minuku was recording and would 
remember to stop it. Some participants also mentioned they 
took off the camera while they went indoors, and this action 
reminded them to stop the recording.  

The greatest challenge of using SITU was being able to 
annotate during an activity before the prompt disappears, 
when the activity requires high attention. For instance, 
whereas most participants said it was not troublesome to 
annotate while walking, participants who commute by car 
reported that when driving they had to find a good time to 
label when getting prompted, usually at stoplights. In order 

not to miss the prompt, several participants said they tended 
to wait for the prompt once they started moving, but this 
gave them pressure and anxiety. For example, P5 said: “it 
made me so anxious, like ‘I've got to record this.’” She 
continued: “…at first I thought ‘oh, that sounds like the 
easiest ones’ but it was actually annoying.  [...] there was 
no way to go back and redo it afterwards, pressure was like 
‘I've got to record while I'm doing it or I'll miss it.’”  

The most-cited challenge of using POST was being unable 
to recognize a trip. While sometimes it was because when 
reviewing the trip on the map the trajectory did not make 
sense to them, at other times they said they simply could 
not recall what a trip was about. For example, P26 said: 
“[…] I did not recall anything, but it recorded itself. But at 
the end of the day I had to remember as to what I did at that 
point, what I did not do at that point.” Interestingly, when 
reviewing a trip, whereas some participants said that they 
relied on the map to recognize a trip, others said they 
mainly relied on the time of a trip. When asked about their 
rationale, participants who mainly relied on the time 
indicated that their schedule and travel pattern were regular 
and predictable; thus time was sufficient for them to 
recognize their trips. On the other hand, participants who 
often had irregular travels tended to rely on the map view to 
recognize their trips. However, participants generally 
agreed both maps and time were useful, and they had used 
both for labeling at some point. It is noteworthy that 
participants often “reasoned” a trip rather than recalling it. 
For example, P22 reasoned her trips largely based on the 
time, “I definitely looked at the times a lot because I know 
I'm walking between 4:30 and 4:45, and then I know I'm 
driving between 4:45 and 5:00 something, and then if I 
knew it was an evening trip, I'd remember if I drove or 
someone else drove.” P24, on the other hand, used 
trajectories to reason her trips: “[…] like when the line is 
clearly on the bus route that I take, [it] is very obvious, so 
that's very reliable, and the same for a car and walking.”  

Participants’ Likes and Dislikes about the Approaches 
Most participants liked PART because they had complete 
control over what and when to record. For example, P18 
said, “I guess the good part about participatory is that I 
wouldn't have to respond to three-minute walking trips 
'cause those seemed not important.” In addition, they 
thought the PART approach produced the most accurate 

 

 
Figure 6: Precision of Recordings  (Left), noise at the beginning (Middle), and Missed Portion at the end (Right) across CBAAs and 

transportation modes. 
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recordings among the three. Participants disliked PART 
mostly because they had to remember to start and stop on 
their own. For example, P5 said, “You had to remember to 
press. […] so if you were forgetful you wouldn't want to 
have that burden.” 

Participants disliked SITU mainly for being prompted 
erroneously—sometimes multiple times during a single trip. 
For example, P10 complained about getting prompts 
whenever he encountered a stop sign: “By the time I get to 
the stop sign, it was [like]: ‘Perfect, you got a stop sign.’ 
And then, [the prompt] would then pop up. I was like, "You 
stupid [app], not giving me the notification.” Another 
commonly cited problem was being unable to prevent the 
app from recording the movement they did not want to 
record. For example, P13 said, “[…] especially when I 
didn't wanna record a trip, it would constantly be nagging 
me, like when I work, I deliver stuff.” P5 also complained: 
“... it would record me walking inside, […]. I was like ‘ugh, 
just leave me alone.’” Furthermore, participants felt that 
they lacked the control over when to annotate in SITU, as 
P24 reported: “I didn't like how I couldn't go back to my 
trips at the end of the day. Like I said, every now and again, 
I was concerned about not being able to record them... I 
couldn't go back and see which ones I forgot to record.” 
These participants wished there had been a way for them to 
review and labeled their trips afterwards like in POST. 

On the other hand, participants liked SITU for its prompting 
feature suggesting the current transportation mode. For 
example, P4 said, “I like that it did have that reminder, it 
was able to pre-judge what transportation I was actually 
using” P9 also said, “[…] it was pretty efficient the way 
that it only prompted when it was a long trip.” He later 
added, “I thought [it] was intelligent. It can detect when 
you're in a car, when you're walking, so, which was pretty 
good. […] It was always accurate.”  

Participants liked POST in that they only needed to 
annotate their trips once at the end of the day or when they 
were free, as P34 said, “I really enjoyed being able to […] 
fill it all out in one time. […] It gave me a lot of flexibility. I 
could label it afterwards. I could label it at the very end of 
the day when I was sitting down charging the camera.”  
P28 also said, “[…] Like the best one would be: have an 
app which will do efficient tracking, and it will pop up only 
once in the night. It will do everything in the background, 
okay?” However, not all participants liked repeatedly 
labeling their trips all at once, which may have led to less 
effort being directed towards the labeling task. For 
example, P29 illustrated this issue in the interview: 
“Submit. Submit. Submit. [laughter]. Most people will be 
more diligent so they'll take more time to fill out the 
reports.”  

Another often mentioned dislike was seeing a number of 
errors, such as trips that were too short to record or trips 
that were hard to recognize. For example, P9 said: 
“Prompting me for a lot of trips which weren't trips 

actually. […] I couldn't remember what they were, because 
the map would show like 10 feet or something, like a dot.”   

DISCUSSION 

Analyzing Pros and Cons of PART, SITU, and POST 
We analyze pros and cons of PART, SITU, and POST in 
three aspects vital to collecting annotated activity data: 
quantity of data, quality of data, and user experience.  

Quantity of Data 
A common question regarding the amount of collected data 
using participatory vs. context-triggered is: does automated 
recording lead to greater quantity of data? Our results do 
not suggest such an advantage. Although SITU and POST 
resulted in more labeled recordings, these recordings were 
shorter because they were less complete. In addition, some 
of these recordings were fragmented and actually belonged 
to a single trip due to over-aggressive segmentation. In 
addition, although we originally expected in PART 
participants would record fewer trips in a day because of 
the higher burden, our result shows that participants did not 
label fewer actual trips in a day in PART than in SITU and 
POST. On the other hand, our result also shows that the 
coverage of recordings and the ratio of labeled trips to total 
trips between SITU and POST are similar. This seems to 
indicate that neither the interruption issue of SITU nor the 
recall bias issue of POST lead to smaller amount of 
annotated activity data, as compared with the other.  

Quality of Data 
Our result shows a pattern regarding completeness and 
precision of recordings. Both the context-triggered 
approaches, SITU and POST, had more missed portions at 
the beginning and contained longer noise at the end due to 
the detection delay. In addition, because of occasional 
detection errors, both SITU and POST had issues with 
splitting a single trip into multiple recordings. In contrast, 
recordings of PART more precisely matched the actual start 
times and end times of their corresponding Ground Truth 
Trips. Moreover, participants also stated that they felt their 
recordings in PART more accurately reflected their trips.   

User Experience  
According to the qualitative findings, we identify two key 
aspects of user experience particularly vital to collecting 
annotated activity data: user burden and user control. 
Regarding user burden, participants generally felt PART 
least convenient because they needed to remember to record 
their trips. In contrast, they appreciated the convenience in 
SITU and POST because of their automated recording and 
prompt, especially that in POST they did not need to 
annotate during a trip, as they needed for PART and SITU. 

Regarding user control, participants highly valued being 
able to control when and what to annotate and record. The 
fact that participants could only annotate during a trip in 
SITU made participants anxious about missing a prompt, 
especially when an activity required their attention (e.g. 
driving). They favored the flexibility of deciding when to 
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annotate in POST because they could annotate whenever 
they were free. In addition, participants wanted to control 
the app so that it did not record a trip they were reluctant or 
did not need to record. These issues are specific to context-
triggered approaches, which are challenging yet crucial to 
address. They are challenging because it is likely that 
researchers who aim to collect activity data using a context-
triggered approach may not yet have a context-detection 
system that is accurate and intelligent enough to prevent 
false detection or to accurately select what and when to 
record. These issues are crucial to solve because they are 
likely to annoy users over time and decrease compliance. 
Allowing users to control a collection tool, especially when 
context-detection is not accurate, can ameliorate this issue. 
When the context detection improves, users may find 
themselves not needing to rely all by themselves to record. 
In the next section, we propose set of features for a future 
tool for collecting annotated activity data. 

Proposed Features for Activity Data Collection Tool 
While granting user control and easing user burden can be 
seen as a design tradeoff, our experiences convince us that 
these two elements can be balanced to improve not only 
user experience, but also the quantity and quality of data 
collected. For granting user control, we argue that it is 
important to allow users to control a recording interface 
regardless of whether there is a context-trigger feature. We 
suggest tools should include a context-trigger function if it 
is available because automated recording and reminders can 
reduce users’ burden. However, users must be able to 
switch this function on and off whenever they want to 
prevent the tool from recording. A promising approach 
might be to encourage users to manually record their 
activity (as in PART); meanwhile, a context-trigger 
function is running as a fall-back so that when users forget 
to record the tool can automatically record it and remind 
them to annotate (as in SITU/POST). We suggest the tool to 
deliver a reminder during an activity (as in SITU) so that 
users can be aware of an ongoing recording (so that they 
can also cancel it) and can annotate it at a breakpoint. 
However, the tool must allow users to review and annotate 
their activity after the activity ends (as in POST).  

To further ease user burden, the tool could automatically 
suggest a label where possible, meaning that users only 
need to change the label if it is incorrect. When the tool 
detects users being in the same activity consecutively, it 
could ask whether this is a continued activity, and if yes, it 
could automatically connect the current recording to the 
previous one. Finally, detecting an opportune moment [32] 
for delivering the prompt during or after an activity can also 
avoid interrupting the user.   

Limitations of the Study 
The current study is subject to several limitations. First, the 
Ground Truth Trips in the study were generated where 
photos were available. As a result, the result may be subject 
to a systematic bias related to the availability of photos. 

Second, the sampling rate of the camera is one photo per 30 
seconds. Although we used logs to establish more precise 
times of Ground Truth Trips, there might be still some 
imprecision on the start/end times. Third, this paper did not 
analyze the length and quality of notes, which could be 
useful to assess users’ compliance. Fourth, we only 
analyzed log data from a small sample of 27 participants, 
and the participants were mostly below 35 years old. Thus 
their behavior may not be representative to the general 
mobile user population. Fifth, in our study we only asked 
participants to collect transportation activities; it is possible 
that the results of the comparison might have been different 
if we had chosen to collect other types of activities (e.g., 
exercise). Finally, participants only used each approach for 
four days. It is likely that their compliance might decrease 
if our study had been longer, especially for approaches 
considered more troublesome. In addition, the action of 
wearing a camera might remind participants to start and 
stop recording their trips in PART. Therefore, our results 
might overestimate the coverage and underestimate amount 
of noise of recordings of PART if employed without a 
camera. Despite these limitations, we reemphasize that the 
goal of the study is not to identify “a winner” among the 
three approaches, but instead, to inform future research on 
developing a reliable and effective approach and tool for 
collecting annotated activity data through the comparison.   

CONCLUSION 
We presented a field experiment comparing three 
approaches involving mobile users in recording and 
annotating their transportation activities in real-word 
settings. The approaches we compared are participatory 
(PART), context-triggered in situ (SITU), and context-
triggered post hoc (POST). Our data showed that although 
SITU and POST produced more activity recordings, PART 
produced larger amount of activity data in terms length, 
suggesting that automated recording was not advantageous 
in our study. In addition, recordings of PART were also 
more complete and contained less noise than recordings of 
SITU and POST. On the other hand, we learned that users 
highly value being able to control what and when to record 
and annotate, and appreciate automated recording and 
reminders that can reduce their burden. We conclude that 
both granting user control and easing user burden are key 
aspects to future approach and tool for collecting annotated 
contextual/activity data. Based on these two aspects and 
with a goal for improving user experience as well as the 
amount and quality of collected data, we propose a set of 
design features for a future tool.   
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