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Abstract. In this paper we study the error rate of RNA synthesis in the look-ahead model for the random walk of RNA polymerase along DNA during transcription. The model's central assumption is the existence of a window of activity in which ribonucleoside triphosphates (rNTPs) bind reversibly to the template DNA strand before being hydrolyzed and linked covalently to the nascent RNA chain. An unknown, but important, integer parameter of this model is the window size \( w \). Here, we use mathematical analysis and computer simulation to study the rate at which transcriptional errors occur as a function of \( w \). We find dramatic reduction in the error rate of transcription as \( w \) increases, especially for small values of \( w \). The error reduction method provided by look-ahead occurs before hydrolysis and covalent linkage of rNTP to the nascent RNA chain, and is therefore distinct from error correction mechanisms that have previously been considered.
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1. Introduction

The elongation phase of transcription is the stage in which RNA polymerase incorporates ribonucleoside triphosphates (rNTPs) into the nascent RNA chain. In bacteria, the rate of chain elongation ranges from \( \sim 30 \) to \( 80 \) bases/second, and may depend on the rate at which the cell is growing \cite{36}. The error rate of transcription in vitro is \( \sim 1 \) to \( 2 \) per 100,000 basepairs \cite{30, 5, 18}, but the error
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rate of transcription in vivo is much debated. Although RNA polymerase is highly conserved in all living organisms, the two most studied polymerases are bacterial polymerase from Escherichia coli and eukaryotic RNA polymerase II (Pol II). Almost all current data for studying errors in transcription are from studies of these two polymerases.

Of all the steps in transcription, the elongation stage is most amenable to a physical description [10]. Recent experimental advances in single molecule microscopy have produced high quality dynamic data [2, 11, 28] on the elongation dynamics of transcription. These advances have aided in developing accurate quantitative models of elongation. These models have mainly focused on transcription pausing and backtracking [3, 4, 27, 33, 37, 39, 40, 41]. The look-ahead model of transcription elongation dynamics proposed by Yamada and Peskin [40, 41] assumes that there exists a window of activity in which rNTPs bind reversibly to the template DNA strand before being hydrolyzed and linked covalently to the nascent RNA chain. An important parameter of the model is the window size, in bases, denoted by $w$. In the present paper, we study the influence of the window size $w$ on the error rate of transcription.

Transcriptional fidelity is clearly important for the survival of cells and organisms. Several error-correcting mechanisms involving proofreading to maintain fidelity in transcription have been proposed [7, 13, 20, 42]. It has also been hypothesized that transcription elongation factors play an important role in enhancing transcriptional fidelity, including factors such as GreA, GreB and NusA [26, 31] in bacteria and TFIIS in eukaryotes [16, 29]. Several investigators have studied mutations of Pol II and their effects on transcriptional elongation rate, control and fidelity [6, 15, 17, 21, 22, 23]. Here we investigate an error reduction mechanism that is inherent in the look-ahead model.

The distinction between error reduction and error correction is that error reduction occurs before an incorrect rNTP has been hydrolyzed and incorporated into the nascent RNA chain, whereas error correction occurs afterwards. Error reduction is thus inherently more economical than error correction. The two mechanisms are by no means mutually exclusive, and nature may well employ both of them. In this paper, however, we limit our considerations to the study of an error reduction mechanism that is inherent in the look-ahead concept.

2. The Model

This section contains a complete statement of the look-ahead model [41], as well as a description of the special case of the look-ahead model that is used in the present paper to assess the influence of look-ahead on the error rate of transcription. The model description here is in verbal form; the equations that govern the model appear in the following sections as needed, see also [41].

The look-ahead model assumes that there is a window of activity (subset of the transcription bubble formed by RNA polymerase) within which ribonucleoside triphosphates (rNTPs) can bind reversibly to the template strand of the DNA prior to being linked covalently to the nascent RNA chain. The sites within the window of activity where such reversible binding may occur are numbered $j = 1, 2, \ldots, w$. We assume that the binding and unbinding of rNTP to these different sites
occur independently of whether any of the other sites are occupied or unoccupied, and also that the rate constants for these reactions depend only upon the chemical identity of the DNA base that is present at a site and upon the chemical identity of the rNTP that is binding or unbinding there, but not upon the location of the site within the window of activity.

Site #1 of the window of activity is special. We assume that it is the only site at which covalent linkage of an rNTP to the nascent RNA chain may occur. Therefore, covalent linkage of an rNTP can only occur when site #1 of the window of activity is occupied. The rate constant for covalent linkage may depend on which DNA base is present at site #1 and also on which rNTP is reversibly bound there.

When such covalent linkage does occur, we assume that this causes the RNA polymerase, and with it the transcription bubble and the window of activity, to move forward a distance of one basepair along the DNA. The result from the point of view of the window of activity is downward shift in the state of its sites. Let \( s(j) \) denote the state of site \( j \) immediately before the covalent linkage event, and let \( s'(j) \) denote the state of site \( j \) immediately afterwards. By “state” of a site we mean the following: (1) the identity of the template strand DNA base that is located at that site, (2) whether or not that DNA base has an rNTP reversibly bound to it, and finally (3) the identity of that rNTP if there is one present. The downward shift of the states of the sites within the window of activity that accompanies a forward move of the RNA polymerase is described as follows: \( s'(j) = s(j + 1) \) for \( j = 1, 2, \ldots, w - 1 \). Note that \( s(1) \) plays no role here, since the prior content of site #1 leaves the window of activity during a forward move of the RNA polymerase.

In fact, the rNTP at site #1 is the one that is incorporated into the nascent RNA chain during (or immediately prior to) that forward move. Also, note that the above formula does not specify \( s'(w) \). Since site \( w \) is a new one that has just been drawn into the window of activity by the forward move, its DNA base is the one that was immediately downstream of the window of activity on the template strand immediately prior to the forward move, and we know that there cannot be any rNTP bound to the DNA base at site #w immediately following a forward move. This is because there has not been any time for such binding to occur.

In general, the look-ahead model as defined above has a large number of parameters. Specifically, there are 16 rate constants for reversible binding of an rNTP to a DNA base within the window of activity, 16 rate constants for the corresponding unbinding reactions, and 16 rate constants for the covalent linkage to the nascent RNA chain of an rNTP that is reversibly bound to the DNA base at site #1 of the window of activity. (The number 16 = 4 \times 4 \) arises in each case because the rate constant in question depends on the chemical identity of the DNA base and also on the chemical identity of the rNTP, with 4 choices for each.) The window size \( w \), which of course is a positive integer, is yet another parameter of the look-ahead model.

Since our purpose here is not to make realistic parameter choices, but rather to study the potential of look-ahead as an error-reduction mechanism, we restrict the parameters in such a way as to highlight the issue of fidelity of transcription in its simplest possible form. This is accomplished by treating all Watson-Crick base pairs as equivalent to each other, and likewise all non-Watson-Crick base pairs as equivalent to each other, while of course maintaining the distinction between a Watson-Crick and a non-Watson-Crick base pair. We regard any Watson-Crick base pair as “correct,” and therefore we use the subscript “C” on any rate constant that pertains to a Watson-Crick
base pair. Similarly, we regard a non-Watson-Crick base pair as "incorrect," and use the subscript "I" to denote any rate constant pertaining to such a miss-matched pair.

The parameters of the model are as follows:

\[ w = \text{window size in bases (a positive integer)} \]
\[ \alpha_C, \alpha_I = \text{rate constants for binding (association) of the correct (C) or any particular incorrect (I) rNTP to an available DNA base at any particular site within the window of activity} \]
\[ \beta_C, \beta_I = \text{rate constants for unbinding (dissociation) of a correct (C) or incorrect (I) rNTP that is reversibly bound within the window of activity} \]
\[ k_C, k_I = \text{rate constants for hydrolysis and covalent linkage to the nascent RNA chain of an rNTP that is correctly (C) or incorrectly (I) bound at the site of incorporation (site #1) in the window of activity.} \]

Note that for any given DNA base, there is only one correct rNTP that can bind to it, but there are three incorrect choices of rNTP. Therefore, the overall rate constant for incorrectly filling an empty site is \(3\alpha_I\). This factor of 3 is significant, since it biases the system in favor of errors and makes the problem of achieving high-fidelity transcription all the more difficult.

The six rate constants defined above are all first-order rate constants, with units of reciprocal time. By the law of mass action, the binding rate constants \(\alpha_C\) and \(\alpha_I\) are each proportional to the concentrations of their respective rNTPs. We assume here that the concentrations of the four rNTPs are equal, so that the symmetry stated above in which all Watson-Crick pairs are equivalent, and all non-Watson-Crick pairs are equivalent, is not disturbed by unequal ambient concentrations of the different rNTPs.

Although \(w\) may be any positive integer, it should be kept in mind that the look-ahead feature of the model is only present when \(w > 1\). When there is more than one site within the window of activity, the model has a parallel-processing or assembly-line character, in which rNTPs can be lined up along the template strand of the DNA, so that with high probability an rNTP is already present when the RNA polymerase is ready to incorporate it into the nascent RNA chain. This parallel-processing feature obviously accelerates transcription. Its impact on the fidelity of transcription, if any, is not so readily apparent. We study this issue by comparing the error rate of the model with \(w = 1\), which may be called the non-look-ahead case, to the error rate when \(w > 1\).

3. Analysis of the Model

Analysis of the Error Rate when \(w = 1\)

The case in which \(w = 1\) is the special case of the look-ahead model in which there is no look-ahead feature. In this case, the window of activity contains a single site which may be in one of three states: it may have no rNTP bound, it may have the correct rNTP bound, or it may have an
incorrect rNTP bound to the DNA base that is located within the window. The transitions among these possible states, together with their rate constants, are depicted in Figure 1. Note in particular the arrows with rate constants $k_l$ and $k_C$ in Figure 1. These depict the hydrolysis and irreversible covalent linkage to the nascent RNA chain of the incorrect or correct rNTP that is reversibly bound at the site. According to our assumptions, such covalent linkage is accompanied by a forward shift of the RNA polymerase molecule by one basepair along the DNA. Immediately after this forward move, there cannot be any rNTP bound to the DNA base that has just been brought into the window of activity. This explains why the arrows labeled by $k_l$ and $k_C$ point back to the empty site in Figure 1.

We analyze the steady state of the kinetic scheme depicted in Figure 1. Let

$$p_I = \text{probability that an incorrect rNTP is reversibly bound}$$

$$p_C = \text{probability that a correct rNTP is reversibly bound}$$

$$1 - (p_I + p_C) = \text{probability no rNTP is bound.}$$

The steady state equations can be read directly from Figure 1. They are:

$$3\alpha_I (1 - (p_I + p_C)) = (\beta_I + k_I)p_I$$

$$\alpha_C (1 - (p_I + p_C)) = (\beta_C + k_C)p_C.$$

Putting these equations in standard form, we obtain:

$$(\beta_I + k_I + 3\alpha_I)p_I + 3\alpha_I p_C = 3\alpha_I$$

$$\alpha_C p_I + (\beta_C + k_C + \alpha_C)p_C = \alpha_C.$$

The determinant is:

$$\Delta_1 = (\beta_I + k_I + 3\alpha_I)(\beta_C + k_C + \alpha_C) - 3\alpha_I \alpha_C$$

$$= (\beta_I + k_I)(\beta_C + k_C) + 3\alpha_I(\beta_C + k_C) + \alpha_C(\beta_I + k_I),$$

and we have:

$$p_I = \frac{3\alpha_I(\beta_C + k_C + \alpha_C) - \alpha_C 3\alpha_I}{\Delta_1}$$

$$= \frac{3\alpha_I(\beta_C + k_C)}{\Delta_1}$$

$$p_C = \frac{(\beta_I + k_I + 3\alpha_I)\alpha_C - 3\alpha_I \alpha_C}{\Delta_1}$$

$$= \frac{\alpha_C(\beta_I + k_I)}{\Delta_1}.$$

Having solved for $p_I$ and $p_C$, we can evaluate the error rate in the following way. By definition, the error rate $E$ is given by

$$E = \frac{v_I}{v}, \quad (3.1)$$
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where \( v \) is the number of bases transcribed per second, and \( v_I \) is the number of bases transcribed \textit{incorrectly} per second. From the kinetic scheme of Figure 1, it is clear that

\[
\begin{align*}
v_I &= p_I k_I \\
v &= pIk_I + p_C k_C.
\end{align*}
\]

For window size \( w = 1 \), we therefore have the following results:

\[
\begin{align*}
v &= \frac{k_C p_C + k_I p_I}{k_C p_C + k_I p_I} = \frac{k_C \alpha_C (\beta_I + k_I) + k_I 3 \alpha_I (\beta_C + k_C)}{(\beta_I + k_I)(\beta_C + k_C) + 3 \alpha_I (\beta_C + k_C) + \alpha_C (\beta_I + k_I)} \\
E_1 &= E_1 = \frac{k_I p_I}{k_C p_C + k_I p_I} = \frac{\theta_1}{1 + \theta_1},
\end{align*}
\]

where

\[
\theta_1 = \frac{k_I 3 \alpha_I (\beta_C + k_C)}{k_C \alpha_C (\beta_I + k_I)}.
\]

![Figure 1: The kinetic scheme of the look-ahead model in the special case \( w = 1 \). This is the case in which the model has no look-ahead feature, since there is only one site in the window of activity. The parameters \( \alpha_C \) and \( \alpha_I \) are the rate constants for binding a correct (C) or incorrect (I) rNTP to an empty site. The parameters \( \beta_C \) and \( \beta_I \) are the rate constants for unbinding of a correct (C) or incorrect (I) rNTP that is reversibly bound at that site, thus leaving the site empty again (state 0). The parameters \( k_C \) and \( k_I \) are the rate constants for the hydrolysis and covalent linkage to the nascent RNA chain of a correct (C) or an incorrect (I) rNTP that was reversibly bound at the site in question. Like an unbinding reaction, covalent linkage also results in an empty site, since it involves a forward move of the RNA polymerase to the next location along the DNA. Note that the rate constant for incorrectly filling an empty site is \( 3 \alpha_I \) since there are always 3 possible incorrect choices for an rNTP.](image)

**Analysis of the Error Rate when \( w \rightarrow \infty \)**

Of course, the window size cannot be infinite, but it is instructive to consider this case, as it presents the look-ahead effect in its most pure form. Later on we shall use numerical methods to study the error rate as a function of \( w \).
Figure 2: The kinetic scheme for any site other than site #1 of the window of activity. Here the only reactions are binding ($\alpha$) and unbinding ($\beta$) of correct (C) or incorrect (I) rNTP. The state labeled 0 has no rNTP bound. In the limiting case of infinite window size, it may be assumed that the kinetic scheme shown here is in its steady state.

To analyze the limit of infinite window size, we adopt a different point of view from the one used in the previous section, and we think about the transient from one incorporation event to the next. Suppose that such an event has occurred at $t = 0$. We focus attention on first site of the window of activity. It has three possible states which we will denote by I, 0, and C where 0 denotes an empty site, i.e., a site to which no rNTP is bound. Because we are considering the limit $w \rightarrow \infty$, the site in question has had plenty of time to equilibrate during its journey through the window. Throughout this journey, for all $t < 0$, the site in question has been at some location other than location #1. Because of this, the only reactions that could have occurred at this site during $t < 0$ are those of binding or unbinding of correct or incorrect rNTP. Therefore, the probabilities of the different states at the site which has just become site #1 immediately after a forward move are given by:

$$p_I(0) = \frac{3\alpha_I\beta_C}{3\alpha_I\beta_C + \alpha_C\beta_I + \beta_I\beta_C}$$

$$p_0(0) = \frac{\beta_I\beta_C}{3\alpha_I\beta_C + \alpha_C\beta_I + \beta_I\beta_C}$$

$$p_C(0) = \frac{\alpha_C\beta_I}{3\alpha_I\beta_C + \alpha_C\beta_I + \beta_I\beta_C}$$

It is easy to check that the above probabilities are the normalized steady state of the kinetic scheme found in Figure 2. It is a special case of the one we considered above for $w = 1$; we can just set $k_C = k_I = 0$ and obtain the needed results.

Now that we have the probabilities for the different states of the first site immediately after a forward move, we have to consider the time-dependent evolution of these probabilities. This evolution is governed by the transient kinetic scheme illustrated in Figure 3.

The differential equations of this scheme are given by:

$$\frac{dp_I}{dt} = 3\alpha_I p_0 - (\beta_I + k_I)p_I$$

$$\frac{dp_0}{dt} = \beta_I p_I + \beta_C p_C - (3\alpha_I + \alpha_C)p_0$$

$$\frac{dp_C}{dt} = \alpha_C p_0 - (\beta_C + k_C)p_C.$$
Figure 3: The kinetic scheme of site #1 of the look-ahead model. The process shown here terminates when either of the vertical arrows is traversed, since this describes the hydrolysis and covalent linkage of a correct (C) or incorrect (I) rNTP to the nascent RNA chain. This causes the RNA polymerase to move forward along the DNA, and the state (I, 0, or C) of the site that was previously site #2 becomes that of site #1.

The initial data have been given above. There are two ways to exit, i.e., by the covalent-linkage reactions with rate constants \( k_I \) and \( k_C \), and the error rate \( E_\infty \) is exactly equal to the probability of exit from state I, by the route with rate constant \( k_I \). It follows that

\[
E_\infty = \int_0^\infty k_I p_I(t) \, dt.
\]

We do not actually need to solve the full initial-value problem in order to evaluate \( E_\infty \). Instead, we can integrate all three equations from 0 to \( \infty \) with respect to time. Since exit by one route or the other eventually occurs, \( p_I(\infty) = p_0(\infty) = p_C(\infty) = 0 \), and we get:

\[
egin{align*}
-p_I(0) &= 3\alpha_I T_0 - (\beta_I + k_I) T_I \\
-p_0(0) &= \beta_I T_I + \beta_C T_C - (3\alpha_I + \alpha_C) T_0 \\
-p_C(0) &= \alpha_C T_0 - (\beta_C + k_C) T_C,
\end{align*}
\]

where \( T_0 = \int_0^\infty p_0(t) \, dt \), \( T_I = \int_0^\infty p_I(t) \, dt \), and \( T_C = \int_0^\infty p_C(t) \, dt \). In matrix form, the above equations are as follows:

\[
\begin{pmatrix}
(\beta_I + k_I) & -3\alpha_I & 0 \\
-\beta_I & (3\alpha_I + \alpha_C) & -\beta_C \\
0 & -\alpha_C & (\beta_C + k_C)
\end{pmatrix}
\begin{pmatrix}
T_I \\
T_0 \\
T_C
\end{pmatrix}
=
\begin{pmatrix}
p_I(0) \\
p_0(0) \\
p_C(0)
\end{pmatrix}.
\]

The determinant of this system is:

\[
\Delta_\infty = 3\alpha_I k_I (\beta_C + k_C) + \alpha_C k_C (\beta_I + k_I).
\]
Of special interest is:

\[
T_I = \frac{\begin{vmatrix} p_I(0) & -3\alpha_I & 0 \\ p_0(0) & (3\alpha_I + \alpha_C) & -\beta_C \\ p_C(0) & -\alpha_C & (\beta_C + k_C) \end{vmatrix}}{\Delta_\infty} = \frac{p_I(0)(3\alpha_I + \alpha_C)(\beta_C + k_C) - \alpha_C\beta_C + 3\alpha_I p_0(0)(\beta_C + k_C) + p_C(0)\beta_C}{\Delta_\infty} = \frac{p_I(0)[3\alpha_I(\beta_C + k_C) + \alpha_C k_C] + p_0(0)[3\alpha_I(\beta_C + k_C)] + p_C(0)[3\alpha_I(\beta_C + k_C) - 3\alpha_I k_C]}{\Delta_\infty}.
\]

Since \( p_I(0) + p_0(0) + p_C(0) = 1 \), the above result reduces to:

\[
T_I = \frac{3\alpha_I(\beta_C + k_C) + p_I(0)\alpha_C k_C - p_C(0)3\alpha_I k_C}{\Delta_\infty}.
\]

The error rate for \( w = \infty \) is then given by:

\[
E_\infty = k_I T_I = \frac{3\alpha_I k_I(\beta_C + k_C)}{\Delta_\infty} - \frac{p_C(0)3\alpha_I k_I k_C - p_I(0)\alpha_C k_C k_I}{\Delta_\infty}.
\]

Comparison with the \( w = 1 \) case shows that the first term is \( E_1 \). Factoring this, we get:

\[
E_\infty = E_1(1 - \frac{k_C}{k_C + \beta_C}(p_C(0) - p_I(0)\frac{\alpha_C}{3\alpha_I})).
\]

(3.2)

Substituting our previous results for \( p_C(0) \) and \( p_I(0) \), this equation becomes:

\[
E_\infty = E_1(1 - \frac{k_C \alpha_C}{k_C + \beta_C} \frac{\beta_I - \beta_C}{3\alpha_I \beta_C + \alpha_C \beta_I + \beta_I \beta_C})
\]

\[
= E_1(1 - \frac{\alpha_C}{\beta_C} \frac{k_C}{k_C + \beta_C} \frac{1 - (\beta_C/\beta_I)}{(3\alpha_I/\beta_I) + (\alpha_C/\beta_C) + 1})
\]

\[
= E_1(1 - \frac{(\alpha_C/\beta_C)}{1 + (\alpha_C/\beta_C) + (3\alpha_I/\beta_I)} \frac{1 - (\beta_C/\beta_I)}{1 + (\beta_C/k_C)}).
\]

Note that

\[
\beta_C < \beta_I \Rightarrow E_\infty < E_1.
\]

We note in passing that the formula for the error rate in Eq. 3.2 is actually correct for any window size, provided that one substitutes into it the appropriate values of \( p_C(0) \) and \( p_I(0) \). These are the probabilities that, immediately after a forward move of the RNA polymerase molecule, the site that has just become site #1 of the window of activity already contains a correct or an incorrect rNTP, respectively. (These probabilities do not, in general, add up to 1, since the site may also be empty.) Unfortunately, the probabilities \( p_C(0) \) and \( p_I(0) \) are not easy to evaluate analytically for an arbitrary window size \( w \). In the special case \( w = 1 \), we have \( p_C(0) = p_I(0) = 0 \), and the
right-hand side of Eq. 3.2 reduces to $E_1$, thus confirming the consistency of our analysis. In the special case $w = \infty$, we can also evaluate these probabilities from steady-state considerations, as has been done above.

Before turning to the case of general window size, for which numerical methods are needed, we summarize what can be learned about the effect of look-ahead on error rate by comparing the cases $w = 1$ and $w = \infty$. Recall that $w = 1$ is the non-look-ahead case, whereas $w = \infty$ is the case of maximal look-ahead.

An instructive special case is obtained by taking the limit $\beta_C \to 0$. This is the case in which a correct Watson-Crick pair is very stable and for practical purposes does not dissociate (within the time-scales that are relevant for transcription). Taking this limit in the formulae for $E_1$ and $E_\infty$, we find that $E_1$ has a nonzero limit but that $E_\infty \to 0$. In this special case, then, the limiting error rate at infinite window size is zero, even though the error rate remains non-zero with the same parameters in the absence of look-ahead. The reason for this effect is clear. When the window size is 1, there is always the possibility that an incorrect rNTP will bind and be incorporated before the correct rNTP happens to bind. With look-ahead, however, there is more time for the incorrect rNTP to dissociate and be replaced by a correct rNTP. Once the correct rNTP binds, it remains in place until it is incorporated (under the assumption that $\beta_C = 0$). As the window size increases, the probability that any particular DNA base will already have the correct rNTP bound by the time it enters site #1 of the window of activity becomes overwhelming, since the binding of the correct rNTP is irreversible (under the assumption that $\beta_C = 0$).

More generally, suppose that the six rate constants of the model fall into two groups that we shall call "fast" and "slow". Let the fast rate constants be $k_C$, $\alpha_C$, and $\beta_I$, and let the slow rate constants be $k_I$, $\alpha_I$, and $\beta_C$. Thus, we assume that the fast reactions are the binding and incorporation of correct rNTP and the unbinding of incorrect rNTP, whereas the slow reactions are the binding and incorporation of incorrect rNTP and the unbinding of correct rNTP. These are certainly plausible assumptions. Let us assume, moreover, that there is a significant gap in the speeds of the fast and slow reactions, such that any reaction in the fast group is much faster than any reaction in the slow group. Under these conditions we can derive approximate expressions for the error rates when $w = 1$ and when $w = \infty$, as follows:

$$ E_1 = \frac{3 \alpha_I k_I}{\alpha_C \beta_I} $$

$$ E_\infty = E_1 \left( \frac{\beta_C}{k_C} + \frac{\beta_C}{\alpha_C} + \frac{\beta_C}{\beta_I} \right). \tag{3.3} $$

According to our assumptions about fast and slow reactions, the error rate is already small in the case $w = 1$, but it is further reduced by look-ahead as $w \to \infty$ by the small factor the multiplies $E_1$ on the right-hand side of the above equation.
Numerical Evaluation of the Error Rate of Transcription for Arbitrary Window Size \( w \)

Because of the limitations of mathematical analysis of the model for an arbitrary window size, we employed numerical methods to investigate the relationship between window size and error rate. We used two independent methods so that each would provide a check on the other.

**Stochastic Simulation**

The dynamics of the look-ahead model are described by a discrete-state continuous-time stochastic process, which can be simulated directly by an event-driven methodology that is often called the Gillespie method [8, 9]. The details of the application of this methodology to the look-ahead model are described in [41].

Event-driven simulation jumps from one event to the next, where an event is the occurrence of one of the reactions of the model (binding, unbinding, or covalent linkage of an rNTP). Immediately after an event has occurred, the state of the model is ascertained, and a list of reactions that are possible in that state is constructed. The sum, \( K \), of the rate constants of the possible reactions is then used to in the determination of the time interval until the next event by choosing that time interval at random with probability density \( K \exp(-Kt) \). The particular event that next occurs is chosen (independently of the inter-event time interval) according to the rule that a reaction with rate constant \( k \) will be chosen with probability \( k/K \).

In the computational experiments reported here, we simulated the transcription of a DNA strand 300,000 base pairs in length. The DNA sequence to be transcribed was chosen randomly, but note that the sequence actually has no significance when the rate constants of the model are chosen in the manner described above, such that all Watson-Crick base pairs are equivalent, all non-Watson-Crick base pairs are equivalent, and all rNTPs are present in equal concentrations. Results will be presented below, along with those obtained from the master-equation formulation, which is described next.

**Master-Equation Formulation**

The state of the system at any given time is given by a vector

\[
s = (s_0, s_1, \cdots, s_w),
\]

where

\[
s_j = \begin{cases} 
0, & \text{if site j is empty} \\
1, & \text{if site j is correctly filled} \\
2, & \text{if site j is incorrectly filled}
\end{cases}
\]

Let \( \delta^j \) be a vector of length \( w \) with components

\[
\delta^j_m = \begin{cases} 
1, & \text{if } m = j \\
0, & \text{otherwise}
\end{cases}
\]
Then the possible transitions of the system starting from state \( s \) are as follows. For binding events we have:

\[
\begin{align*}
  s &\xrightarrow{(s_j=0)} s + \delta^j \\
  s &\xrightarrow{(s_j=0)} s + 2\delta^j.
\end{align*}
\]

For unbinding events we have:

\[
\begin{align*}
  s &\xrightarrow{(s_j=1)} s - \delta^j \\
  s &\xrightarrow{(s_j=2)} s - 2\delta^j.
\end{align*}
\]

For forward movement (i.e. covalent linkage) we have:

\[
\begin{align*}
  s &\xrightarrow{(s_1=1)} (s_2, \cdots, s_w, 0) \\
  s &\xrightarrow{(s_1=2)} (s_2, \cdots, s_w, 0).
\end{align*}
\]

In the expressions for the rate constants, factors like \((s_j = 0)\) are Boolean expressions that evaluate to 1 if they are true, and 0 if they are false. They express the condition under which the transition may occur.

Next we define:

\[
R(s, s') = \sum_{j=1}^{w} (s_j = 0)(s' = s + \delta^j)\alpha_C \\
+ \sum_{j=1}^{w} (s_j = 0)(s' = s + 2\delta^j)3\alpha_I \\
+ \sum_{j=1}^{w} (s_j = 1)(s' = s - \delta^j)\beta_C \\
+ \sum_{j=1}^{w} (s_j = 2)(s' = s - 2\delta^j)\beta_I \\
+ (s_1 = 1)(s' = Ts)k_C \\
+ (s_1 = 2)(s' = Ts)k_I,
\]

where

\[
T(s_1, \cdots, s_w) = (s_2, \cdots, s_w, 0).
\]
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It is important to define $R$ in this additive manner (instead of defining individual elements separately) since there may be more than one transition connect a given pair of states. For example,

$$(1, 0, \cdots, 0) \xrightarrow{kC} (0, 0, \cdots, 0)$$

$$(1, 0, \cdots, 0) \xrightarrow{bC} (0, 0, \cdots, 0).$$

In such cases, we want $R$ to contain the sum of the rates of the different possible transitions from $s \rightarrow s'$. This situation will happen automatically if we initialize $R$ to 0 and then update $R$ by adding the relevant element for each possible transition.

The size of $R$ is $3^w \times 3^w$. In practice, we must assign an integer from $1, \cdots, 3^w$ to each state. This is done according to the rule:

$$i = \text{index}(s) = 1 + \sum_{j=1}^{w} s_j 3^{j-1}.$$ 

Thus $s_1, \cdots, s_w$ are the ternary digits of $i - 1$, but in the opposite of the usual order, since $s_1$ is the least significant digit.

Note that the diagonal elements of $R$ are zero. The rows of $R$ give the rate constants for leaving a given state, and the columns give the rate constants for entering a given state.

In terms of $R$, the master equation is:

$$\frac{d}{dt}p(s', t) = \sum_s p(s, t)R(s, s') - \sum_{s''} p(s', t)R(s', s'').$$

Let

$$A(s, s') = \begin{cases} R(s, s'), & \text{if } s \neq s' \\ -\sum_{s''} R(s', s''), & \text{if } s = s' \end{cases}$$

Then,

$$\frac{d}{dt}p(s', t) = \sum_s p(s, t)A(s, s'),$$

and the steady-state solution, which we wish to obtain, is the normalized solution of

$$0 = \sum_s p(s)A(s, s'),$$

where the normalization is given by the following condition:

$$1 = \sum_s p(s).$$

Once we have the normalized solution, we may evaluate:

$$v_C = \sum_s (s_1 = 1)k_C p(s)$$

$$v_I = \sum_s (s_1 = 2)k_I p(s).$$
Here $v_C$ is the rate at which bases are correctly incorporated into the nascent RNA chain, and $v_I$ is the rate at which bases are incorrectly incorporated into the nascent RNA chain. The forward velocity of the RNA polymerase (in bases transcribed per unit time) is:

$$v = v_C + v_I,$$

and the error rate is:

$$E = \frac{v_I}{v_C + v_I} = \frac{v_I}{v}.$$

**Numerical Results**

The parameters used to obtain the results reported here are stated in Table 1. These parameters are not meant to be realistic; they were chosen to illustrate the error-reduction capability of look-ahead. In particular $\beta_C$ is chosen much smaller than $\beta_I$. This choice is motivated by the idea that a Watson-Crick base pair should be more stable (and hence, slower to dissociate) than a non-Watson-Crick base pair. The quantitative strength of this effect may be influenced by the local environment within the RNA polymerase molecule, and cannot therefore be estimated from physical-chemical measurements on the unbinding of rNTP from single stranded DNA in solution. The assumed smallness of $\beta_C$ is what makes look-ahead particularly effective as an error-reduction mechanism.

It should also be noted that we have chosen $k_I$ an order of magnitude smaller than $k_C$. This is based on the assumption that the RNA polymerase molecule can detect whether the rNTP at site #1 of the window is correctly matched to the DNA base at that site, and will proceed to link the rNTP covalently to the nascent RNA chain at a higher rate if that rNTP is correct as opposed to incorrect. The assumed disparity between $k_I$ and $k_C$ is an error-reduction mechanism that operates independently of look-ahead.

We have used the two computational methodologies described above to obtain the overall transcription rate and also the error rate of transcription, each as a function of the window size $w$, with all of the other parameters of the look-ahead model held fixed. The results concerning the overall rate of transcription are presented in Table 2 and Figure 4. They show, as expected, that transcription proceeds faster as the size of the look-ahead window increases. This is an expression of the parallel processing aspect of look-ahead. The larger the size of the look-ahead window, the higher the probability that an rNTP will already be present at site #1 of the window of activity immediately following a forward move of the RNA polymerase molecule. When this occurs, incorporation of that rNTP can proceed without waiting for the site to fill.

In many processes of everyday life, speed and accuracy are inversely related. One might expect on this basis that the increase in speed described above would be accompanied by a decrease in fidelity, but this is not the case. The results in Table 3 and Figure 5 show that the error rate of transcription decreases dramatically as the size of the look-ahead window increases. Note that most of this improvement in fidelity occurs for small window sizes, with saturation of the effect as the window size becomes large. It is quite remarkable that no price in terms of speed is paid for
Figure 4: The elongation velocity of transcription is an increasing function of the size of the look-ahead window. This is an expression of the parallel processing feature of the look-ahead model [41]. Note the agreement of the results of the two methods of computation.

this improvement in fidelity. On the contrary, as discussed above, look-ahead increases the velocity of transcription.

The two drastically different methods of calculation employed here (stochastic simulation and solution of the steady-state master equation) give essentially the same results. This strongly suggests that the speed and error rate of transcription are being calculated correctly (within the framework of the assumptions of the look-ahead model).

**Discussion, Conclusions, and Future Work**

In this paper, we have studied the influence of look-ahead [41] on the error rate of transcription, and have shown that dramatic reduction in the error rate can be achieved by making the number of sites within the look-ahead window larger than one. Large look-ahead windows are not needed for this purpose. Indeed, the improvement as the window size increases is greatest for small window sizes and the fidelity gradually saturates (i.e., stops improving) as the window size increases further. The
Figure 5: The error rate of transcription is a strongly decreasing function of the size of the look-ahead window, especially for small window sizes. This is because the look-ahead mechanism allows time for the correct complementary rNTP to be selected by a DNA base before that DNA base reaches site #1 of the window of activity, where hydrolysis and covalent linkage of the rNTP to the nascent RNA chain occur. Note the agreement of the results of the two methods of computation.

predicted improvement in fidelity is achieved by the look-ahead mechanism with no reduction in speed; on the contrary, the speed of transcription is also enhanced by look-ahead.

The error-reduction mechanism enabled by look-ahead is different from error-correcting mechanisms that have been considered previously. The fundamental difference is that the look-ahead mechanism, as its name implies, acts before the metabolically costly steps of hydrolysis and covalent linkage of an rNTP to the nascent RNA chain. In this sense, look-ahead is an economical mechanism that prevents errors so that they do not need to be corrected after the fact. Error reduction (e.g., via look-ahead) and error-correction are by no means incompatible, and one would guess that nature would exploit both possibilities in order to make the error rate of transcription as low as possible.

The look-ahead model is fundamentally a chemical-kinetic scheme, and the error-reduction mechanism of look-ahead accordingly resembles kinetic proofreading, which was independently proposed by Hopfield and Ninio [14, 25]. The concept of kinetic proofreading has been invoked
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Table 1: Parameter values used in the model simulations. These parameter values were chosen arbitrarily to illustrate the possible influence of look-ahead on the error rate of transcription.

<table>
<thead>
<tr>
<th>Parameter Symbol</th>
<th>Description of Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_C$</td>
<td>Binding of Correct rNTP to empty site</td>
<td>2</td>
</tr>
<tr>
<td>$\alpha_I$</td>
<td>Binding Incorrect rNTP to empty site</td>
<td>2</td>
</tr>
<tr>
<td>$\beta_C$</td>
<td>Unbinding of Correct rNTP from occupied site</td>
<td>0.01</td>
</tr>
<tr>
<td>$\beta_I$</td>
<td>Unbinding of Incorrect rNTP from occupied site</td>
<td>20</td>
</tr>
<tr>
<td>$k_C$</td>
<td>Hydrolysis and Covalent Linkage of Correct rNTP</td>
<td>1</td>
</tr>
<tr>
<td>$k_I$</td>
<td>Hydrolysis and Covalent Linkage of Incorrect rNTP</td>
<td>0.10</td>
</tr>
</tbody>
</table>

to explain the low error rate of translation as well as other physiological processes such as T-cell receptor signal transduction, signal transduction specificity and RecA protein binding dynamics [1, 24, 12, 32, 35]. A distinctive feature of look-ahead, however, is the use of several sites, assembly-line fashion, to allow more time for discrimination to occur.

Concerning the elongation dynamics of transcription, recent papers by Voliotis et. al. [37, 38] have explored the implications of a hypothesized kinetic proofreading mechanism. Specifically, the backtracking of the RNA polymerase can reverse the covalent linkage of an incorrect base in the nascent chain. Another variation of this mechanism was proposed by [18, 19, 20] in which error correction occurs after the hydrolysis but before the covalent linkage of the rNTP into the nascent RNA chain. For comparison, note that no distinction is made in the current form of the look-ahead model between the hydrolysis step and the covalent linkage step. A summary of various mechanisms that have been proposed either to correct or to reduce errors during transcription can be found in Table 4.

An important project for future work is to devise experiments and mathematical/computational methods to determine realistic parameters for the look-ahead model. This will almost certainly require departure from the idealized case considered in the present paper, in which the only distinction made was that between a Watson-Crick base pair and a non-Watson-Crick base pair. In reality it is more likely that each of the 16 possible base pairs (one choice of DNA base and one choice of rNTP) has its own particular binding rate constant, unbinding rate constant, and covalent linkage rate constant. Although parameter fitting was done in [41], that paper considered only a special case in which unbinding was neglected and only correct Watson-Crick pairs were ever allowed to form. The problem of parameter fitting in the general case is of course much more difficult. The task may be somewhat eased, however, by the experimental ability to control the DNA sequence that is being transcribed as well as the ambient concentrations of the different rNTP, and to count the errors of transcription that actually occur.
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Table 2: Transcription velocity (bases transcribed per unit time) as a function of window size. Comparison of the results of master-equation computations and stochastic simulations using a random DNA sequence comprised of 300,000 basepairs. In both cases, the parameters are those shown in Table 1. Because of the arbitrariness of these parameters, the absolute velocities are not significant. Note the agreement of the results obtained by the two methods, and the upward trend of the velocity as the window size increases.

<table>
<thead>
<tr>
<th>Window Size</th>
<th>Master-Equation Velocity</th>
<th>Stochastic Velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.613061</td>
<td>0.613510</td>
</tr>
<tr>
<td>2</td>
<td>0.822285</td>
<td>0.818836</td>
</tr>
<tr>
<td>3</td>
<td>0.916041</td>
<td>0.917765</td>
</tr>
<tr>
<td>4</td>
<td>0.958165</td>
<td>0.956782</td>
</tr>
<tr>
<td>5</td>
<td>0.976547</td>
<td>0.975784</td>
</tr>
<tr>
<td>6</td>
<td>0.984337</td>
<td>0.986362</td>
</tr>
<tr>
<td>7</td>
<td>0.987563</td>
<td>0.984162</td>
</tr>
</tbody>
</table>

Table 3: Error rate of transcription as a function of window size. Comparison of the results of master-equation computations and stochastic simulations using a random DNA sequence comprised of 300,000 basepairs. In both cases, the parameters are those shown in Table 1. Note the agreement of the results obtained by the two methods, and the strongly downward trend of the error rate as the window size increases, especially for small window sizes.

<table>
<thead>
<tr>
<th>Window Size</th>
<th>Master-Equation Error Rate</th>
<th>Stochastic Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.014850</td>
<td>0.014700</td>
</tr>
<tr>
<td>2</td>
<td>0.005378</td>
<td>0.005423</td>
</tr>
<tr>
<td>3</td>
<td>0.002284</td>
<td>0.002193</td>
</tr>
<tr>
<td>4</td>
<td>0.001083</td>
<td>0.001023</td>
</tr>
<tr>
<td>5</td>
<td>0.000591</td>
<td>0.000536</td>
</tr>
<tr>
<td>6</td>
<td>0.000388</td>
<td>0.000393</td>
</tr>
<tr>
<td>7</td>
<td>0.000305</td>
<td>0.000316</td>
</tr>
</tbody>
</table>
Table 4: Possible fidelity mechanisms during transcriptional elongation. This table summarizes mechanisms that have been proposed either to reduce or to correct errors during transcriptional elongation. The look-ahead model is an example of an error reduction mechanism, in which errors are avoided before the incorrect ribonucleotide triphosphate (rNTP) is hydrolyzed and incorporated into the nascent RNA chain. This mechanism is in contrast to error-correcting mechanisms such as kinetic proofreading [14, 25] and hydrolysis rejection. In hydrolysis rejection, the rejection of an incorrect rNTP is done after the hydrolysis step, but before the covalent linkage. Finally, there are proposed error-correcting mechanism that operate after the incorrect rNTP has already been incorporated into the nascent RNA chain. The polymerase expends energy in the form of ATP to actively correct for such an error. The precise mechanism for this kind of correction remains unknown but is thought to involve additional enzymes [28].

<table>
<thead>
<tr>
<th>Type of Mechanism</th>
<th>Distinguishing Feature</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error Correcting</td>
<td>Post-Covalent Linkage, Post-Hydrolysis</td>
<td>[37, 38, 2]</td>
</tr>
<tr>
<td>Hydrolysis Rejection</td>
<td>Pre-Covalent Linkage, Post-Hydrolysis</td>
<td>[18, 19, 20]</td>
</tr>
<tr>
<td>Error Reduction</td>
<td>Pre-Covalent Linkage, Pre-Hydrolysis</td>
<td>[40, 41]</td>
</tr>
</tbody>
</table>
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