Quench rates in air, water, and liquid nitrogen, and inference of temperature in volcanic eruption columns
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Abstract

We apply a geospeedometer previously developed in this lab to investigate cooling rate profiles of rhyolitic samples initially held at 720–750°C and quenched in water, liquid nitrogen, and air. For quench of mm-size samples in liquid nitrogen and in air, the cooling rate is uniform and is controlled by heat transfer in the quench medium instead of heat conduction in the sample. The heat transfer coefficient in ‘static’ air decreases with increasing sample size. For quench of mm-size samples in water, heat transfer in water is rapid and the cooling rate is largely controlled by heat conduction in the sample. Our experimental results are roughly consistent with previous calculations for cooling in air and in water (although constant heat transfer coefficients were used in these calculations), but cooling rate in liquid nitrogen is only 1.8–2.3 times that in ‘static’ air, and slower by a factor of 2 than calculated by previous authors. Cooling rate in compressed airflow is about the same as that in liquid nitrogen. The experimental results are applied to interpret cooling rates of pyroclasts in ash beds of the most recent eruptions of the Mono Craters. Cooling rates of pyroclasts are inversely correlated with sample size and slower than those in air. The results indicate that the hydrous species concentrations of the pyroclasts were frozen in the eruption column, rather than inside ash beds or in flight in ambient air. From the cooling rates, we infer eruption column temperature in a region where and at a time when hydrous species concentrations in a pyroclast were locked in. The temperature ranges from 260 to 570°C for the most recent eruptions of Mono Craters. These are the first estimates of temperatures in volcanic eruption columns. The ability to estimate cooling rates and eruption column temperatures from eruptive products will provide constraints to dynamic models for the eruption columns. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

As an eruption column ascends into the atmosphere, what is the temperature inside the column? When lava erupts in air, or when it enters water, what is the cooling rate? Some of these questions can be addressed using heat transfer models, but the accuracy of such models needs to be assessed and compared with measurements. Furthermore, quantification of experimental and natural cooling rates is critical for understanding sample behavior during quench, glass formation, volcanic eruption history, and thermal interaction between water and magma. Although it is well
known that quench rates vary with the quench medium, and are high in water and low in air (e.g., [1]), the only quantification of quench rates in different media was through calculation by solving heat transfer equations [2–5]. However, the accuracy of such calculations is not known because of the approximations (such as constant heat transfer coefficient) and because the complete physical problem including the effect of vapor formation and convection in the quench medium has not been solved. Hence cooling rates reported in the literature are often empirical (e.g., [6,7]) rather than based on calculations. Here we report the first experimental quantification of quench rate profiles in water, liquid nitrogen, and air based on an analytical technique previously developed in our laboratory [8–10]. We also determine cooling rates of pyroclasts as a function of their size, and compare these with cooling rates in air. Based on understanding gained from investigating cooling of pyroclasts and experimental charges, we report the first estimation of eruption column temperature in the part of the column where and at the time when hydrous species concentrations in pyroclasts were frozen in.

2. Principles and background for cooling rate determination

The method of cooling rate determination in this work is based on the kinetics of the interconversion reaction between molecular H$_2$O and OH groups in hydrous rhyolite [11], as measured by infrared (IR) spectroscopy [11–17]. We first explain the general principle of using kinetics of a homogeneous reaction (i.e., reaction between species in a single phase) to infer cooling rates. Because reaction rate increases with temperature, it takes a much shorter time to reach equilibrium at high temperature than at low temperature. Hence for a sample cooled from a high temperature at which equilibrium is rapidly reached, initially the species concentrations vary with temperature such that equilibrium is maintained as the temperature decreases. At some intermediate temperature, the species concentrations start to deviate from equilibrium. At still lower temperatures, the reaction effectively stops and species concentrations do not change any more. The final species concentrations in a phase when it is cooled to the ambient temperature hence depends on the cooling rate. If cooling is rapid, the sample stays for a shorter duration at each temperature interval and has less time to reach equilibrium. Therefore, the sample would only be able to reach equilibrium at a relatively high temperature, and the final species concentrations would reflect an apparent equilibrium at some high temperature. This temperature is called the apparent equilibrium temperature, referred to as $T_{ae}$ [9,10,18–20]. Note that the sample did not reach equilibrium at the temperature of $T_{ae}$ [20] (hence apparent equilibrium temperature). If cooling is slow, the final species concentrations would reflect an apparent equilibrium at a lower $T_{ae}$. Hence, $T_{ae}$ is related to cooling rate: rapid cooling leads to a higher $T_{ae}$, and slow cooling leads to a lower $T_{ae}$. Therefore, if the equilibrium and kinetics of a homogeneous reaction are understood, the reaction can be used as a cooling rate indicator (or speedometer) [18–20].

The specific reaction employed in this work is the interconversion between molecular H$_2$O and OH groups in hydrous obsidian [8–11]. The composition of the obsidian is given in Table 1. Other pyroclasts investigated in this work have a similar composition [13]. The reaction can be written as:

$$\text{H}_2\text{O (melt)} + \text{O}^{2-} \text{(melt)} = 2\text{OH}^- \text{(melt)} \quad (1)$$

where H$_2$O is a molecular H$_2$O (H$_2$O$_m$, hereafter), O$^{2-}$ is an anhydrous oxygen ion, and OH$^-$ is a

<table>
<thead>
<tr>
<th>Oxide</th>
<th>SiO$_2$</th>
<th>TiO$_2$</th>
<th>Al$_2$O$_3$</th>
<th>FeO</th>
<th>MgO</th>
<th>CaO</th>
<th>Na$_2$O</th>
<th>K$_2$O</th>
<th>H$_2$O</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>wt%</td>
<td>75.91</td>
<td>0.06</td>
<td>12.51</td>
<td>0.99</td>
<td>0.03</td>
<td>0.54</td>
<td>4.00</td>
<td>4.75</td>
<td>0.82</td>
<td>99.61</td>
</tr>
</tbody>
</table>

Total H$_2$O concentration is from IR analyses and the rest are from electron microprobe analyses. The H$_2$O content in the sample is variable from 0.76% to 0.88% (see Table 3).
hydroxyl group in obsidian melt. The charges for O$^2-$ and OH$^-$ are ignored hereafter for simplicity. The two hydrous species can be distinguished in an IR spectrum. Molecular H$_2$O can be characterized by a vibrational combination band at 5230 cm$^{-1}$, and OH at 4520 cm$^{-1}$. From the intensity (i.e., absorbance) of each band, the concentrations of the hydrous species can be determined using Beer’s law with calibration [11–17].

The equilibrium constant for the above reaction has been experimentally investigated extensively. At total H$_2$O content (H$_2$Ot), the quotient $Q$ is negligible when pressure is less than 1.0 GPa [11,14]. For kinetic studies, the quotient $Q$ since $A_{523}$ is roughly proportional to [H$_2$O$_m$] and $A_{452}$ is roughly proportional to [OH]. From measured $A_{452}$ and $A_{523}$, the parameter ln$q$ and another dummy variable $\xi$ are solved from the following two equations [10] by iteration:

$$Q = \frac{[\text{OH}]}{[\text{H}_2\text{O}_m]} \frac{[\text{O}]}{[\text{H}_2\text{O}_m]} \exp \left( \frac{1.876 - 3110}{T} \right)$$

where $[\text{OH}]$, [H$_2$O$_m$] and [O] represent molar fractions of the species on a single-oxygen basis [11,14], [O] = 1 - [H$_2$O$_m$] - [OH], and $T$ is temperature in Kelvin. The dependence of $K$ on pressure is negligible when pressure is less than 1.0 GPa [21]. For kinetic studies, the quotient $Q$ (instead of the equilibrium constant $K$) is often used [8–10]:

$$Q = \frac{[\text{OH}]}{[\text{H}_2\text{O}_m]} \frac{[\text{O}]}{[\text{H}_2\text{O}_m]}$$

Although the expression for $Q$ is the same as that for $K$, $K$ is for equilibrium only, and $Q$ is used for reaction in progress or for apparent equilibrium. For a sample cooled from a high temperature, by measuring the final species concentrations, $Q$ can be related to $T_{ae}$ as follows (similar to Eq. 2):

$$Q = \exp \left( \frac{1.876 - 3110}{T_{ae}} \right)$$

In order to determine the relation between quotient $Q$ and the cooling rate $q$, experimental calibration has been carried out in this laboratory [8–10]. Although the accuracy of measurements of IR band intensities is high, the molar absorptivities for converting band intensities to species concentrations still have some uncertainties [12–17]. To avoid unnecessary additional complexity and uncertainties in the calibration of the speedometer, the IR band intensities of the species are directly used instead of converting them to species concentrations [9,10]. Hence, the cooling rate can be calculated directly from an IR spectrum without knowing molar absorptivities. Although the anhydrous composition is fixed, the reaction rate depends strongly on the dissolved total H$_2$O content. Hence the procedure for obtaining $q$ is complex and is as follows according to the newest calibration [10]. First, define:

$$Q' = \frac{A_{452}^2}{A_{523}}$$

where $A_{452}$ and $A_{523}$ are the linear absorbances of the IR bands at 4520 cm$^{-1}$ and 5230 cm$^{-1}$ per mm sample thickness, and $Q'$ is a proxy for the quotient $Q$ since $A_{523}$ is roughly proportional to [H$_2$O$_m$] and $A_{452}$ is roughly proportional to [OH]. From measured $A_{452}$ and $A_{523}$, the parameter ln$q$ and another dummy variable $\xi$ are solved from the following two equations [10] by iteration:

$$y = 8.7905 + 7.8096 \xi - 3.4937 \xi^2$$

$$\xi = \ln Q' \big|_{w=1.7} = \ln Q - f(w,y) + f(-1.7,y)$$

where $y = \ln q$, $Q'$ is defined in Eq. 5, $w = \ln(A_{452} + A_{523})$, and $f(w,y) = -5.4276 - 1.196w + 0.044536y - 0.023054w^2 + 3.7339w + 0.030615y - 0.37119w^2$. More details can be found in [10]. A program written in Microsoft Excel to calculate the quench rate is available upon request from the corresponding author. The 2σ precision for calculating ln$q$ from the IR data is typically 0.2–0.3. The accuracy for ln$q$ is also 0.2–0.3 for the cooling rate range covered by the experimental calibration (0.00017–100 K s$^{-1}$) [10]. But beyond the calibrated cooling rate range, the accuracy is more difficult to assess. Nevertheless, some empirical rough estimate of the uncertainty is useful. Based on the small curvature of the best-fit curve (see figure 3 in [10]) over the $q$ range of 0.00017–100 K s$^{-1}$ (a factor of 600 000), we estimate the 2σ uncertainty in ln$q$ to be about 0.4 when $q$ is extended outside the experimental data range in each direction by a factor of 2 (i.e., in the cooling rate range of 0.00008–0.00017 K s$^{-1}$ and
of \(100-200 \text{ K s}^{-1}\), about 0.5 when \(q\) is further extended outward by another factor of 2 (i.e., \(0.00004-0.0008 \text{ K s}^{-1}\), or \(200-400 \text{ K s}^{-1}\)). The cooling rates investigated in this work range from 0.004 to 300 K s\(^{-1}\) (the greater cooling rates listed in Table 3 are only for limits and not used quantitatively).

During experimental or natural cooling, the instantaneous cooling rate in a given part of a sample may be variable with time (or temperature). In this case, the calculated cooling rate \(q\) from the IR spectrum is that when the sample temperature was the same as \(T_{\text{ae}}\) [20]. That is, the rigorous definition of \(q\) obtained by this method is

\[
q = -\frac{dT}{dt}\bigg|_{T=T_{\text{ae}}}
\]

### 3. Experimental and analytical procedures

Ten successful experiments were conducted on a natural hydrous rhyolitic glass KS and another Mono Crater pyroclast (Q1a in Table 2). The samples were chosen because the total H\(_2\)O content of \(\sim 0.8 \text{ wt\%}\) is high enough for high-precision near-IR spectroscopic work of both H\(_2\)O\(_\text{m}\) (at 5230 cm\(^{-1}\)) and OH (at 4520 cm\(^{-1}\)) [11] and low enough to avoid significant bubbling during heating in an experiment. Although there is some heterogeneity in total H\(_2\)O content (see Table 3), it does not affect the results because the effect of total H\(_2\)O on the geospeedometer is well calibrated [9,10]. Table 2 lists experimental conditions, including the sample size. Three experiments were carried out using relatively large (\(\geq 8 \text{ mm each side}\)) and irregularly shaped glass chips, one each for cooling in water, liquid nitrogen, or air. In the other experiments, smaller pieces with more regular shapes (slices with thickness \(< 5 \text{ mm}\)) were used. Before each experiment, the piece of glass was prepared with at least one flat and polished surface. The experimental procedure generally followed that of [9,10] except for the quenching step. Each sample was heated to a temperature between 720 and 750°C for a prescribed duration in a one-atmosphere horizontal tube furnace and then quenched. This temperature was chosen as a compromise between the need to go to higher temperature so that greater cooling rates can be inferred (see later discussion) and the need to stay at lower temperature so as to minimize bubble growth. Some experiments were carried out at higher temperatures but the samples bubbled too much to be useful. For quenching in water or liquid nitrogen, the sample was rapidly pulled into a 1.0 or 2.0 l beaker of water or a 0.35 l dewar of liquid nitrogen. For quenching in room air (referred to as ‘static’ air although the air is not static because heating of air by the sample causes free convection), the sample was rapidly pulled into room air and held stationary by a

### Table 2

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Sample size mm</th>
<th>(L) mm</th>
<th>(T) ºC</th>
<th>Duration s</th>
<th>Quenching medium</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q5</td>
<td>~8×8×12</td>
<td>~1.5</td>
<td>748</td>
<td>300</td>
<td>1.0 liter water (room temp.)</td>
<td>a, b</td>
</tr>
<tr>
<td>Q10</td>
<td>3.96×10×10</td>
<td>1.105</td>
<td>750</td>
<td>450</td>
<td>2.0 liter water (room temp.)</td>
<td>a, b</td>
</tr>
<tr>
<td>Q6</td>
<td>11.5×13×20</td>
<td>~2.3</td>
<td>751</td>
<td>600</td>
<td>0.35 liter liquid nitrogen ((-196^\circ\text{C}))</td>
<td>a, b</td>
</tr>
<tr>
<td>Q7</td>
<td>0.76×7×8</td>
<td>0.32</td>
<td>750</td>
<td>600</td>
<td>0.35 liter liquid nitrogen ((-196^\circ\text{C}))</td>
<td>b</td>
</tr>
<tr>
<td>Q1a</td>
<td>2.61×9×12</td>
<td>0.87</td>
<td>750</td>
<td>300</td>
<td>Air (room temp.)</td>
<td>a, b</td>
</tr>
<tr>
<td>Q3</td>
<td>~8×8×8</td>
<td>~1.4</td>
<td>740</td>
<td>60</td>
<td>Air (room temp.)</td>
<td>a, b</td>
</tr>
<tr>
<td>Q9</td>
<td>2.81×9.5×20</td>
<td>~1.0</td>
<td>727</td>
<td>300</td>
<td>Air (room temp.)</td>
<td>b</td>
</tr>
<tr>
<td>Q8</td>
<td>0.88×7.5×8</td>
<td>0.36</td>
<td>750</td>
<td>300</td>
<td>Air (room temp.)</td>
<td>b</td>
</tr>
<tr>
<td>Q12</td>
<td>4.81×13.06×13.83</td>
<td>1.40</td>
<td>720</td>
<td>300</td>
<td>Air (room temp.)</td>
<td>b</td>
</tr>
<tr>
<td>Q11</td>
<td>1.42×10.4×10.8</td>
<td>0.56</td>
<td>730</td>
<td>600</td>
<td>Airflow (room temp.)</td>
<td>b</td>
</tr>
</tbody>
</table>

The parameter \(L\) equals volume/(total surface area) and is the effective half thickness of the sample. \(T\) is the temperature right before quenching. Room temperature is about 21ºC. Comments: a: the sample cracked; b: bubbles are present in quenched sample.
thermocouple wire. In order to examine the role of airflow on quench rate, one sample is quenched by pulling it out of the furnace and blasting compressed 620 kPa (90 psi relative to ambient pressure) air onto the sample that is about 1 cm away from the nozzle.

Because of the stress induced during quenching, the water-quenched sample (Q5 and Q10) cracked slightly. The large sample (Q6) quenched in liquid nitrogen was held in liquid nitrogen for 30 min. After it was taken out of liquid nitrogen and when it was sitting on an alumina plate, it first cracked slightly with small cracking sounds, and then exploded into pieces, including six relatively large chunks. After solving the jigsaw puzzle of the pieces to pin down the relative position to the original polished surfaces, one piece with two originally polished surfaces was used for IR

Table 3
Experimental results

<table>
<thead>
<tr>
<th>x (mm)</th>
<th>A_{523}</th>
<th>A_{452}</th>
<th>d (mm)</th>
<th>H_2O_m</th>
<th>OH</th>
<th>H_2O_t</th>
<th>T_{ae} (°C)</th>
<th>q (K s^{-1})</th>
<th>q^* (K s^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q5 (quench in water)</td>
<td></td>
<td></td>
<td></td>
<td>0.111</td>
<td>0.689</td>
<td>0.800</td>
<td>753</td>
<td>&gt; 618</td>
<td></td>
</tr>
<tr>
<td>0.195</td>
<td>0.0346</td>
<td>0.192</td>
<td>1.328</td>
<td>0.111</td>
<td>0.689</td>
<td>0.800</td>
<td>753</td>
<td>&gt; 618</td>
<td></td>
</tr>
<tr>
<td>0.310</td>
<td>0.0352</td>
<td>0.1925</td>
<td>1.335</td>
<td>0.112</td>
<td>0.687</td>
<td>0.799</td>
<td>748</td>
<td>&gt; 528</td>
<td></td>
</tr>
<tr>
<td>0.363</td>
<td>0.0355</td>
<td>0.194</td>
<td>1.336</td>
<td>0.113</td>
<td>0.692</td>
<td>0.805</td>
<td>750</td>
<td>&gt; 590</td>
<td></td>
</tr>
<tr>
<td>0.502</td>
<td>0.0358</td>
<td>0.194</td>
<td>1.338</td>
<td>0.114</td>
<td>0.689</td>
<td>0.803</td>
<td>745</td>
<td>&gt; 507</td>
<td></td>
</tr>
<tr>
<td>0.603</td>
<td>0.0368</td>
<td>0.194</td>
<td>1.338</td>
<td>0.117</td>
<td>0.690</td>
<td>0.807</td>
<td>737</td>
<td>&gt; 409</td>
<td></td>
</tr>
<tr>
<td>0.697</td>
<td>0.0374</td>
<td>0.193</td>
<td>1.339</td>
<td>0.119</td>
<td>0.685</td>
<td>0.804</td>
<td>727</td>
<td>305</td>
<td></td>
</tr>
<tr>
<td>0.954</td>
<td>0.0386</td>
<td>0.193</td>
<td>1.340</td>
<td>0.122</td>
<td>0.686</td>
<td>0.808</td>
<td>718</td>
<td>239</td>
<td></td>
</tr>
<tr>
<td>1.313</td>
<td>0.0395</td>
<td>0.193</td>
<td>1.340</td>
<td>0.125</td>
<td>0.686</td>
<td>0.811</td>
<td>711</td>
<td>195</td>
<td></td>
</tr>
<tr>
<td>1.49</td>
<td>0.0409</td>
<td>0.194</td>
<td>1.340</td>
<td>0.130</td>
<td>0.689</td>
<td>0.819</td>
<td>703</td>
<td>157</td>
<td></td>
</tr>
<tr>
<td>1.83</td>
<td>0.0418</td>
<td>0.195</td>
<td>1.341</td>
<td>0.133</td>
<td>0.690</td>
<td>0.823</td>
<td>698</td>
<td>138</td>
<td></td>
</tr>
<tr>
<td>1.91</td>
<td>0.0421</td>
<td>0.194</td>
<td>1.342</td>
<td>0.133</td>
<td>0.687</td>
<td>0.821</td>
<td>693</td>
<td>116</td>
<td></td>
</tr>
<tr>
<td>2.54</td>
<td>0.0430</td>
<td>0.192</td>
<td>1.342</td>
<td>0.136</td>
<td>0.681</td>
<td>0.817</td>
<td>681</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td>3.30</td>
<td>0.0445</td>
<td>0.1932</td>
<td>1.337</td>
<td>0.142</td>
<td>0.686</td>
<td>0.828</td>
<td>675</td>
<td>65</td>
<td></td>
</tr>
</tbody>
</table>

Q10 (quench in water); selected points
| 0.411 | 0.0282 | 0.1467 | 0.979 | 0.123 | 0.718 | 0.840 | 747 | > 646 |
| 0.547 | 0.0289 | 0.1497 | 0.980 | 0.123 | 0.717 | 0.840 | 745 | > 611 |
| 0.98 | 0.0310 | 0.1464 | 0.985 | 0.134 | 0.710 | 0.844 | 711 | 238 |
| 2.0 (center) | 0.0324 | 0.1455 | 0.988 | 0.139 | 0.702 | 0.841 | 693 | 130 |

Quench in liquid nitrogen (all points with x ≤ 3.6 mm in a given sample show similar cooling rates)
| Q6 (x ≤ 3.6 mm; n = 12) | 0.14 | 0.66 | 0.80 | 647 | 18 |

Quench in air (all points in a given sample show similar cooling rates)
| Q8 (n = 4) | 0.118 | 0.648 | 0.766 | 693 | 84 |
| Q1a (n = 5) | 0.103 | 0.578 | 0.68 | 665 | 17.8 |
| Q9 (n = 4) | 0.145 | 0.660 | 0.805 | 646 | 20 |
| Q3 (n = 9) | 0.18 | 0.70 | 0.88 | 624 | 12.7 |
| Q12 (n = 7) | 0.164 | 0.672 | 0.836 | 622 | 8.7 |

Quench by blasting air onto the sample (all points show similar cooling rates)
| Q11 (n = 4) | 0.125 | 0.660 | 0.784 | 688 | 79 |

The variable x is the distance away from the pre-experimental polished surface. The number of analyses for each sample quenched in liquid nitrogen and air is given as n. A_{523} and A_{452} are the linear absorbances of the IR bands at 5230 cm^{-1} and 4520 cm^{-1}, respectively. Weight percents of H_2O_m (molecular H_2O), OH, and H_2O_t (total H_2O) are calculated from the calibration of [13]. T_{ae} is the apparent equilibrium temperature calculated from [13] using lnQ = 1.876 - 3110/T_{ae}. The relative uncertainty in q is typically 20–30%, and is slightly worse for sample KS-Q10 because of many bubbles. Relative uncertainty for L may be as high as 30% for the irregularly shaped samples. For more regularly shaped samples, quench rates interpolated from the results of Birnie and Dyar [5] are also shown (as q^*).
work. Therefore, although cracking affected the preparation of the samples, it does not affect the reported results.

After quench, a wafer that is the most clear (free of bubbles and microlites) and close to the center of the sample was sectioned perpendicular to the original polished cooling surface. The wafer was then doubly polished. The doubly polished section was analyzed by a Fourier transform IR spectrometer. The earlier data were obtained with a Nicolet 60SX FTIR spectrometer, and more recent data are obtained with a Perkin-Elmer Spectrum GX FTIR spectrometer. The consistency between the two spectrometers has been verified.

Although IR microscope measurement can be made with much higher spatial resolution, the difference between the microscope and main chamber IR analyses can be up to 5% relative. Hence for high-precision work in this study, IR microscope is not used.

The aperture used to limit the beam is typically a slit of 20 μm wide and 1 mm long. The slit is aligned parallel to the original quenching (polished) surface. The spatial resolution is about 30 μm using a 20 μm slit in the main chamber. The sample is moved so that IR spectra were taken as a function of distance from the original quenching surface. Bubble growth occurred for some samples during the experiment. Although efforts were made to avoid large bubbles in the IR beam path, the presence of bubbles lowered the accuracy of the analyses and caused some scatter for sample Q10, as will be seen in figures later. For other samples, the volume fraction of bubbles in the beam path is small and hence the measurement accuracy is not affected noticeably.

The baseline of the IR spectrum is fit by a flexicurve [12–14] and the peak heights are then obtained. Species and total H₂O concentrations are calculated from the peak height of 5230 cm⁻¹ and 4520 cm⁻¹ bands using the calibration of Zhang et al. [13]. This calibration is used because the calibration works well for this H₂O range (see also [14] for a review). The calibrations of Withers and Behrens [16] and of Nowak and Behrens [17] are mainly for converting high-temperature or low-temperature (below room temperature) in situ IR band intensities to species concentrations whereas our measurements are made at room temperature. Although Withers and Behrens [16] also included a calibration at 300 K measurement temperature, the calibration is for H₂O content above 2 wt%. Furthermore, to be consistent with the calibration of the geospeedometer [10], flexicurve baselines must be used.

Diffusion distances during the experiments are calculated from $(4Dt)^{1/2}$ (where $t$ is the duration at the dwelling temperature of 720–750°C, $D$ is diffusion-out diffusivity from [22], see also [23–25]) and are less than 50 μm. All the IR measurements are made at a distance greater than 50 μm away from the pre-experimental polished surface. Hence diffusion does not affect the results.

4. Results

Experimental results are summarized in Table 3. The IR band intensity data are used to calculate

![Fig. 1. The apparent equilibrium temperature as a function of distance from a quenching surface: data for quenching at constant rate of 0.16 K s⁻¹ are from [9], and other data are from this work. Open symbols are for air quench, solid symbols for liquid nitrogen quench, and crosses for water quench. The apparent equilibrium temperature is calculated using the calibration of [13].](#)
species concentrations [13], \( Q \) (using Eq. 3), apparent equilibrium temperature \( T_{ae} \) (using Eq. 4), \( Q' \) (using Eq. 5), and cooling rate \( q \) (iteration using Eqs. 6 and 7). Although \( T_{ae} \) is not needed for the calculation of the cooling rates with the procedure outlined above, it is necessary to know whether \( T_{ae} \) is close to the experimental temperature to interpret the calculated cooling rates.

The calculated \( T_{ae} \) values are shown in Table 3 and Fig. 1. As expected, \( T_{ae} \) depends on the quench medium. For quench in air and liquid nitrogen, \( T_{ae} \) depends on the sample size. For quench in water, \( T_{ae} \) depends on the distance away from the quench surface. In Fig. 1, \( T_{ae} \) at each point is plotted against the distance away from the quench surface. For reference, a sample cooled at a controlled cooling rate of 0.16 K s\(^{-1}\) from the quench surface. For quench in liquid nitrogen, \( T_{ae} \) is uniform, meaning that cooling is also uniform, because heat conduction in the sample is rapid enough for the interior to keep pace with surface cooling. All of these observations are consistent with expectations (see Section 5).

For cooling in water, \( T_{ae} \) near the surface is the same as the experimental temperature 750°C, indicating that cooling at the surface is so rapid that the species concentrations at the experimental temperature are preserved. For two samples of different sizes (Q5 and Q10), \( T_{ae} \) vs. \( x \) curves are similar. At \( x = 3.3 \) mm, \( T_{ae} \) is 675°C, 75°C below the \( T_{ae} \) near the surface. Hence there is a large decrease in cooling rate as the distance from the cooling surface increases.

To calculate cooling rate from measured species concentrations, \( T_{ae} \) must be significantly less than the experimental temperature [9–11,18–20]. The relative error in the cooling rate calculation from the best IR data is 20–30%. If \( T_{ae} \) is the same as the experimental equilibrium temperature, it means that the cooling rate is high enough (greater than a critical value) to preserve the equilibrium at the experimental temperature. Under such conditions, cooling rate cannot be inferred quantitatively but the calculated \( q \) gives a lower limit. Numerical simulations using the method in [9,20] show that only when \( T_{ae} \) is less than the experimental temperature by \( \geq 20°C \), does \( q \) solved from species concentrations reflect actual cooling rate to within 20% relative. If one requires that \( q \) solved from species concentrations reflect actual cooling rate to within 1% relative, then \( T_{ae} \) must be at least 40°C less than the experimental temperature. However, because the uncertainty in obtaining \( q \) from IR band intensities is 20–30% relative, a 20°C difference is sufficient.

Fig. 2 shows \( q \) of all samples as a function of \( x \). Cooling rates in water are much greater than those in air or liquid nitrogen because heat transfer in water is much more rapid. For samples quenched in air or liquid nitrogen, the cooling rate is uniform for a given sample as long as the half thickness is \( \leq 4 \) mm. For different samples, the cooling rate is inversely related to the sample size, consistent with expectations (see Section 5). For cooling in water, \( q \) in a single sample decreases with increasing \( x \). Within 0.5 mm of the surface, the quench rate is too high to be quantified. Nevertheless, a lower limit of \( q \) can be set. For example, at \( x = 0.5 \) mm, \( q \) is constrained to be \( > 500 \) K s\(^{-1}\). That is, the quench rate for a small sample of 1 mm thick dropped into water is \( > 500 \) K s\(^{-1}\). Further into the interior of the sample to 0.65 mm, the local quench rate becomes insufficient to preserve the species concentrations at the experimental temperature although the cal-
5. Discussion of experimental results

Theoretical models are available to treat cooling in air and in water. We will compare the results with three models, two of which are limiting models. In the first limiting model, heat conduction in the sample is much more rapid than heat transfer in the cooling medium (fluid). Thus the latter limits the cooling rate. In this model, the sample cooling rate is uniform from one point to another, hence called uniform cooling (also referred to as Newtonian cooling) [3]. In the second limiting model [2], heat conduction in the sample is much slower than heat transfer in the fluid. Thus the former limits the cooling rate. Assuming the surface temperature of the sample instantaneously becomes the fluid temperature (infinite $q$ at the surface), this model constrains the maximum cooling rate of any solid in any fluid medium. The third model considers both heat transfer in the fluid and heat conduction in the sample assuming radiative heat loss at the surface [5]. No model explicitly considers the physical process of evaporation of a liquid quench medium and related complexities. The first model is roughly applicable to quench in air or liquid nitrogen as long as the half thickness of the sample is small enough. The second and third models are discussed in the context of quench in water.

5.1. Uniform cooling model, and quench in air and liquid nitrogen

Uniform cooling rates can be characterized as follows [3]:

$$q = \frac{-dT}{dt} \Big|_{T=T_{\text{ff}}} = \left( T_{ae} - T_{\text{ff}} \right) h / \left( \rho C_p L \right)$$

(9)

where $T_{\text{ff}}$ is the final fluid temperature (the temperature of the quench medium), $h$ is the heat transfer coefficient of the fluid medium, $\rho$ and $C_p$ are the density and heat capacity of the sample to be cooled, and $L$ is the effective half thickness and equals $V/S$ where $V$ and $S$ are the volume and total surface area of the sample. Because the samples used in this study are mostly irregular in shape, estimated $L$ has large uncertainties (diffi-
Fig. 3. Experimental cooling rates as a function of effective half thickness ($L = V/S$) for quench in ‘static’ air, liquid nitrogen and airflow. The error bars are nominal (30% relative for $L$, and 25% relative for quench rate). The relative error for $L$ is difficult to estimate, but for a few regularly shaped samples, the error bars are smaller than shown above. The solid line is a regression line through the data for ‘static’ air. The dashed line is drawn through the two points for quench in liquid nitrogen. The slopes of the two lines are roughly the same, $-1.4 \pm 0.3$.

The dependence of $q$ on $L$ is difficult to estimate but can reach 30% relative). Eq. 9 is applicable if $hL/k \approx 0.1$ [3], where $k$ is thermal conductivity of the sample.

Fig. 3 shows the relation between $q$ and $L$ for samples cooled in ‘static’ air, liquid nitrogen, and airflow. The slopes on the log-log plot for cooling in ‘static’ air and liquid nitrogen are the same within uncertainty. The slope is $-1.4 \pm 0.3$, steeper than $-1$ because in Eq. 9: (i) $T_{ae}$ decrease with increasing $L$ (Fig. 1), and (ii) $h$ also decreases with increasing $L$ [26–30], and see below).

For rhyolitic glass, ignoring the temperature dependence, $\rho C_p$ is roughly $(2.7 \pm 0.3) \times 10^6$ J m$^{-3}$ K$^{-1}$ [31], and $k$ is roughly $1.8 \pm 0.2$ W m$^{-1}$ K$^{-1}$ [32]. Because most samples are irregular in shape and some samples are very thin plates, the exact dependence of $h$ on sample size is not known. Hence quantitative prediction of cooling rate from heat transfer consideration is not attempted. Instead, $h$ can be calculated from Eq. 9 using the experimentally determined cooling rate.

For cooling in ‘static’ air, $h$ is $111$ W m$^{-2}$ K$^{-1}$ for Q8 ($L = 0.33$ mm), $65$ W m$^{-2}$ K$^{-1}$ for Q1a ($L = 0.87$ mm), $86$ W m$^{-2}$ K$^{-1}$ for Q9 ($L = 1.0$ mm), $80$ W m$^{-2}$ K$^{-1}$ for Q3 ($L = 1.4$ mm), and $55$ W m$^{-2}$ K$^{-1}$ for Q12 ($L = 1.40$ mm). Although there is scatter due to uncertainties in $q$ and $L$, the heat transfer coefficient decreases with increasing sample size, consistent with the relation between Nusselt and Rayleigh numbers for cooling of spherical samples [26–30]. Using the average slope of $-1.4$ in Fig. 3, $h$ (in W m$^{-2}$ K$^{-1}$) in ‘static’ air can be expressed as $7.6/L^{1/3}$ where $L$ is in m. Considering the uncertainty in $L$, the exponent of $L$ may be as large as 1/2 (i.e., $h = 2.0/L^{1/2}$) or as small as 1/6. Taking into account of the dependence of $h$ on the sample size, $hL/k \approx 0.1$ for uniform cooling is roughly satisfied, consistent with observed uniform cooling rates. The $h$ value of $138$ W m$^{-2}$ K$^{-1}$, determined by Birnie and Dyar [4], is similar to our results.

Fig. 3 shows that cooling rate in $620$ kPa compressed air blast is about the same as that in liquid nitrogen, and is about two times that in ‘static’ air. Hence, $h$ in $620$ kPa compressed airflow is about two times that in ‘static’ air. On the other hand, $h$ in liquid nitrogen calculated from Eq. 9 is $168$ W m$^{-2}$ K$^{-1}$ for sample Q7 ($L \approx 0.32$ mm), and $\sim 103$ W m$^{-2}$ K$^{-1}$ for sample Q6 ($L \approx 2.3$ mm), about 1.5 times that in ‘static’ air and smaller than that in compressed airflow (note that part of the cooling rate difference is accounted for by the low temperature of liquid nitrogen). Thus, $L$ must be $\approx 2$ mm for uniform cooling. Hence sample Q6 is too large for uniform cooling, as shown by the experimental data themselves (Fig. 2). In order to plot sample Q6 in Fig. 3, the volume-averaged cooling rate of the whole sample is used instead of the constant cooling rate at $x \approx 3.6$ mm (Fig. 2, Table 3).

The heat transfer coefficient $h$ of liquid nitrogen determined in this study is significantly smaller than $460$ W m$^{-2}$ K$^{-1}$ determined by [4]. Although it is known that liquid nitrogen is not an effective quench medium, our data show that liquid nitrogen is a less efficient by a factor of $\approx 2$ than previously calculated [4].

5.2. Half space cooling model and quench in water

Cooling in water is largely controlled by heat
conduction in the sample. For cooling in any quench medium, the maximum cooling rate inside a sample as a function of distance away from a cooling surface can be calculated assuming that the surface \((x = 0)\) cools instantaneously \((q = \infty)\) to the final fluid temperature of 21°C. (In reality, it takes time for the surface to cool to the final fluid temperature.) With this assumption, for semi-infinite solid cooling in a fluid, the temperature inside the solid is [2]:

\[
T = T_{ff} + (T_0-T_{ff})\text{erf}\left(\frac{x}{\sqrt{4\kappa t}}\right)
\]

(10)

where \(T_{ff}\) is the ambient fluid temperature, \(T_0\) is the initial temperature of the solid sample, \(x\) is the distance away from the cooling surface, \(\kappa\) is heat diffusivity of the sample, and \(t\) is time. The quench rate at a given position \(x\) is hence:

\[
q = -\frac{dT}{dt}|_{T=T_{ae}} = \frac{(T_0-T_{ff})}{\sqrt{4\pi\kappa t_{ae}}}\exp\left(-\frac{x^2}{4\kappa t_{ae}}\right)
\]

(11)

where \(t_{ae}\) is the time when \(T = T_{ae}\) at position \(x\). The above equation gives the maximum cooling rate in a solid sample. The calculated maximum cooling rate is shown as the solid curve in Fig. 2. For small \(x\), observed cooling rate is significantly smaller than the calculated maximum cooling rate, which is expected because surface cooling rate is not infinite. As \(x\) increases, the calculated maximum cooling rates and experimental cooling rates converge. At \(x \approx 1\, \text{mm}\), the maximum cooling rate inside the sample is about two times the cooling rate in water. When \(x\) increases further, the maximum cooling rate gets closer to the experimental cooling rate in water. That is, increasing the efficiency of cooling medium (such as using mercury) can increase cooling rates by at most a factor of two at the center of a sample thicker than \(2\, \text{mm}\) \((x > 1\, \text{mm})\), but may increase cooling rate more significantly closer to the surface, or for smaller samples.

Because a model assuming instantaneous cooling at the surface does not fit the experimental cooling rate profile well, one must consider both heat conduction in the rhyolite and heat transfer in water to treat the heat transfer problem. Birnie and Dyar [5] calculated quench rates at the center of a plate of infinite area with half thickness \(L\) by assuming constant \(h\) for a quench medium. As shown by previous authors [26–30] and earlier in this work, \(h\) depends on the sample size. Furthermore, our samples are not plates of infinite area. Hence we only compare experimental data from thin wafers (approaching the shape of plates) with calculated results (Table 3). There is fair agreement between some of our data and their calculation [5]. For example, for water quench, the experimentally determined \(q\) at the center of sample Q8 is 130 K s\(^{-1}\), whereas the calculated \(q\) is 117 K s\(^{-1}\). However, for quench in liquid nitrogen, the experimental cooling rate (174 K s\(^{-1}\)) is significantly less than the calculated cooling rate by Birnie and Dyar (396 K s\(^{-1}\), Table 3), indicating that \(h\) of liquid nitrogen used by Birnie and Dyar [5] is not accurate.

6. Applications to cooling rate and temperature in eruption columns

During an explosive volcanic eruption, volcanic ash, pumice and pyroclasts are erupted high in the eruption column. Although thermal history of pyroclasts in an eruption column is complex, most pyroclasts cool more or less continuously in the eruption column (or pyroclastic flow), as they fly/fall through ambient air, and in volcanic beds after deposition. Cooling in eruption columns has been investigated through models and from color and magnetic mineralogy (e.g., [28,33–35]). The hydrous species geospeedometer can be applied to infer cooling rates of pyroclasts. From cooling rates, we may further infer where the pyroclasts cooled past \(T_{ae}\) as follows:

1. If they cooled past \(T_{ae}\) in volcanic beds after deposition, the cooling rate would be independent of clast size but dependent on the position in the beds (as shown by [36,37]).
2. If they cooled past \(T_{ae}\) in flight through ambient air, the cooling rate would be inversely correlated with clast size. Furthermore, they must have a cooling rate greater than that in ‘static’ air because airflow increases cooling rate as shown by sample Q11. The greater
the flight velocity, the greater the cooling rate [28].

3. If they cooled past $T_{ae}$ in the eruption column with hot gas surrounding them, the cooling rate would also be inversely correlated with clast size. The cooling rate would be controlled by following two factors. One is the gas temperature in the eruption column ($T_{ec}$): a high gas temperature in the eruption column would lead to a low cooling rate (see Eq. 9 in which $T_{ff}$ is equivalent to $T_{ec}$). The second is the free-fall velocity of the pyroclast through the column: a greater relative velocity leads to more rapid cooling. Because the temperature in the eruption column can be high, cooling rates of pyroclasts in eruption columns can be less than in ‘static’ air.

Therefore, knowing how cooling rates of pyroclasts depend on clast size and whether cooling rates are less than in ‘static’ air, it is possible to determine where the pyroclasts cooled past $T_{ae}$. If they cooled past $T_{ae}$ in the eruption column, it is further possible to infer the temperature in the part of the eruption column at the time when the pyroclast cooled past $T_{ae}$. That eruption column temperature will be referred to as $T_{ec}$, which is the final fluid temperature ($T_{ff}$ in Eq. 9) for the cooling of the pyroclast and can be solved from Eq. 9. That is, the hydrous species geospeedometer provides estimate of eruption column conditions at which the species concentrations are frozen in.

Pyroclasts from the most recent eruption (~1340 AD) of Mono Craters, California, USA [38,39] are used to investigate cooling rates as a function of clast size ($L = V/S$). Sieh [38] has identified seven ash and lapilli air fall beds, representing different minor eruptions within several months. Pyroclasts from the beds were collected with the help of Blank and Dobson [8]. Although hundreds of pyroclasts from the collection have been analyzed over the years in this lab [8,10], the original size was not recorded. Thus, these cannot be used to examine whether $q$ depends on $L$. Hence from the remaining pyroclasts, we selected those of different sizes for investigation.

To determine the size ($L$) of a pyroclast when it cooled past $T_{ae}$, it is necessary to choose those that are not broken during collection. When the clasts are examined, some surfaces appear dull
and original, and others show conchoidal fractures or are shiny. Pyroclasts with conchoidal or shiny surfaces are not used in this study since they might have been broken and might not reflect the original size. Because the clasts are irregular in shape, we use the following procedure to estimate $L$. Each pyroclast is weighed and the volume ($V$) is calculated using a density of 2320 kg m$^{-3}$. The pyroclast is treated as if it were a parallelepiped. The lengths of three dimensions (shortest, middle and longest) are measured as best as they can be, and are denoted as $a$, $b$, and $c$. If the clast were a rectangular parallelepiped, $L$ would equal to: $abc/(2(ab + ac + bc))$. Because the clast has irregular shape and because the volume $V$ is known with good accuracy, we obtain $L$ by adjusting the above as:

$$
L = \frac{abc}{2(ab + ac + bc)} \sqrt[3]{\frac{V}{abc}}
$$

(12)

That is, we assume that the measured length is off by a constant factor of $[V/(abc)]^{1/3}$. Although the procedure is not perfect, we estimate that $L$ is accurate to within 20% relative.

A wafer is sectioned from the middle part of each pyroclast, and doubly polished for IR analyses. For large samples, several points are measured from rim to the center of the clast to assess variation of cooling rate. From the IR analyses, $T_{ae}$ and $q$ are calculated. The results are reported in Table 4. The cooling rate is plotted against pyroclast size in Fig. 4 except for one pyroclast (7-N3) that is outside the figure and will be discussed later. Although there is some scatter, Fig. 4 shows that: (i) most pyroclasts have cooling rates below those in ‘static’ 21°C air, and (ii) the cooling rates of the pyroclasts decrease with $L$, following a trend that is sub-parallel to that in ‘static’ air. Hence, the pyroclasts must have cooled past $T_{ae}$ in hot gas inside the volcanic eruption column, not in the ambient air, nor in the ash beds.

Knowing that the pyroclasts cooled past $T_{ae}$ in the eruption column, we can use Eq. 9 to estimate the gas temperature in the eruption column if the heat transfer coefficient $h$ in the eruption gas column is known. We estimate $h$ by considering forced convection due to the free fall of a pyroclast. Because theory for motion and heat transfer of an irregularly shaped particle through a fluid is not available, we treat a pyroclast as a sphere of equal volume. First the freefall velocity $u$ and the Reynolds number $Re$ are estimated through iteration as follows [26]:

$$
Re = \frac{ud\rho_{air}}{\mu}
$$

(13a)

$$
C_D = \frac{24}{Re}(1 + 0.15Re^{0.87}) + \frac{0.42}{1 + 42500Re^{1.16}}
$$

(13b)

$$
u = \sqrt{\frac{4gd\rho_s}{3\rho_{air}C_D}}
$$

(13c)

where $d$ is the diameter of the sphere, $\rho_{air}$ is the air density, $\mu$ is the viscosity of air, $C_D$ is the drag coefficient, $\rho_s$ is the pyroclast density, and $g$ is acceleration due to Earth’s gravity. Eq. 13b is
from [26] and the relative error is +6% to −4% for \( Re < 3 \times 10^5 \). An approximate equation for \( u \) is
\[
u = 1.73(gd_p/\rho_{air})^{1/2}
\]
[26]. Then the Nusselt number is estimated. Because \( Re \) is between 100 and \( 3 \times 10^5 \), the Nusselt number is calculated using the following relation [40]:
\[
Nu = \frac{hd}{k} = 2 + \left(0.25Re + 0.0003Re^{1.6}\right)^{1/2}
\]
(14)
where \( k \) is thermal conductivity of air. Note that Thomas and Sparks [28] misquoted the above equation (0.25Re was misquoted as 0.25). From Nu, the heat transfer coefficient is obtained as follows:
\[
h = Nu(k/d)
\]
(15)
Although air density, viscosity and thermal conductivity depend on air temperature, the value of \( h \) only varies by about 26% from 300 to 800 K. Hence a constant temperature of 700 K is used for air temperature in the eruption column for estimating \( h \). The value of \( h \) thus obtained depends on the size of the clast, varying from 315 W m\(^{-2}\) K\(^{-1}\) for a clast of 3 mm diameter to 215 W m\(^{-2}\) K\(^{-1}\) for a clast of 20 mm diameter, significantly greater than \( h \) values in ‘static’ air, as expected.

Knowing \( h \), the eruption column temperature \( T_{ec} \) as each pyroclast cooled past \( T_{ae} \) is calculated using Eq. 9 and shown in Table 4. For eruption 2 (the eruption that resulted in Bed 2), the eruption column temperature recorded by the pyroclasts ranges from 256 to 501°C. For eruption 3, the eruption column temperature ranges from 387 to 510°C. For eruption 7, the eruption column temperature ranges from 414 to 567°C. For pyroclasts previously analyzed in this lab [8,10], although their sizes were not determined, most of them have cooling rates in the same range of 2−50 K s\(^{-1}\), consistent with cooling past \( T_{ae} \) in the eruption column with similar eruption column temperatures. Even though the accuracy of the calculation is not known due to uncertainties in estimating \( h \) for irregularly shaped pyroclasts, these are reasonable temperatures for eruption columns.

The meaning of the calculated temperatures in the eruption columns is as follows. Temperature in an eruption column as air is mixed into the column is obviously variable with both space and time. The gas temperature \( T_{ec} \) experienced by a given pyroclast indicates the average gas temperature when it cooled from \( T_{ae} +40^\circ C \) to \( T_{ae} -40^\circ C \). (Above \( T_{ae} +40^\circ C \), there was roughly continuous equilibrium; below \( T_{ae} -40^\circ C \), the reaction effectively stopped. The choice of ±40°C depends on measurement precision). Using cooling rates in Fig. 4, the smallest pyroclast cooled through this 80°C temperature interval in 2 s, and the largest one cooled through this temperature interval in ~ 40 s. (The exception of one pyroclast with very low cooling rate will be discussed below.) Hence, although each pyroclast cooled more or less continuously in an eruption column from a temperature greater than \( T_{ae} \) to a much lower temperature (some of the cooling was after deposition), the estimated \( T_{ec} \) from each pyroclast means the gas temperature in the part of the eruption column during the time interval (of 2–40 s) when the pyroclast was cooling from \( T_{ae} +40^\circ C \) to \( T_{ae} -40^\circ C \).

In comparison, inferred emplacement temperature for the 18 May 1980 deposits of Mount St. Helens is 330, 240 and 110°C for three sites at 6.5, 5, and 9.5 km away from the crater [41]. These low temperatures cannot reset the hydrous species concentrations in a reasonable amount of time (days to months) and hence cannot be recorded by the hydrous species geospeedometer. (At 330°C, if \( H_2O \) concentration is high enough, hydrous species concentrations can be reset in days to months.) Obviously, temperature in eruption columns depends on many factors, including the size of the eruption, the clast to gas ratio, the amount of ambient air that is mixed into the column, the distance away from the eruption vent, and height in the column, etc.

We now turn to sample 7-N3 in Bed 7 (Table 4). Its very low cooling rate (0.004 K s\(^{-1}\), 1000-fold lower than the expected cooling rate) is puzzling. Among the hundreds of pyroclasts from this site that were measured in our lab before (although \( L \) was not determined for those analyzed earlier [8,10]) and samples analyzed in this study, sample 7-N3 is the only sample with such a low cooling
rate. All the other pyroclasts have much greater cooling rates; most of them have cooling rates between 1 and 60 K s\(^{-1}\) [10], similar to those shown in Fig. 4. One explanation for the low cooling rate is that the pyroclast cooled past \(T_{ae}\) in the conduit prior to the eruption and was not heated up enough during the eruption that brought it up [8,10,39]. Noting that \(T_{ae}\) of this sample (468°C) is not high compared to the eruption column temperature of 414–567°C, an alternative explanation for the cooling history of the sample is as follows. The pyroclast might have cooled in a relatively hot region in the eruption column (such as 550°C) and hence did not cool below its apparent equilibrium temperature. That is, the sample was still hot enough (such as 550°C) for the hydrous species reaction to go on when it landed in the ash bed. Then the sample was buried in the bed and cooled slowly in the bed at a rate of 0.004 K s\(^{-1}\) (350 K day\(^{-1}\)). Hence the very low cooling rate can be explained by cooling through \(T_{ae}\) in the ash bed.

The above results show that the hydrous species geospeedometer and the characterization of cooling rates in air can be applied to understand the rich details of volcanic eruption columns. Other cooling rate indicators (e.g., [35]) may also be applied the same way if they can be quantified to predict cooling rates to within a factor of two. In addition, our geospeedometer can be applied to infer cooling rates of volcanic glasses and thermal history in pumice deposit [36], to investigate thermal interaction between water and magma to understand the conditions for hydrovolcanism [42,43], to refine heat transfer models by comparing directly measured cooling rates with theoretical calculations, and to determine heat transfer coefficients in a fluid medium under various conditions.

7. Summary

1. The uniform cooling model works well for cooling in air and liquid nitrogen, as long as the effective half thickness is \(\approx 4\) mm. Cooling rate of an obsidian with an effective thickness of 1 mm is about 20 K s\(^{-1}\) in ‘static’ air, and decreases with increasing sample size. Cooling rates in 620 kPa compressed airflow and in liquid nitrogen are about two times those in ‘static’ air. Liquid nitrogen is a less efficient quench medium than previously thought.

2. Our experimental approach provides a method for determining the heat transfer coefficient of a quench medium. The heat transfer coefficient for ‘static’ air and liquid nitrogen decreases with the size of the sample to be cooled, consistent with predictions. The heat transfer coefficient for liquid nitrogen for a spherical sample with radius of 1 mm is only 40% of the reported 460 J K\(^{-1}\) m\(^{-2}\) s\(^{-1}\) [4].

3. Cooling rate in water is \(\approx 500\) K s\(^{-1}\) for a sample \(\approx 1\) mm thick. Cooling rate of a sample in water varies with distance away from the cooling surface and this cooling rate vs. distance relation is the same for large and small samples. To model cooling rate in water, one has to consider both heat conduction in the solid sample and heat transfer in water.

4. Although our experiments are conducted using hydrous obsidian, the cooling rates obtained here are applicable to all materials having heat transfer properties similar to those of rhyolite. Because heat diffusivity and conductivity do not vary widely from one material to another, the above results are applicable to most materials as long as the volume ratio of the quench medium to the sample is large.

5. Our results on cooling rates in ‘static’ air provide a baseline for understanding cooling rates of pyroclasts. Cooling rates of pyroclasts collected from volcanic beds of the most recent eruption of Mono Craters are smaller than those in ‘static’ air and are inversely correlated with pyroclast size, indicating that they cooled past \(T_{ae}\) in the eruption column. Inferred temperatures in three eruption columns range from 256 to 567°C. These applications show the power of the hydrous species geospeedometer in revealing rich details of volcanic processes.
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