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Abstract—This paper considers a distributed belief averaging problem with sequential observations in which a group of \( n > 1 \) agents in a network, each having sequentially arriving samples of its belief in an online manner, aim to reach a consensus at the average of their beliefs, by exchanging information only with their neighbors. The neighbor relationships among the \( n \) agents are described by a time-varying undirected graph whose vertices correspond to agents and whose edges depict neighbor relationships. A distributed algorithm is proposed to solve this problem over sequential observations with \( O(\frac{1}{\Delta}) \) convergence rate. Extensions to the case of directed graphs are also detailed.

I. INTRODUCTION

Over the past few decades, there has been considerable interest in developing algorithms for information distribution and computation among members of interactive agents via peer-to-peer interactions [1]–[3]. Recently, distributed computation and decision making problems of all types have arisen naturally, such as consensus problems [4], multi-agent coverage problems [5], rendezvous problems [6], multi-sensor localization [7], and multi-robot formation control [8]. These problems have found applications in different fields, including sensor networks [9], robotic teams [10], social networks [11], and electric power grids [12]. Distributed computation and control are promising for large-scale complex networks due to their fault tolerance and cost saving features, and their ability to accommodate various physical constraints such as limitations on sensing, computation, and communication.

One important problem in distributed control and computation is the consensus problem [4], [13]–[22]. In a typical consensus process, the agents in a given group all try to agree on some quantity by communicating what they know only to their neighboring agents. One particular type of consensus process, whose goal is to compute the average of the initial values of the quantity of interest at the agents, is called distributed averaging [23]. Solutions for such conventional distributed averaging problems have been elegantly developed, including linear iterations [9], [23], [24], gossiping [25], [26], and push-sum [27], which are also known as weighted gossip [28], ratio consensus [29], and double linear iterations [30].

In this paper, we extend the conventional distributed averaging problem setting to the case when each distributed agent has its local belief/measurement arriving sequentially. This is different from previous studies whereby it was assumed that each agent \( i \) at initial time \( t = 1 \) holds \( x_i(1) \), which equals the true belief, and the subsequent averaging and communication processes are carried out entirely over \( x_i(1), i \in \{1, 2, \ldots, n\} \). By contrast, in this paper, we consider the case where each agent’s true belief \( x_i \) is unknown and can only be measured through a series of local observations; these will be denoted by \( x_i(t), t \in \{1, 2, \ldots\} \) and are only available to agent \( i \).

The problem considered here thus falls in the family of problems on distributed learning and control. However, a unique feature of the problem is the departure from the conventional distributed averaging process. This difference is elaborated below. Consider the motivating example of a sensor network where each sensor needs to take a sequence of local measurements in order to obtain an accurate estimate of a local mean (or belief as referred to earlier) due to environmental and instrumental uncertainties/noises; at the same time we have the goal of estimating the global mean through message exchanges among sensors. Note that several previous studies, e.g. [31], [32], also looked into distributed learning settings with noisy observations. The key differences between those studies and our work here are, among others, the following: (1) as in [31], uncertainties are often modeled as coming from external noise sources which are independent of the sample observations, which is not the case here; (2) many existing studies such as [32] are formulated within a distributed estimation framework, in which observability of the system is typically assumed, while we do not impose any such condition here.

The above description leads us to conclude that in our case there are multiple averaging processes going on simultaneously, one globally among sensors, and a local one at each sensor. This is the main difference between our problem and the classical literature on distributed averaging and consensus which only focuses on the global averaging process by assuming that the local mean is already available. In our setting, it would be desirable to embed the multiple underlying averaging processes into the same distributed updating procedure, by integrating the new measurements/samples into the single averaging process as they arrive; this is the goal of the present study. To this end, we introduce an algorithm referred to as distributed belief averaging using sequential observations, and formally establish its convergence and determine its convergence rate.

The main contribution of this paper is two-fold. First, we introduce a distributed belief averaging algorithm with sequential observations and establish its polynomial conver-
gence to consensus when the underlying graphs are undirected. Second, we extend the results to establish asymptotic convergence for the case of directed graphs.

The rest of the paper is organized as follows. The problem is formulated and stated in Section II. An algorithm solving the problem, along with a result on its convergence rate for undirected graphs, are presented in Section III, and the extension to directed graphs is discussed in the same section. The analysis of the algorithm and the proof of the main result are given in Section IV, and Section V concludes the paper.

II. PROBLEM FORMULATION

Consider a network consisting of \( n > 1 \) agents. For ease of presentation, we label the agents 1 through \( n \). The agents are not aware of such a global labeling, but each agent is able to identify its “neighbors”. The neighbor relationships among the \( n \) agents are described by a time-varying \( n \)-vertex undirected graph \( \mathcal{N}(t) \), called the neighbor graph, in which the \( n \) vertices represent the \( n \) agents and the edges indicate the neighbor relationships. In other words, a pair of agents \( i \) and \( j \) are neighbors at time \( t \) if and only if \( (i,j) \) is an edge in \( \mathcal{N}(t) \). We use \( \mathcal{N} = \{1, 2, \ldots, n\} \) to denote the set of agents (or vertices) and \( \mathcal{N}(t) \) to denote the set of neighbors of agent \( i \) at time \( t \). To be more precise,

\[
\mathcal{N}(t) = \{j \in \mathcal{N}, j \neq i : (i, j) \text{ is an edge in } \mathcal{N}(t)\}, \quad i \in \mathcal{N}.
\]

We assume that time is discrete in that \( t \) takes values in \( \{1, 2, \ldots\} \). Each agent \( i \) receives a real-valued scalar \( x_i(t) \) at each time \( t \). We assume that the samples \( \{x_i(t)\}_{t=1}^{\infty} \) form an i.i.d. process, and the sequence is generated according to a random variable \( X_i \) with distribution \( f_{X_i}(.) \). For simplicity, we assume that the support set for \( X_i \) is bounded, i.e., there exists a constant \( M \) such that \( |X_i(\omega)| \leq M \) for all \( i \in \mathcal{N} \) and \( \omega \), where \( \omega \) indicates an arbitrary sample realization. Note that the agents’ observations do not need to be identical, i.e., the \( f_{X_i}(.) \), \( i \in \mathcal{N} \), do not need to be structurally the same. We use \( \bar{x}_i \) to denote the expectation of agent \( i \)’s local observations, i.e.,

\[
\bar{x}_i = E[X_i] ,
\]

and call \( \bar{x}_i \) the local belief of agent \( i \).

At each time step \( t \), each agent \( i \) can exchange information only with its current neighbors \( j \in \mathcal{N}(t) \). Thus, only local information is available to each agent, i.e., each agent \( i \), only knows its own samples, the information received from its current neighbors in \( \mathcal{N}(t) \), and nothing more, while the global connectivity patterns remain unknown to any agent in the network.

Suppose that each agent has control over a real-valued variable \( y_i(t) \) which it can update from time to time. Let

\[
\bar{x} = \frac{1}{n} \sum_{i=1}^{n} \bar{x}_i ,
\]

which represents the average belief within the network. Our goal is to devise an algorithm for each agent \( i \), under the local information constraint, which ensures that

\[
\lim_{t \to \infty} y_i(t) = \bar{x} , \quad \forall i .
\]

Moreover, we would like to characterize the convergence rate of such an algorithm.

III. DISTRIBUTED BELIEF AVERAGING WITH SEQUENTIAL OBSERVATIONS

In this section, we first propose a distributed algorithm for a time-varying undirected neighbor graph and establish its convergence under an appropriate connectivity assumption. A variant of the algorithm for directed neighbor graphs will be given subsequently.

A. Undirected Graphs

At initial time \( t = 1 \), each agent \( i \) sets its \( y_i(1) = x_i(t) \), where \( x_i(t) \) is as introduced earlier. For each time \( t > 1 \), each agent \( i \) first broadcasts its current \( y_i(t) \) to all its current neighbors in \( \mathcal{N}(t) \). At the same time, each agent \( i \) receives \( y_j(t) \) from all its neighbors \( j \in \mathcal{N}(t) \). Then, each agent \( i \) updates its variable by setting

\[
y_i(t+1) = w_{ii}(t)y_i(t) + \sum_{j \in \mathcal{N}(t)} w_{ij}(t)y_j(t) + z_i(t+1) - z_i(t) ,
\]

where

\[
z_i(t) = \frac{1}{t} \sum_{\tau=1}^{t} x_i(\tau) ,
\]

and \( w_{ij}(t) \) are real-valued weights such that the matrix \( W(t) = [w_{ij}(t)] \) is a symmetric doubly stochastic matrix\(^2\) with positive diagonal entries. Each \( w_{ij}(t) \) weights can be designed in a distributed manner using the well-known Metropolis weights [9]. Specifically, \( w_{ij}(t) = 0 \) if \( i \neq j \) and \((i,j)\) is not an edge in \( \mathcal{N}(t) \), and

\[
w_{ij}(t) = \frac{1}{1 + \max\{n_i(t), n_j(t)\}} , \quad (i,j) \in \mathcal{N}(t) ,
\]

\[
w_{ii}(t) = 1 - \sum_{j=1}^{n} w_{ij}(t) .
\]

where \( n_i(t) \) is the number of neighbors of agent \( i \) at time \( t \), or equivalently, the degree of vertex \( i \) in \( \mathcal{N}(t) \). Thus, the updating of each \( y_i(t) \) only requires the information from agent \( i \)’s current neighbors.

It is worth emphasizing that even though \( z_i(t+1) \) and \( z_i(t) \) are used in the updating of \( y_i(t) \), an agent does not have to store all its received samples. Instead, each agent \( i \) only needs to keep track of \( z_i(t) \) since

\[
z_i(t+1) = \frac{tz_i(t) + x_i(t+1)}{t+1} .
\]

\(^1\)The results in this paper can be straightforwardly extended to the vector-valued case.

\(^2\)A square matrix is called a stochastic matrix if all its entries are nonnegative and its row sums all equal to 1. A stochastic matrix is called a doubly stochastic matrix if also its column sums all equal to 1.
In vector form, the $n$ equations in (2) can be written as
\[
y(t + 1) = W(t)y(t) + z(t + 1) - z(t). \tag{3}
\]
where $y(t)$ and $z(t)$ are the column vectors obtained by stacking up $y_i(t)$s and $z_i(t)$s, respectively.

B. Convergence

To state the convergence result, we need the following concepts.

An undirected graph $G$ is connected if there is a path between each pair of distinct vertices in $G$. By the union of a finite sequence of undirected graphs, $G_1, G_2, \ldots, G_m$, each with the vertex set $V$, is meant the undirected graph $G$ with vertex set $V$ and edge set equaling the union of the edge sets of all of the graphs in the sequence. We say that such a finite sequence is jointly connected if the union of its members is a connected graph. We say that an infinite sequence of undirected graphs $G_1, G_2, \ldots$ is repeatedly jointly connected if there is a positive integer $r$ such that for each $k \geq 0$, the finite sequence $G_{r+k+1}, G_{r+k+2}, \ldots, G_{r(k+1)}$ is jointly connected.

**Theorem 1:** Suppose that all $n$ agents adhere to the update rule (2) and that the sequence of neighbor graphs $\mathbb{N}(1), \mathbb{N}(2), \mathbb{N}(3), \ldots$ is repeatedly jointly connected. Then,
\[
\lim_{t \to \infty} y_i(t) = \bar{x}, \quad \forall i,
\]
with a convergence rate at the order of $O\left(\frac{1}{t}\right)$ with high probability (w.h.p.).

The proof of the theorem will be given in Section IV.

The basic intuition behind the proof is as follows. First, it is straightforward to verify that
\[
\lim_{t \to \infty} \frac{1}{n} \sum_{i=1}^{n} z_i(t) = \frac{1}{n} \sum_{i=1}^{n} \bar{x}_i. \tag{4}
\]
Since $y(1) = x(1) = z(1)$, from (3), it follows that $1^T y(2) = 1^T z(2)$, where $1$ denotes the vector whose entries all equal to 1 and $1^T$ denotes its transpose. By induction, it follows that $1^T y(t) = 1^T z(t)$ for any $t$, which implies that
\[
\sum_{i=1}^{n} y_i(t) = \sum_{i=1}^{n} z_i(t), \quad \forall t.
\]
Ignoring the small perturbation terms $z(t+1) - z(t)$ (later we will show that this term converges polynomially fast to the zero vector 0), it is known that $y(t+1) = W(t)y(t)$ leads all $y_i(t)$ to the same value [24]. Note that, from (4) and (1), $\sum_{i=1}^{n} z_i(t)$ will converge to $n\bar{x}$, and therefore we could expect that each $y_i(t)$ will converge to $\bar{x}$ since $1^T y(t) = 1^T z(t)$.

**Remark 1:** The above convergence result holds for any sequence of doubly stochastic matrices $\{W(t)\}$ satisfying the properties that each matrix has positive diagonal entries and all nonzero entries are uniformly bounded below by some positive number. Note that the matrices whose entries are the Metropolis weights satisfy these properties. The convergence result also holds for any static connected graph, which can be regarded as a special case of repeatedly jointly connected time-varying graphs.

C. Directed Graphs

The algorithm just described requires that the communication between any pair of neighboring agents is bidirectional. Such a requirement may not always be satisfied in applications. For example, different agents may have differing transmission radii. In this subsection, we propose another algorithm to deal with the case when the neighbor graph is directed, i.e., the communication between agents can be unidirectional. The algorithm makes use of the idea of the push-sum protocol [27] which solves the conventional distributed averaging problem for directed neighbor graphs.

Since the communication may be unidirectional, we need to modify the definition of “neighbors” in this section. Specifically, we say that an agent $j$ is a neighbor of agent $i$ at time $t$ if agent $i$ can send information to agent $j$ at time $t$. In this case, we also say that agent $i$ is an observer of agent $j$ at time $t$. The neighbor (and observer) relationships among the $n$ agents are described by a time-varying $n$-vertex directed graph $\mathbb{N}(t)$ in which the directions of directed edges represent the directions of information flow. Thus, agent $j$ is a neighbor of agent $i$ (and thus agent $i$ is an observer of agent $j$) at time $t$ if and only if $(i, j)$ is a directed edge in $\mathbb{N}(t)$. We use $o_i(t)$ to denote the number of observers of agent $i$ at time $t$, or equivalently, the out-degree of vertex $i$ in $\mathbb{N}(t)$.

We propose the following algorithm for directed neighbor graphs. Each agent $i$ has control over two real-valued variables $y_i(t)$ and $v_i(t)$ which are initialized as $y_i(1) = x_i(1)$ and $v_i(1) = 1$ respectively. At each time $t > 1$, each agent $i$ sends the weighted current values $\frac{y_i(t)}{1+o_i(t)}$ and $\frac{v_i(t)}{1+o_i(t)}$ to all its current neighbors and updates its variables according to the rules
\[
\begin{align*}
y_i(t+1) &= \frac{y_i(t)}{1+o_i(t)} + \sum_{j \in N_i(t)} \frac{y_j(t)}{1+o_j(t)}; \\
v_i(t+1) &= \frac{v_i(t)}{1+o_i(t)} + \sum_{j \in N_i(t)} \frac{v_j(t)}{1+o_j(t)}; \\
y_i(t+1) &= w_i(t+1) + z_i(t+1) - z_i(t). \tag{5}
\end{align*}
\]

The limiting behavior of the above algorithm also depends on the connectivity of the neighbor graph. A directed graph $G$ is strongly connected if there is a directed path between each pair of distinct vertices in $G$. We say that a finite sequence of directed graphs with the same vertex set is jointly strongly connected if the union of its members is a strongly connected graph. We say that an infinite sequence of directed graphs $G_1, G_2, \ldots$ is repeatedly jointly connected if there is a positive integer $r$ such that for each $k \geq 0$, the finite sequence $G_{r+k+1}, G_{r+k+2}, \ldots, G_{r(k+1)}$ is jointly strongly connected.
Proposition 1: Suppose that all $n$ agents adhere to the update rule (5) and that the sequence of neighbor graphs $N(1), N(2), N(3), \ldots$ is repeatedly jointly strongly connected. Then, w.h.p.,
\[
\lim_{t \to \infty} \frac{w_i(t)}{v_i(t)} = \bar{x}, \quad \forall i.
\] (6)

Proof: In the proof of Theorem 1 (given in the next section), it will be shown that $z_i(t+1) - z_i(t)$ will converge to 0 w.h.p. Then, by Lemma 1(b) in [33], it follows that w.h.p.,
\[
\lim_{t \to \infty} \left| \frac{w_i(t)}{v_i(t)} \frac{1}{n} \sum_{j=1}^{n} y_j(t) \right| = 0
\]
and the vector $g(t)$ will converge to a consensus vector as $t \to \infty$. It is straightforward to verify that $1^T g(t) = 1^T z(t)$ for all time $t$. From (4), it follows that (6) holds w.h.p.. □

The convergence rate of the algorithm is a subject of future research.

IV. ANALYSIS

In this section, we provide a proof of the main result in Section III. Our approach will appeal to the stability properties of discrete-time linear consensus processes.

We begin with the idea of a certain semi-norm which was introduced in [34]. Let $|| \cdot ||$ be the induced infinity norm on $\mathbb{R}^{n \times n}$. For $M \in \mathbb{R}^{n \times n}$, define
\[
|M|_\infty = \min_{c \in \mathbb{R}^{n \times n}} ||M - 1c||.
\]
It has been shown in [34] that $| \cdot |_\infty$ is a semi-norm, namely that it is positively homogeneous and satisfies the triangle inequality. Moreover, this particular semi-norm is sub-multiplicative in the following sense.

Lemma 1: (Lemma 1 in [22]) Suppose that $S$ is a subset of $\mathbb{R}^{n \times n}$ such that $M1 = 1$ for all $M \in S$. Then,
\[
|Mx|_\infty \leq |M|_\infty |x|_\infty, \quad |MN|_\infty \leq |M|_\infty |N|_\infty,
\]
for any $M, N \in S$ and $x \in \mathbb{R}^n$.

For column vectors and nonnegative matrices, more can be said.

Lemma 2: (Lemmas 2 and 3 in [22]) Let $x$ be a vector in $\mathbb{R}^n$. Then,
\[
|x|_\infty = \frac{1}{2} \left( \max_{i} x_i - \min_{j} x_j \right)
\]
Let $A \in \mathbb{R}^{n \times n}$ be a nonnegative matrix. Then,
\[
|A|_\infty = \frac{1}{2} \max_{i,j} \sum_{k=1}^{n} |a_{ik} - a_{jk}|
\]

It is worth noting that $|A|_\infty$ is the same as the well-known coefficient of ergodicity [35] if $A$ is a stochastic matrix. Thus, $|A|_\infty \leq 1$ if $A$ is stochastic.

We now characterize stability properties of linear consensus processes using the semi-norm just introduced. We first introduce the notion of internal stability, which has been studied in [22].

Consider a discrete-time linear consensus process modeled by a linear recursion equation of the form
\[
x(k+1) = S(k)x(k), \quad x(k_0) = x_0,
\] (7)
where $x(k)$ is a vector in $\mathbb{R}^n$ and $S(k)$ is an $n \times n$ stochastic matrix. It is easy to verify that the equilibria of (7) include points of the form $\alpha 1$. We say that (7) is uniformly consensus stable if there exists a finite positive constant $\gamma$ such that for any $k_0$ and $x_0$, the corresponding solution satisfies
\[
|x(k)|_\infty \leq \gamma |x_0|_\infty, \quad k \geq k_0.
\]
This definition is different from the standard notion of uniform stability of linear systems [36] since it uses the semi-norm instead of any norm. The same is true for all the definitions of stability in this section. Consensus stability of the system is equivalent to $x(t)$ converging to a consensus vector (i.e., all the entries of $x(t)$ have the same value). Note that any trajectory of (7) is bounded for all $k$ since each $S(k)$ is stochastic. Thus, the system (7), without input or external disturbance, is uniformly consensus stable for any sequence $\{S(k)\}$.

We say that the system described by (7) is uniformly exponentially consensus stable if there exist a finite positive constant $\gamma$ and a constant $0 \leq \lambda < 1$ such that for any $k_0$ and $x_0$, the corresponding solution satisfies
\[
|x(k)|_\infty \leq \gamma \lambda^{k-k_0} |x_0|_\infty, \quad k \geq k_0.
\]

Uniform exponential consensus stability implies uniform consensus stability and imposes an additional requirement that all solutions of (7) approach a consensus vector exponentially fast.

Let $\Phi(k, j)$ be the discrete-time state transition matrix of $S(k)$, i.e.,
\[
\Phi(k, j) = \begin{cases} S(k-1)S(k-2) \cdots S(j) & \text{if } k > j, \\ I & \text{if } k = j. \end{cases}
\]
It is easy to verify that $\Phi(k, j)$ is a stochastic matrix for any $k \geq j$. The following result characterizes uniform exponential consensus stability.

Lemma 3: (Theorem 1 in [22]) The discrete-time linear recursion equation (7) is uniformly exponentially consensus stable if and only if there exist a finite positive constant $\gamma$ and a constant $0 \leq \lambda < 1$ such that
\[
|\Phi(k, j)|_\infty < \gamma \lambda^{k-j},
\]
for all $k, j$ such that $k \geq j$.

Exponential consensus stability can be characterized by graph connectivity. Toward this end, we need the following concept. The graph of a nonnegative symmetric matrix $M \in \mathbb{R}^{n \times n}$, denoted by $\gamma(M)$, is an undirected graph on $n$ vertices with an edge between vertex $i$ and vertex $j$ if and only if $m_{ij} \neq 0$ (and thus $m_{ji} \neq 0$).
Lemma 4: Let $F$ denote a compact subset of the set of all $n \times n$ symmetric stochastic matrices with positive diagonal entries. Suppose that $F(1), F(2), \ldots$ is an infinite sequence of matrices in $F$. Then, the discrete-time linear recursion equation $x(k+1) = F(k)x(k)$, $k \geq 1$, is uniformly exponentially consensus stable if and only if the sequence of graphs $\gamma(F(1)), \gamma(F(2)), \gamma(F(3)) \ldots$ is repeatedly jointly connected.

This lemma is a direct consequence of Theorem 4 in [22].

Now we turn to input-output stability of discrete-time linear consensus processes. Toward this end, we rewrite the equation (7) in an input-output form as follows:

$$x(k + 1) = S(k)x(k) + B(k)u(k) ,$$

$$y(k) = C(k)x(k) .$$

We are interested in the case when $B(k)$ and $C(k)$ are stochastic matrices for all $k$. The input-output behavior of the system (8)-(9) is specified by the unit-pulse response $G(k, j) = C(k)\Phi(k, j + 1)B(j)$, $k \geq j + 1$, which is also a stochastic matrix.

We say that the system defined by (8)-(9) is uniformly bounded-input, bounded-output consensus stable if there exists a finite constant $\eta$ such that for any $k_0$ and any input signal $u(k)$ the corresponding zero-state response satisfies

$$\sup_{k \geq k_0} |y(k)|_\infty \leq \eta \sup_{k \geq k_0} |u(k)|_\infty .$$

It is worth noting that $y(t)$ may not be bounded even though the system is uniformly bounded-input, bounded-output consensus stable, which is different from the standard notion of input-output stability of linear systems [36].

The following result establishes the connection between uniform bounded-input, bounded-output stability, a property of the zero-state response, and uniform exponential stability, a property of the zero-input response.

Proposition 2: (Theorem 2 in [37]) Suppose that (7) is uniformly exponentially consensus stable. Then, the system (8)-(9) is uniformly bounded-input, bounded-output consensus stable.

Now we are in a position to prove Theorem 1.

Proof of Theorem 1: The system (3) can be viewed as a linear consensus system with input $u(t) = z(t + 1) - z(t)$ and $B(t) = C(t) = I$ where $I$ is the identity matrix which is also a stochastic matrix. Then, the output $y(t) = \Phi(t, 1)y(1) + \tilde{y}(t)$, where $\tilde{y}(t)$ is the zero-state response and the first component on the right-hand side is the zero-input response. It follows that

$$|y(t)|_\infty \leq |\Phi(t, 1)y(1)|_\infty + |\tilde{y}(t)|_\infty \leq |\Phi(t, 1)y(1)|_\infty + \sup_{\tau \geq t} |\tilde{y}(\tau)|_\infty .$$

Since the sequence of neighbor graphs is repeatedly jointly connected, by Lemma 4, the system $y(t + 1) = W(t)y(t)$ is uniformly exponentially consensus stable, and thus the system (3) is uniformly input-bounded, output-bounded consensus stable by Proposition 2. Since $|\Phi(t, 1)y(1)|_\infty$ converges to 0 exponentially fast, to prove the theorem, it will be enough to show that $\sup_{\tau \geq t} |\tilde{y}(\tau)|_\infty$ converges to 0 at the order of $O(\frac{1}{t})$ w.h.p.. Since $\sup_{\tau \geq t} |\tilde{y}(\tau)|_\infty \leq \eta \sup_{\tau \geq t} |u(\tau)|_\infty$ for some constant $\eta$, and noting that by Lemma 2, $\sup_{\tau \geq t} |u(\tau)|_\infty \leq 2\sup_{\tau \geq t} \max_i |u_i(\tau)|$, it will be sufficient to bound the convergence rate of $\sup_{\tau \geq t} \max_i |u_i(\tau)|$.

Note that $u_i(t) = z_i(t + 1) - z_i(t)$ for any $i \in N$, and

$$\left| \sum_{k=1}^t x_i(k) - \bar{x}_i \right| \leq \delta .$$

Then,

$$P \left( \sup_{\tau \geq t} \left| \sum_{k=1}^\tau x_i(k) - \bar{x}_i \right| \leq \delta \right) = P \left( \forall \tau \geq t, \left| \sum_{k=1}^\tau x_i(k) - \bar{x}_i \right| \leq \delta \right) = 1 - P \left( \exists \tau \geq t, \left| \sum_{k=1}^\tau x_i(k) - \bar{x}_i \right| > \delta \right) \geq 1 - \sum_{\tau \geq t} P \left( \left| \sum_{k=1}^\tau x_i(k) - \bar{x}_i \right| > \delta \right) \geq 1 - \frac{2e^{-2\delta t}}{1 - e^{-2\delta}} ,$$

which implies that w.h.p.,

$$\sup_{\tau \geq t} \left| \sum_{k=1}^\tau x_i(k) \right| \leq \bar{x}_i + \delta ,$$

and thus

$$\sup_{\tau \geq t} |z_i(\tau + 1) - z_i(\tau)| \leq \frac{K + \bar{x}_i + \delta}{t + 1} ,$$

which is decreasing uniformly in the order of $O(\frac{1}{t})$. This completes the proof. \[\blacksquare\]
V. CONCLUSION

In this paper, we have studied a distributed belief averaging problem with sequential observations, where in contrast to the conventional distributed averaging problem setting each agent’s local belief is not available immediately and can only be learned through her own observations. A distributed algorithm has been proposed for solving this problem, and its polynomial convergence rate to network-wide consensus has been established analytically for time-varying and undirected graphs. We have also shown that it is possible to extend parts of the model and results to the case of directed graphs to establish asymptotic convergence.

For future work, we will study convergence rate in the case of directed neighbor graphs, and analyze the effect of quantized communication [38].
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