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Abstract—The objective of drift counteraction optimal control (DCOC) problem is to compute an optimal control law that maximizes the expected time of violating specified system constraints. In this paper, we reformulate the DCOC problem as a reinforcement learning (RL) one, removing the requirements of disturbance measurements and prior knowledge of the disturbance evolution. The optimal control policy for the DCOC is then trained with RL algorithms. As an example, we treat the problem of adaptive cruise control, where the objective is to maintain desired distance headway and time headway from the lead vehicle, while the acceleration and speed of the host vehicle are constrained based on safety, comfort, and fuel economy considerations. An informed approximate Q-learning algorithm is developed with efficient training, fast convergence, and good performance. The control performance is compared with a heuristic driver model in simulation and superior performance is demonstrated.
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I. INTRODUCTION

The objective of the drift counteraction optimal control (DCOC) is to find a control law such that the expected time before system constraint violations occur is maximized. Such a control law can be often interpreted as providing drift counteraction which explains its name – drift counteraction optimal control [1]. Numerous DCOC applications have been previously reported, including satellite control [2], glider flight optimal control [1], and hybrid electric vehicle energy management [4].

Variants of value iteration methods have been previously exploited in the literature to solve the DCOC problem [1]–[4], where two prerequisites are needed. Firstly, the disturbance needs to be measured at each time step. Secondly, the disturbance is typically modeled as a Markov chain and the transition probabilities are assumed to be known. Both the assumptions of measured disturbance and known transition probabilities are limiting in view of potential applications of these techniques to practical systems.

To address the above issues, we reformulate the DCOC as a reinforcement learning (RL) problem. RL is a computational approach to get the agent to act so as to maximize its expected cumulative rewards through iterative interaction with an unknown, complex, and uncertain environment. This reformulation provides several advantages. Firstly, the RL does not require the disturbance measurements; only state information is needed. Secondly, RL is able to obtain an optimal policy through trial-and-error learning without prior knowledge of the transition probability of the Markov chain. In addition, the explicit form of the model may also be unknown. Furthermore, a rich set of algorithms have been developed to solve RL problems.

Among numerous RL algorithms developed in the past few decades, Q-learning [5] is arguably the most well-known model-free RL algorithm. It iteratively learns and updates the optimal action-value functions based on received costs. By virtue of guaranteed convergence and ease of implementation, Q-learning has found great success in many applications [6]–[9]. However, it is noteworthy that Q-learning only works for Markov Decision Processes (MDPs) with discrete state space and discrete action space [10]. For systems with large or continuous state space, an action value function estimator needs to be exploited to avoid information loss and curse of dimensionality caused by state/action discretization. In practice, the linear function based approximate Q-learning (AQL) [11] is frequently used due to its simplicity and fast convergence [12]–[14]. See Section II for a more detailed introduction on RL.

As a case study, we apply RL to the development of an Adaptive Cruise Control (ACC) system, which automatically adjusts a car’s speed to maintain a safe following distance. Extensive studies on ACC control designs have been reported in the literature to control a car to follow a desired equilibrium speed-gap condition, including Proportional Integral and Derivative control [15], Fuzzy Logic [16], and Model Predictive Control [17], [18]. In this paper, we design the
ACC control in a DCOC framework [19], that is, we aim to maximize the expected time before system constraints (due to safety, comfort, and fuel economy) are violated. Note although distance to the lead vehicle can be measured at current step, the lead vehicle speed change at next step is unknown, which poses a great challenge to maintain the ego/host vehicle within the desired system constraints. This motivates the use of RL that can iteratively learn the lead vehicle dynamics by interacting with the environment and improve the control policy adaptively.

In this study, we first reformulate the DCOC ACC problem as a RL one. By exploitation of system dynamics, the feature space, stage cost, and action selection are carefully designed and a model-based Informed Approximate Q-learning (IAQL) algorithm is developed with efficient exploitation and fast convergence. Unlike conventional model-free Approximate Q-Learning (AQL), the proposed IAQL exploits the system dynamics in the feature design and control space construction to guide the training. As we show in the paper, the proposed IAQL converges whereas the conventional AQL may not. We train the IAQL algorithm in simulation, and a hybrid dynamics in the feature design and control space construction to guide the training. As we show in the paper, the proposed IAQL converges whereas the conventional AQL may not. We train the IAQL algorithm in simulation, and a hybrid. The RL control performance is then compared with a benchmark and its enhanced variant. Superior performance is demonstrated.

The contributions of this paper include the following. Firstly, we demonstrate how the DCOC problem can be reformulated as a RL problem, removing the requirements of prior knowledge of disturbance measurements and transition probabilities. Secondly, the ACC problem is treated and the IAQL algorithm is developed to train the control law efficiently and effectively by exploitation of system model whereas conventional AQL does not converge in this ACC problem. The control performance is compared with a benchmark and its enhanced variant. Superior performance is demonstrated.

The rest of the paper is organized as follows. Section II presents a background introduction on RL. The reformulation of a DCOC as a RL one and the ACC problem formulation are presented in Section III. In Section IV, the IAQL algorithm is developed to optimize the ACC. In Section V, a heuristic driver model is introduced as a benchmark, with which the RL control performance is compared. Conclusions are drawn in Section VI.

II. BACKGROUND ON REINFORCEMENT LEARNING

Reinforcement learning (RL) is a trial-and-error learning algorithm that optimizes the agent’s actions to minimize accumulated costs (or maximize accumulated rewards) during its interaction with the environment. At each discrete time step \( t \), the agent receives an observation \( x_t \in \mathbb{R}^n_u \), takes a real-valued action \( u_t \in \mathbb{R}^n_u \), and receives a scalar cost (or reward) \( r_{t+1} \in \mathbb{R} \) at time \( t+1 \). The entire history of observation and action is an information state, \( s_t = (x_1, u_1, \ldots, x_t) \).

We assume a Markovian environment and redefine information state as \( s_t = x_t \).

The stochastic environment \( E \) is modeled as a Markov decision process (MDP), \( \mathcal{M} = (\mathcal{S}, \mathcal{U}, \mathcal{R}, \mathcal{P}, \gamma) \), where \( \mathcal{S} \subseteq \mathbb{R}^n_s \) represents the state space; \( \mathcal{U} \subseteq \mathbb{R}^n_u \) is the action space; \( \mathcal{R} : (\mathcal{S}, \mathcal{U}) \rightarrow \mathbb{R} \) is the scalar cost function and \( \mathcal{R}_t^u = \mathbb{E}[R_{t+1} ] = s, U_t = u_t \); \( \mathcal{P} \) represents the state transition map and \( \mathcal{P}_{u}^{S_t} = \mathbb{P}[S_{t+1} = s | S_t = s, U_t = u_t] \); \( \gamma \in (0, 1) \) is a discounting factor.

A policy, \( \pi : \mathcal{S} \rightarrow \mathcal{P}(\mathcal{U}) \), is a mapping from states to a probability distribution over the actions and it describes the agent’s behavior. Note that the probability of a deterministic policy is one for the chosen action and zero for all other actions. Applying a policy \( \pi \) to the MDP defines a Markov chain and we use \( \mathbb{E}_{\pi} [\cdot] \) to denote expectations over this chain. The return \( G_t \) is the total discounted cost from time-step \( t \),

\[
G_t = R_{t+1} + \gamma R_{t+2} + \ldots = \sum_{k=0}^{\infty} \gamma^k R_{t+k+1}.
\]

The goal of the RL is to learn an optimal policy \( \pi^* \) which minimizes the expected return from the start state, i.e.,

\[
\pi^* = \arg \min_{\pi} \mathbb{E}_{\pi} [G_1].
\]

The state value function \( \bar{v}(s) \) under policy \( \pi \) is defined as the expected return starting from state \( s \),

\[
\bar{v}_{\pi}(s) = \mathbb{E}_{\pi} [G_1 | S_1 = s].
\]

Compared to the state value, the action value function is more commonly used in RL. It is defined as the expected return after taking an action \( u_t \) at state \( s_t \) and following policy \( \pi \) thereafter,

\[
Q^\pi(s_t, u_t) = \mathbb{E}_{\pi} [G_1 | S_1 = s_t, U_1 = u_t].
\]

If we are able to find the optimal action-value function,

\[
Q^*(s_t, u_t) = \min_{\pi} \mathbb{E}_{\pi} [Q^\pi(s_t, u_t)],
\]

then the optimal policy can be obtained by

\[
\pi^*(s) = \arg \min_{u \in \mathcal{U}} Q^*(s, u).
\]

Numerous RL algorithms have been developed in the past few decades. Depending on whether the MDP model is explicitly learnt, RL algorithms fall into two categories: model-based and model-free. Model-based methods first/simultaneously learn the MDP and traditional optimization methods such as policy iteration and value iteration can then be applied to solve the MDP efficiently. On the other hand, model-free RL methods directly learn optimal value functions or optimal policy without explicitly learning the MDP, avoiding requirements on disturbance measurements or prior knowledge of model transition probabilities.

Q-learning [5] is arguably the most well-known model-free RL algorithm. It iteratively learns and updates the optimal action-value functions based on received costs. Specifically, at each time step \( t \) the agent selects an action \( u_t \) based on the state \( s_t \) and receives a cost \( r_{t+1} \) and leads to a new state \( s_{t+1} \).
at time $t + 1$. Then the value function for $Q(s_t, u_t)$ is updated as

$$Q(s_t, u_t) \leftarrow Q(s_t, u_t) + \alpha [r_{t+1} + \gamma \min_u Q(s_{t+1}, u) - Q(s_t, u_t)],$$

where $\alpha \in (0, 1]$ is the learning rate and $\gamma \in [0, 1)$ is the discount factor. The Q-learning is in essence an iterative learning method where the values are updated from the difference between the learnt value $r_{t+1} + \gamma \min_u Q(s_{t+1}, u)$ and the old value $Q(s_t, u_t)$. It is proved in [21] that if the learning rate $\alpha$ satisfies some appropriate conditions, then the action functions converge to the true values.

By virtue of guaranteed convergence and ease of implementation, Q-learning has found great success in numerous applications [6]–[9]. However, it is noteworthy that Q-learning only works for MDPs with discrete state space and discrete action space [10].

For systems with large or continuous state space, value table lookup methods used in Q-learning are not feasible. One can discretize the state space but it leads to information loss and may have curse of dimensionality. An alternative is to exploit a function estimator to estimate the action value function, i.e.,

$$\hat{Q}(S, U, \theta) \approx Q_\pi(S, U),$$

where $\theta$ is the vector of parameters to be identified. The optimal parameters $\theta$ can be obtained by minimizing the mean-squared error between approximated action-value function $\hat{Q}(S, A, \theta)$ and true action-value function $Q_\pi(S, A)$, that is,

$$J(\theta) = \mathbb{E}_\pi [(Q_\pi(S, U) - \hat{Q}(S, U, \theta))^2].$$

Stochastic gradient descent can be used to update the parameters to find a local minimum,

$$\Delta \theta = -\frac{1}{2} \alpha (Q_\pi(S, U) - \hat{Q}(S, U, \theta)) \nabla_\theta \hat{Q}(S, U, \theta),$$

where $\alpha > 0$ is the step size. The true action value function $Q_\pi(S, U)$ can be approximated using Monte Carlo or Temporal Difference method [20], and the function approximation $\hat{Q}(S, U, \theta)$ and the resulting gradient $\nabla_\theta \hat{Q}(S, U, \theta)$ are evaluated with the parameters $\theta$ in the current iteration.

It is a common practice to represent state and action by a feature vector,

$$\phi(S, U) = \begin{bmatrix} \phi_1(S, U) \\ \vdots \\ \phi_n(S, U) \end{bmatrix}.$$  

The approximation function can then be described using the feature vector and parameters, $\hat{Q}(S, U, \theta) = f(\phi(S, U), \theta)$. A variety of differentiable functions $f(\cdot)$ can be exploited, from simple linear function [14] to deep neural networks [10].

The linear function based approximate Q-learning (AQL) is frequently used in applications, in which a linear Q-function $Q_\theta(s, u) = \theta^T \phi(s, u)$ is defined, where $\theta$ is the weight vector, and $\phi$ is the feature vector extracted from the state-control pair as in (10). Given the Q-function, the best control is

$$u_t \in \arg\min_{u \in \mathcal{U}} Q_\theta(s_t, u).$$

For online AQL update, we estimate the one-step ahead Q-function $T Q_\theta(s_t, u_t)$ as:

$$T Q_\theta(s_t, u_t) = r_{t+1} + \gamma \min_u Q_\theta(s_{t+1}, u),$$

where $T$ is called the dynamic programming operator. Then we can update the weight vector using the stochastic gradient descent,

$$\theta \leftarrow \theta - \alpha \Delta Q_{\theta,t}(s_t, u_t),$$

where $\alpha$ is the learning rate that controls the updating step size, and $\Delta Q_{\theta,t}$ is the temporal difference [20]:

$$\Delta Q_{\theta,t} := (Q_\theta - T Q_\theta)(s_t, u_t)$$

Note that the afore-mentioned value-based RL algorithms need to evaluate the best action based on the action-value function as in (5). This evaluation itself can be impractical for systems with large or continuous action space. For these systems, we can instead directly parameterize the policy, i.e.,

$$\pi_\theta = \Pr[u|s, \theta],$$

where $\theta$ are some parameters that control the probability distribution of a policy. One example of the policy distribution function is the Gaussian policy. Let $\phi(s)$ be the state features; then we can sample our action from a Gaussian distribution, $u \sim \mathcal{N}(\mu(s), \sigma^2)$, where $\mu(s) = \phi(s)^T \theta$ is a linear combination of the features parameterized by $\theta$. The variance $\sigma^2$ can be either fixed or also parameterized.

The goal is to find the optimal parameter $\theta^*$ to maximize the average value

$$J(\theta) = \sum_{s \in \mathcal{S}} d^{\pi_\theta}(s) V^{\pi_\theta}(s),$$

where $d^{\pi_\theta}(s)$ is the stationary distribution of the Markov chain with policy $\pi_\theta$ and $V^{\pi_\theta}(s)$ is the state value function of $s$ with policy $\pi_\theta$. Stochastic gradient descent can be used to update the parameters. This method is referred to as policy gradient RL [22].

III. FROM DCOC TO RL: AN ADAPTIVE CRUISE CONTROL (ACC) EXAMPLE

The ACC system can automatically adjust the ego vehicle speed to maintain a safe distance from the lead vehicle; it has become an increasingly popular feature in modern vehicles. The ACC involves a vehicle following problem illustrated in Figure 1. The relative motion dynamics can be described as:

$$\dot{d} = v_l - v_f,$$

$$\dot{v}_f = u,$$

where $d$ represents the longitudinal distance (often referred to as the range) between the lead vehicle (right) and the ego/host vehicle (left). The variables $v_l$ and $v_f$ are the longitudinal speed of the lead vehicle and the ego vehicle, respectively; The control $u$ is the longitudinal acceleration of the ego vehicle.
where $u_{\text{max}}$ and $u_{\text{min}}$ are, respectively, the maximum and minimum acceleration limits for good ride comfort and fuel economy; $v_{f,\text{max}}$ represents the maximum speed due to speed limit; $T_h \triangleq \frac{d}{v_f}$ is referred to as time headway, which is constrained between $T_{h,\text{min}}$ and $T_{h,\text{max}}$ for safety and comfort considerations; $d_{\text{min}}$ designates the minimum distance the vehicle should maintain from the lead vehicle.

With a sampling time $(\Delta)$, (17) can be discretized as

$$
d_{t+1} = d_t + (v_{t,1} - v_{f,t}) \cdot \Delta,
$$

$$
v_{f,t+1} = v_{f,t} + u_t \cdot \Delta.
$$

By defining $x_t = [d_t, v_{f,t}]^T$ and $w_t = v_{t,1}$, we have

$$
x_{t+1} = Ax_t + Bu_t + B_w w_t,
$$

where $A = \begin{bmatrix} 1 - \Delta & 0 \\ 0 & 1 \end{bmatrix}$, $B = \begin{bmatrix} 0 \\ \Delta \end{bmatrix}$, and $B_w = \begin{bmatrix} 0 \end{bmatrix}$.

The DCOC formulation [19] of the problem is to determine a control policy, $u(x, w)$, that maximizes the time duration till any constraint from (18)-(21) is violated, i.e.,

$$
\max_{u(\cdot)} \tau(x_0, w_0, u(\cdot, \cdot)),
$$

s.t. $u_t \in U$, $x_t \in \mathcal{X}$, $\forall t = 1, 2, \ldots, \tau - 1$, and $x_\tau \notin \mathcal{X},$

$$
(24)
$$

where $U = [u_{\text{min}}, u_{\text{max}}]$, and

$$
\mathcal{X} = \{(d, v_f) | d \in [d_{\text{min}}, T_{h,\text{max}} \cdot v_{f,\text{max}}], v_f \in [0, v_{f,\text{max}}] \}.
$$

The DCOC problem (24) can be solved using a variant of value iteration developed in [1]. However, two items are needed for implementation. Firstly, the lead vehicle speed, $v_f$, needs to be measured, which requires a radar, a camera or V2V communications, and signal processing. Secondly, the lead vehicle speed $v_f$ is modeled as a Markov chain and the transition probabilities need to be known a priori. While online learning algorithms [23] can be used, value iterations are too complex to be performed onboard; hence the implementation may require a bank of policies computed for several transition probability matrices as well as non-trivial interpolation techniques.

To develop a simpler solution, we reformulate the DCOC problem (24) as a RL one, removing the requirements on the measurement of lead vehicle speed and its transition probabilities. To implement a RL algorithm, we first model the system dynamics as an MDP with

- $S = \{d, v_f\}$ is the set of states including the range and speed of the ego vehicle.
- $U = [-u_{\text{max}}, u_{\text{max}}]$ is the set of permissive accelerations.
- $\mathcal{P}$ is a state transition matrix and $\mathcal{P}^u_{w} = \mathbb{P}[S_{t+1} = s'|S_t = s, U_t = u]$. Note that this matrix need not be known a priori for RL implementations.
- $\mathcal{R}$ is a cost/reward function, $\mathcal{R}^u_t = \mathbb{E}[R_{t+1} | S_t = s, U_t = u]$. We assign a cost of one for each step that constraints (18)-(21) are violated and zero vice versa.
- $\gamma \in (0, 1)$ is a discount factor that differentiates the importance of future costs and present costs. This is the necessary condition for the convergence of RL.

The objective of the RL ACC is to define a policy $\pi^* : S \to \Pr(U)$, such that

$$
\pi^* = \arg\min_{\pi} \mathbb{E}_\pi [G_1],
$$

where $G_1$ is the return function defined in (1). We next develop a RL algorithm to efficiently find $\pi^*$.

Remark 1: Although the dynamics (22) is a simple linear system, the DCOC ACC problem (24) is still challenging due to the uncertainty of the lead vehicle dynamics. Sudden velocity change of the lead vehicle can quickly lead to violations of system constraints (19)-(21). This motivates the use of RL to iteratively learn the dynamics of the lead vehicle and improves its control policy.

IV. INFORMED APPROXIMATE Q-LEARNING

In real-world applications, the underlying transition probability $\mathcal{P}$ is most likely unobservable. Fortunately, as long as the underlying dynamics are stationary [24], RL algorithms can be used to learn the Q-value functions from the transition history, $\{s_t, u_t, r_{t+1}, s_{t+1}, u_{t+1}, \ldots\}$. If the state space is continuous or large, function approximations are needed to fit the Q-value function, based on the state-action features. This class of Q-learning algorithms is referred to as approximate Q-learning. However, approximate Q-learning algorithms typically have no guaranteed convergence properties, that is, the approximated Q-value function may not converge to the true value function. As far as the authors are aware, the only known convergence result, proved in [14], is for linear approximation functions under rather restrictive conditions on the sample distribution of the transition data.

Nonetheless, a careful design of stage costs and features can improve the convergence of the RL algorithm. Since the distance and speed states in the ACC problem are continuous, a function approximation is needed to avoid information loss caused by discretization. To deal with the convergence challenges, we develop an informed approximate Q-learning (IAQL) algorithm, with good learning performance and fast convergence for the ACC problem. Specifically, we exploit appropriate stage cost to promote obtaining information useful for learning, design appropriate feature vector to capture the Q-function shape, and make efficient action selections for fast convergence.
A. Stage Cost Engineering

A natural choice of stage cost for DCOC ACC is a “zero/one” function so that a penalty is charged whenever the time headway constraint is violated

\[
r(t) = \begin{cases} 
0, & \text{if } T_h(t) \in [T_{h,\text{min}}, T_{h,\text{max}}], \\
1, & \text{otherwise.} 
\end{cases}
\]

(26)

However, this “zero/one” stage cost is sparsely distributed and it is always zero whenever the constraint is satisfied. Therefore the RL agent can hardly obtain useful information from most transition data, resulting in unnecessary exploration and inefficient learning. For example, if even the current headway is close to the lower boundary, the RL agent cannot get this information immediately. Rather, it performs random exploration at the beginning until it violates the constraints. As a result, it is not able to learn to decelerate until the penalty effect is passed along from the boundary state after a considerable number of updating steps.

In order to improve the learning efficiency, we utilize the information feedback given to the RL agent through the stage cost to avoid unnecessary exploration. In particular, instead of using the “zero/one” indicator function, we use a piecewise linear function to highlight the eligibility of \( T_h(t) \) in the early training episodes. In the ACC problem, an episode is defined as the time when the constraint is violated or after a fixed duration. To better utilize the information during the exploration stage, for the first five training episodes, we use the following stage cost

\[
\tilde{r}(t) = \min \{5, \max(0, (5-k)/5) r'(t) + \min(1,k/5)r(t)\},
\]

(27)

for episode \( k = 1, 2, \ldots \), where

\[
r'(t) = \begin{cases} 
T_{h,\text{min}} + (T_{h,\text{min}} - T_h(t)) & \text{if } T_h(t) < T_{h,\text{min}}, \\
T_{h,\text{min}} + (T_h(t) - T_{h,\text{max}}) & \text{if } T_h(t) > T_{h,\text{max}}, \\
[T_h(t) - 0.5(T_{h,\text{min}} + T_{h,\text{max}})] & \text{if } 1 \\
-0.5(T_{h,\text{max}} - T_{h,\text{min}}) & \text{otherwise.}
\end{cases}
\]

(28)

In other words, \( r'(t) \) is a penalty reflecting how far the current time headway \( T_h(t) \) is away from the constraint boundaries. Note that \( \tilde{r}(t) \) uses the combined function of \( r'(t) \) and \( r(t) \) for the first five episodes to maximize the information feedback, and smoothly transfers to the “zero/one” indication function \( r(t) \) afterwards to ensure convergence. Also, \( \tilde{r}(t) \) is clipped to 5 to avoid aggressive updating during the early stage exploration.

Figure 2 illustrates the change of the stage cost function, \( \tilde{r}(t) \), as a function of episode number. After 5 episodes, the stage cost function becomes identical to the cost function \( r(t) \).

B. Feature Engineering

We apply a parameterized learning model to approximate the Q-value function as \( Q_\theta(s, u) \), with \( \theta \) being the parameters to be identified. The typical choices include:

- Linear Regression (LR) model: \( Q_\theta(s, u) = \theta^T \phi(s, u) \).
- Artificial Neural Network (ANN) model: \( Q_\theta(s, u) = b + w^T \sigma(W \phi(s, u) + a) \), where \( \sigma \) is the activation function, and \( \theta = [W, a, w, b] \).

In this paper, we choose the LR model due to its simplicity and better convergence properties. Note the design of an appropriate feature mapping function \( \phi : S \times U \rightarrow \mathbb{R}^r \) is critical to the learning performance and the convergence properties. A preliminary choice of the feature is a collection of the states and actions, i.e., \( \phi(s, u) = [d, v, f, u]^T \). The training results (see next Section for the simulation setup) with the above features are shown in Figure 3 and Figure 4. It can be seen that the parameters do not converge and the control performance does not improve over time.

The reason is that our stage cost is a non-linear function of states and action. Therefore using the linear features may have the risk of divergence since \( Q_\theta(s, u) = \theta^T \phi(s, u) \) can hardly capture the stage cost and the Q-function.

As an alternative, we define the informed feature vector as:

\[
\phi(s(t), u(t)) = \begin{bmatrix} \tilde{r}(t, 1) \\ \tilde{r}(t, 0) \\ \tilde{r}(t, -1) \\ T_{h,\text{min}} - \tilde{T}_h(t + 1, \delta) \\ \tilde{T}_h(t + 1, \delta) - T_{h,\text{min}} \end{bmatrix}.
\]

(29)
The cost $\hat{r}(t, \delta) = |\hat{T}_h(t + 1, \delta) - \frac{1}{2}(T_{h,\text{min}} + T_{h,\text{max}})|$ represents the distance between the predicted time headway and center of the time headway constraint range with $\delta$ being the assumed lead vehicle speed change. The predicted time headway $\hat{T}_h(t + 1, \delta)$ is computed as follows. First the distance $\bar{d}(t + 1) = d(t) + \nu_l(t - 1) - v_f(t)\Delta$, (30)

using the lead vehicle speed at step $t - 1$ to approximate the one at step $t$. Note that the lead vehicle speed at $t - 1$ can be computed at step $t$ from (22):

$$\nu_l(t - 1) = v_f(t - 1) + \frac{1}{\Delta}(d(t) - d(t - 1)).$$

(31)

Since $\delta$ represents the assumed speed change, we have

$$\hat{\nu}_l(t + 1) = \nu_l(t - 1) + \delta.$$ (32)

Note in (32) we use $\nu_l(t - 1)$ instead of $\nu_l(t)$ for prediction because at time $t$, $\nu_l(t - 1)$ can be computed using (31) while the knowledge of $\nu_l(t)$ would require vehicle-to-vehicle communications. In the implementation, we choose $\delta$ to be $1$, 0, and $-1$ since it can represent the increase, no change, and decrease, respectively. Other choices of $\delta$ can also be used.

As a result, the predicted time headway at time $t + 1$ is

$$\hat{T}_h(t + 1, \delta) = \frac{\bar{d}(t + 1)}{\hat{\nu}_l(t + 1)} = \frac{d(t) + (\nu_l(t - 1) - v_f(t))\Delta}{\nu_l(t - 1) + \delta}.$$ (33)

Note that the selected features reflect the estimated stage cost $\hat{r}$ in a predicted manner and can thus enhance training efficiency as well as improve the convergence.

**C. Action Selection**

With the Q-value function weights updating at each step, the agent can pick the best action (acceleration) as

$$u^*(t) \in \arg\min_{u \in \mathcal{U}} Q_\theta(s(t), u(t)).$$ (34)

However, due to the constraint (19) on the ego vehicle speed, the best control in (34) may end up violating the constraint and unnecessarily end the training. To address this issue, we explicitly consider the constraint (19) in the action selection, i.e., require

$$0 \leq v_f(t) + u(t)\Delta \leq v_{f,\text{max}},$$ (35)

leading to $u(t) \in \left[-\frac{1}{\Delta}v_f(t), \frac{1}{\Delta}(v_{f,\text{max}} - v_f(t))\right]$. Therefore, we use a time-varying action space for search:

$$\tilde{\mathcal{U}}(t) = \left[u_{\text{min}}, u_{\text{max}}\right] \cap \left[-\frac{1}{\Delta}v_f(t), \frac{1}{\Delta}(v_{f,\text{max}} - v_f(t))\right],$$ (36)

which guarantees the satisfaction of constraints (18) and (19).

Furthermore, the RL agent needs to consider the exploration and exploitation dilemma for action selection. Exploration finds more information about the environment while exploitation exploits known information to minimize costs. It is therefore important to explore as well as to exploit. As such, we discretize the action space $\tilde{\mathcal{U}}(t)$ into 100 points and apply the following $\epsilon$-greedy method to pick the action:

$$\Pr(u|s) = \begin{cases} \epsilon_j/n_u + 1 - \epsilon_j & \text{if } u^* = \arg\max_{u \in \tilde{\mathcal{U}}(t)} Q(s, u) \\ \epsilon_j/n_u & \text{otherwise} \end{cases}$$ (37)

where $n_u$ is the number of actions (100 in our formulation), $\epsilon_j, j = 1, 2, \cdots$ is a positive scalar such that the agent takes the greedy action with probability $1 - \epsilon_j + \epsilon_j/n_u$ and chooses an action at random with probability $\epsilon_j/n_u$. It is a simple idea to ensure continual exploration. The value $\epsilon_j$ typically decays as time and the number of episodes increases to guarantee the exploitation of the optimal policy eventually.

**D. IAQL**

With the choices of stage cost, feature representation, and action selection made, we now present our IAQL algorithm for the ACC problem as Algorithm 1. The parameters of Algorithm 1 include the discount factor $\gamma$, episode time duration $T$, number of episodes $M$, learning rate $\alpha$, $\epsilon$-greedy action selection parameter $\{\epsilon_j\}_{j=0}^{M-1}$, and system constraint parameters $T_{h,\text{min}}, T_{h,\text{max}}, v_{f,\text{max}}, u_{\text{min}}, u_{\text{max}}$, and $d_{\text{min}}$ from constraints (18)-(21). The episode number $M$ can be infinity if the agent continuously interacts with the environment.

The parameter vector $\theta$ is set to a zero vector at the beginning. For each episode, the agent takes measurements of the range $d$, range rate $\dot{d}$ and the speed of the follow vehicle $v_f$, and the clock is reset to zero as in Lines 3 and 4 of Algorithm 1. The $\epsilon$-greedy strategy (37) is exploited to choose the action $u$ based on the approximated Q-function as shown in Lines 6-11. The agent then applies the control $u$, observes the new states and cost, and computes the stage cost

<table>
<thead>
<tr>
<th>$v_{f,\text{max}}$ (m/s)</th>
<th>$u_{\text{min}}$ (N)</th>
<th>$u_{\text{max}}$ (N)</th>
<th>$T_{h,\text{min}}$ (s)</th>
<th>$T_{h,\text{max}}$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>63</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>$d_{\text{max}}$ (m)</td>
<td>$\gamma$</td>
<td>$\alpha$</td>
<td>$\Delta$ (s)</td>
<td>$\epsilon_1$</td>
</tr>
<tr>
<td>5</td>
<td>0.9</td>
<td>5e-6</td>
<td>1</td>
<td>0.9</td>
</tr>
</tbody>
</table>
as shown in Line 12. Stochastic Gradient descent is then used to update $\theta$ and the clock time is incremented as shown in Lines 13 and 14.

V. SIMULATION AND PERFORMANCE COMPARISON

A. Simulation Setup

In this section, we train the IAQL algorithm using simulations. Specifically, we use a hybrid Markov process to model the lead vehicle dynamics as in Figure 5. The outer three modes represent three different driving styles: aggressive, moderate, and conservative. When there is a lane change or a vehicle cut-in between the lead vehicle and the follow vehicle, the driving style of the lead vehicle may change. For example, from Figure 5, if the current lead vehicle is driving aggressively, there is a probability of 0.8 that the lead vehicle does not change so the driving style is still aggressive; there is a probability of 0.1 that the lead vehicle changes but the new lead vehicle also drives aggressively. In addition, the probability of changing to follow a moderate-driving vehicle and a conservative-driving vehicle are 0.05 and 0.04, respectively.

Inside each driving mode, there are three states representing the possible speed change. For example, inside the conservative driving mode, if there is no speed change from the last step, there is a probability of 0.8 that the speed remains constant while there is a probability of 0.1 that the speed will increase or decrease by 2 m/s. In this study, the transition probabilities in the hybrid model are specified empirically. However, we note that real-world driving data can be used to estimate the transition probabilities.

We run simulations with the parameters specified in Table I for 10 episodes where each episode has a duration of 200 seconds. The initial conditions are set as $a_l(0) = 0$, $v_l(0) = 20$, $v_f(0) = 20$, $d(0) = 75$, and the driving style of the lead vehicle is aggressive, where $a_l(0)$ represents the initial acceleration/speed change of the lead vehicle. The exploration rate $\epsilon_j$ decreases from 0.9 to 0.1 linearly over the ten training episodes, and each episode has $T = 200$ steps.

Note that when there is a lead vehicle change according to the Markov chain, we reset $a_l(t^+) = 0$, $v_l(t^+) = v_l(t)$, and $d(t^+) = d(t)$. Whenever there is a constraint violation, we initialize the simulation using the above parameters to continue the training.

With our IAQL algorithm implementation, the training weights and control performance are shown in Figure 6 and Figure 7, respectively. It can be seen that the weights converge and the IAQL algorithm can enable the ACC system with near zero constraint violations.

Remark 2: Unlike conventional model-free AQL, the proposed IAQL exploits the system dynamics in the feature design (29) and action space reconstruction (36) to guide the AQL training. This leads to improved performance, as compared in Figure 4 and Figure 7. Moreover, the proposed IAQL converges while the conventional AQL does not as compared in Figure 3 and Figure 6. We presume this is due to that our feature vector (29) and stage cost (27) are appropriately designed so that the true $Q$-function (which is a linear
Algorithm 1 Informed Approximated Q-Learning (IAQL)

1 Parameters: \(\gamma, T, M, \alpha, \{\epsilon_j\}_{j=0}^{M-1}, T_{h,\text{min}}, T_{h,\text{max}}, v_{f,\text{max}}, u_{\text{min}}, u_{\text{max}}, d_{\text{min}}\).

2 Result: \(\hat{\theta}^*\).

3 initialize \(\theta \leftarrow 0\);

4 for \(j = 0 \rightarrow M - 1\) do

5 Measure \(v_f(0), d(0), \dot{d}(0)\);

6 initialize \(t = 0\);

7 while \(t < T\) do

8 /* acting step */

9 sample random variable \(e \sim U((0, 1))\);

10 if \(e \leq \epsilon_j\) then

11 calculate action \(u(t) \sim U(U(t))\);

12 else

13 calculate action \(u(t) \in \arg\min_{u \in U(t)} Q_\theta(s(t), u)\);

14 /* interacting step */

15 perform \(u(t)\), observe \(a_f(t + 1), v_f(t + 1), d(t + 1), r_{t+1}\), and calculate \(\tilde{r}(t)\) using (27);

16 /* learning step */

17 update \(\theta\) using Equation (13);

18 update \(t \leftarrow t + 1\);

19 end

20 return \(\theta\)

---

This approach is efficient and does not have side effects such as making the MDP non-stationary. This idea can be used in many control applications with any learning models (especially useful for data-consuming models such as deep neural networks).

B. Benchmark Comparison: Optimal Velocity Model

We use a widely used car-following model, the optimal velocity model (OVM) [26]–[29], as a benchmark to compare with our IAQL control. Specifically, the driver is modeled as:

\[
\begin{align*}
\dot{d} &= v_l - v_f, \\
\dot{v}_f &= \bar{a}(V(d(t - \tau)) - v_f(t - \tau)) \\
&\quad + \beta(v_f(t - \tau) - v_f(t - \tau)),
\end{align*}
\]

where \(\bar{a}\) represents the driver gain to match the actual velocity to a distance-dependent reference velocity, while \(\beta\) is the driver gain to match the velocity to that of the lead vehicle. The variable \(\tau\) represents human reaction time, ranging from 0.4 to 1 sec [26]. The function \(V(d)\) is a velocity policy mapping from distance headway to reference velocity. In particular, the following monotonically increasing function is adopted:

\[
V(d) = \begin{cases} 
0 & \text{if } d \leq d_{st} \\
\frac{1}{v_{\text{max}}} [1 - \cos(\pi \cdot \frac{d - d_{st}}{d_{go} - d_{st}})] & \text{if } d_{st} < d \leq d_{go} \\
v_{\text{max}} & \text{if } d \geq d_{go}
\end{cases}
\]

The function \(V(d)\) describes the desired speed as a function the distance headway. Specifically, when the distance headway is smaller than \(d_{st}\), the vehicle is expected to stop; while for large distance headway \(d > d_{go}\), it is expected to travel with the maximum speed; the desired speed monotonically increases with the headway when between \(d_{st}\) and \(d_{go}\).

In this paper, we use \(\tau = 1\) and the discretized model with \(\Delta = 1\) becomes

\[
\begin{align*}
d^+ &= d + (v_l - v_f), \\
v_f^+ &= v_f + \alpha(V(d(t - 1)) - v_f(t - 1)) \\
&\quad + \beta(v_f(t - 1) - v_f(t - 1)),
\end{align*}
\]

In the simulation, we use the optimized parameters reported in [27], \(d_{st} = 10\ m\), \(d_{go} = 40\ m\), \(v_{\text{max}} = 30\ m/s\), \(\bar{a} = 1\), and \(\beta = 1.05\).
Since the constraints are more towards time headway, to improve the OVM performance, we make $d_{st}$ and $d_{go}$ adaptive as:

$$d_{st}(t) = T_{d,\text{min}}v_{f}(t), \quad d_{go}(t) = T_{d,\text{max}}v_{f}(t).$$ (41)

To make the comparison, we use our trained IAQL controller and run the 200-second episode 40 times, together with the OVM and the adaptive OVM. Table II shows the number of constraint violations classified by the lead vehicle driving mode. Each cell records the number of constraint violations. Note the total step number is 8000. It can be seen that our IAQL algorithm clearly outperforms the other two.

The mean and standard deviation of cumulative number of violations over the episodes for the three policies are illustrated in Figure 8. The IAQL algorithm clearly performs better than the heuristic control strategy, as well as its adaptive version. This demonstrates the capability of the proposed IAQL approach when dealing with a fairly complex lead vehicle dynamics (hybrid Markov chain). Although real-world training related safety issues need to be carefully addressed, the developed IAQL system is very applicable to the ACC system.

VI. CONCLUSIONS

In this paper, we showed that the drift counteraction optimal control (DCOC) problem can be tackled using reinforcement learning (RL) algorithms, removing requirements of disturbance measurement and knowledge of the disturbance transition. Specifically, we handle the problem of adaptive cruise control with a DCOC formulation. An informed approximate Q-learning algorithm (IAQL) algorithm is developed and the control performance is compared with the optimal vehicle model (OVM) as a benchmark. We show that the IAQL clearly outperforms the benchmarks.
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