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Abstract

A major challenge in applying machine learning techniques to the problem of heartbeat classification is dealing effectively with inter-patient differences in electrocardiograms (ECGs). Inter-patient differences create a need for patient-specific classifiers, since there is no a priori reason to assume that a classifier trained on data from one patient will yield useful results when applied to a different patient. Unfortunately, patient-specific classifiers come at a high cost, since they require a labeled training set. Using active learning, we show that one can drastically reduce the amount of patient-specific labeled training data required to build a highly accurate patient-specific binary heartbeat classifier for identifying ventricular ectopic beats. Tested on all 48 half-hour ECG recordings from the MIT-BIH Arrhythmia Database, our approach achieves an average sensitivity of 96.2% and specificity of 99.9%. The average number of beats needed to train each patient-specific classifier was less than 37 beats, approximately 30 seconds of data.

1. Introduction

In 24 hours, a Holter monitor can record over 100,000 heartbeats from one patient. This has prompted researchers to use machine learning to generate algorithms that automatically analyze such data, e.g., [1] and [2].

A major challenge in applying such automated techniques is dealing effectively with inter-patient differences. The morphology and interpretation of ECG signals can vary depending on the patient. Since machine learning techniques aim to estimate the underlying system that produced the data, if the system changes between training and testing, this can cause unpredictable results [3]. More concretely, inter-patient differences mean there is no a priori reason to assume that a classifier trained on data from one patient or even a large set of patients will yield useful results when applied to a different patient.

Therefore research in heartbeat classification has focused on patient-specific or patient-adaptive techniques that train on labeled data from the test patient.

[1] and [2] each showed that labeling the first 5 minutes or the first 500 beats of the test record and including it in the training set boosted overall classification performance for distinguishing ventricular ectopic beats (VEBs) from non-VEBs. We hypothesize that passively selecting the training set all from the initial portion (or a randomly chosen portion) of a record increases the risk of over-fitting to the patient’s physiological state at that particular time. Moreover, records containing over 500 beats probably contain many redundancies, and asking a cardiologist to label all 500 beats is labor intensive.

In order to use expert knowledge more efficiently, we propose using active learning to train patient-specific heartbeat classifiers. By carefully choosing examples from the entire record, we iteratively build a training set that requires fewer cardiologist labels and then use this training set to build a patient-specific classifier.

When applied to the ECG data from the MIT-BIH Arrhythmia Database [4], our active learning algorithm classifies VEBs with a mean sensitivity of 96.2% and specificity of 99.9%. On average the algorithm used only 30 seconds of data. By comparison, [2] presents a patient-adapting classifier that uses 11 hours of previously collected training data and 500 labeled beats from the test patient to achieve a mean sensitivity of 80.6% and specificity of 99.9%. When tested on the same data set, our method used an average of 35 labeled data points from each record, and achieved a mean sensitivity of 98.9% and specificity of 99.9%. Additionally, we test our algorithm on ECG data from another cohort of patients admitted with NSTEACS, using two different cardiologists to show the clinical utility of our method.

The remainder of this paper proceeds as follows: Section 2 provides a brief overview of our active learning algorithm (details are provided in [5]). Section 3 presents the experimental results of testing our algorithm on ECG data from two different data sets. Finally, Section 4 summarizes the findings and contributions of this paper and makes suggestions for future work in this area.

2. Methods

Our approach to active learning for heartbeat classification is briefly described in the following two subsections.
2.1. Query selection

Given a new test record of unlabeled heartbeats, or rather feature vectors representing each beat, the algorithm begins by clustering the data, and then queries the point closest to the centroid in each cluster. Once labeled these examples compose our initial training set, and we train a linear support vector machine (SVM). At each following iteration, we use the current SVM to determine the next query, similar to [6].

After the initial pass, we re-cluster the data that lie on or within the margin of the current SVM. Next, for each cluster, the point closest to the SVM’s decision boundary is queried and added to the current training set. The SVM is updated based on this new training set and the data are again re-clustered. The algorithm stops either when we obtain a classifier that has no unlabeled data on or within its margin, or earlier depending on the stopping criterion. This iterative approach greatly reduces the number of queries needed, but increases the risk of converging to a solution that is not globally optimal. To reduce the chance of this occurring, we use two different forms of clustering, as discussed in the next section.

2.2. Clustering

We use hierarchical clustering to identify the most representative samples from each class, similar to [7], [8] and [9].

In hierarchical agglomerative clustering each data point is initially assigned its own cluster. Next, clusters with the smallest inter-cluster distance are combined to form new clusters. This is repeated until the desired number of clusters is reached. The distance between two clusters is defined by a linkage criterion based on a function of the Euclidean pairwise distances of the observations in each cluster. As described in [5], we investigated different linkage criteria, and chose two complementary criteria to reduce the risk of getting stuck in a locally optimal solution.

At each iteration of the algorithm, the data are clustered using both linkage criteria independently. The number of clusters here is not fixed, but is allowed to change depending on the input and the number of iterations. Initially, the maximum number of clusters, $k$, for each linkage criterion is set to two. The maximum number of clusters is incremented at each iteration. Depending on the input, this results in $k$ to $2k$ different clusters at each iteration.

3. Experimental results

To test the utility of our approach to active learning for heartbeat classification, we applied our algorithm to ECG data from two different sources, the MIT-BIH Arrhythmia Database at Physionet.org [4] and data from another cohort of patients admitted with NSTEACS. We tested our algorithm on a total of 52 different half-hour records. To get the data in a format that the algorithm could use, each record was first pre-processed and segmented as described in [5]. Once segmented each beat was transformed into a feature vector consisting of the 67 heartbeat features listed in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Heartbeat features used in experiments.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>[1,...,60]</td>
</tr>
<tr>
<td>[61,...,63]</td>
</tr>
<tr>
<td>[64,...,66]</td>
</tr>
<tr>
<td>[67]</td>
</tr>
</tbody>
</table>

We implemented our algorithm in MATLAB, and used $SVM_{light}$ [11] to train the linear SVM at each iteration. We held the cost parameter of the linear SVM constant at $C = 100$ throughout all experiments. For all experiments we used a stopping criterion based on the second derivative of the margin, described in [5].

3.1. Experiments on the MIT-BIH arrhythmia database

The MIT-BIH Arrhythmia Database consists of 48 annotated half-hour ECG records. For each record we used active learning to train a record-specific linear classifier to distinguish VEBs from non-VEBs.

We compared the performance of each classifier trained using active learning to the performance of a record-specific linear SVM classifier trained on all of the data. The performance of the SVMs trained using all of the data gives us a sense of the difficulty of each record. When evaluating the performance of the classifiers, we test on all of the data in order to maintain a consistent evaluation set. Each classifier assigns a positive label to what it believes are VEBs, and a negative label to everything else. The accuracy and sensitivity of each classifier is calculated as follows:

$$\text{Accuracy} = \frac{tp + tn}{tp + fn + tn + fp} \quad (1)$$

$$\text{Sensitivity} = \frac{tp}{tp + fn} \quad (2)$$

The results are shown in Table 2. Querying an average of approximately 37 beats yields an average accuracy and
sensitivity of 99.9% and 96.2%. Using all of the data to train a linear SVM classifier for each record, results in an average accuracy and sensitivity of 99.9% and 99.7% respectively. In exchange for a small drop in sensitivity, we are able to reduce the amount of labeled training data by over 98%.

In addition, for each record we looked at the performance of a classifier trained using our algorithm, versus the performance of a classifier trained on a fraction of each record. More precisely, each classifier is trained on the first $x\%$ of each record. This passive selection of the training set has been proposed by other researchers, as discussed previously. Figure 1 shows the amount of labeled data used when the training set is actively selected, and the corresponding mean sensitivity of the record-specific classifiers. Note that while our algorithm uses on average less than 1.6% of the training set is actively selected, one would have to train on the first 90% of each record to train, passive learning requires 90% of each record to obtain the same mean sensitivity.

#### 3.2. Experiments with cardiologists

The MIT-BIH Arrhythmia Database is the most widely used database of its kind. Because of this, many researchers are at risk for over-fitting to this database. This prompted us to test our algorithm on ECG data from a different source. For these experiments, we used data from another cohort of patients admitted with NSTEACS.

As a preliminary experiment, we looked at a small subset of this data. We considered 4 randomly chosen records, from a subset of patients who experienced at least one episode of ventricular tachycardia in the 7 day period following randomization. For each record, we consider the first half-hour. This totaled 8230 heartbeats.

We applied our active learning algorithm to each record once for each of two cardiologists. The cardiologists were presented with ECG plots of heartbeats, in context, like the one shown in Figure 2. Independently, the cardiologists were asked to label queries according to the following key: 1 = clearly non-PVC, 2 = ambiguous non-PVC, 3 = ambiguous PVC, 4 = clearly PVC. On average, the cardiologists were asked to label between 15-20 beats from each record.

This task differs slightly from the previous task of classifying beats as VEBs vs. non-VEBs. In this section we consider the task of detecting PVCs from non-PVCs because unlike for the MIT-BIH Arrhythmia Database, for this data there are no previously provided labels that can be treated as ground truth. To avoid having a cardiologist label 8230 heartbeats, we use existing PVC classification software from EP Ltd [12]. We applied this software to the same four records and assumed that as long as the two classifiers trained using our algorithm, agreed with each other and EP Ltd, then the beat was correctly classified. Out of a possible 8230 disagreements there were only 6.

![Figure 1. To achieve the same mean sensitivity as when the training set is actively selected, one would have to train on the first 90% of each record.](image)

![Figure 2. Independently, the cardiologists were asked to label queries according to the following key: 1 = clearly non-PVC, 2 = ambiguous non-PVC, 3 = ambiguous PVC, 4 = clearly PVC. On average, the cardiologists were asked to label between 15-20 beats from each record.](image)
according to the new task. This result shows the potential flexibility of active learning algorithms to adapt to new tasks.

4. Summary

In this paper, we showed how active learning can be successfully applied to the binary classification task of identifying ectopic beats. For each of the 48 half-hour records from the MIT-BIH Arrhythmia Database, we applied our algorithm to build a record-specific classifier for the binary classification task of separating VEBs from non-VEBs. Our experiments include even the most difficult records from the database (paced patients and patients with fusion beats), which are often excluded in the literature. Compared to classifiers using a complete training set, we achieved a negligible drop in mean specificity and a 3.5% drop in mean sensitivity in exchange for a reduction in the amount of training data of over 98%. We also compared the classification performance of our algorithm to a classifier trained on the first portion of each record. This passive selection of the training set is common in the literature. However, to achieve the same mean accuracy achieved by our method, one would have to train on the first 90% of each record.

Finally, we tested our algorithm using two cardiologists and data from a different cohort of patients admitted with NSTEACS. The method required only a small number of cardiologist-supplied labels and classified beats as PVCs vs. non-PVCs with a performance comparable to that of a hand-coded classifier designed specifically for classifying PVCs vs. non-PVCs. Active learning techniques are more flexible than hand-coded techniques since they can easily adapt to new tasks. These preliminary results are encouraging, but more work is needed to compare the performance of hand-coded techniques to active learning techniques on a larger scale.

In conclusion, when possible, active learning techniques should be used in lieu of passive techniques, when training record-specific classifiers. In the context of classifying heartbeats, active learning can dramatically reduce the amount of effort required from a physician to produce accurately labeled heartbeats for previously unseen patients.
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