Symmetry breaking in self-assembled monolayers on solid surfaces: Anisotropic surface stress

W. Lu* and Z. Suo

Mechanical and Aerospace Engineering Department and Princeton Materials Institute, Princeton University, Princeton, New Jersey 08544

(Received 15 June 2001; published 15 January 2002)

This paper models the self-assembly dynamics of a two-phase monolayer on an elastic substrate. The two phases coarsen to reduce the phase boundary energy and refine to reduce the elastic energy. To minimize the total free energy, the two phases can order into nanoscale patterns. We combine the continuum phase field model of spinodal decomposition and the anisotropic surface stress. The numerical simulation shows various patterns, such as interwoven stripes, parallel stripes, triangular lattice of dots, and herringbone structures. The surface stress anisotropy causes a transition from the parallel stripes to the herringbone structures. We show that this symmetry breaking mesophase transition obeys the classical theory of Landau.

I. INTRODUCTION

For two decades, the invention of the scanning tunneling microscopy (STM) and other probes has stimulated the studies of nanoscale activities on solid surfaces. An intriguing finding is the self-assembly of monolayer atoms on solid surfaces into nanoscale structures.1—4 Atoms deposited on a low-symmetry surface of the substrate can self-assemble into quite different patterns. For instance, a submonolayer of oxygen on a Cu (110) surface can form stable periodic stripes of alternating oxygen overlayer and bare copper, about 10 nm in width and running in the (001) direction.5 This paper and the sequels present a model that predicts pattern types according to various kinds of anisotropy.

The atoms in the epilayer are usually stressed, even when the epilayer and substrate are of the same kind of atoms. The surface stress, with a unit of force per length, can be roughly viewed as the residual stress times the layer thickness.6—8 The surface stress can be obtained from experimental measurements7,8 or from first-principles calculations.9,10 The surface stress is a second-rank tensor. The anisotropy of the surface stress, with a unit of force per length, can be roughly viewed as the residual stress times the layer thickness.6—8

The advantage of phase field model and its application in other systems have been discussed before, e.g., Refs. 20 and 21. We have performed linear perturbation analysis, studied the early stage of self-assembly behavior, and given the condition for the existence of a uniform epilayer.18 We have also simulated the entire self-assembly process and discussed the effect of average concentration, guided self-assembly by initial conditions, and numerical technique in a series of papers.22—24 Our previous papers have focused on the isotropic surface stress. In this paper we demonstrate how the anisotropy of the surface stress breaks the symmetry of the system and generates a variety of new patterns. In particular, we show a second-order mesophase transition from parallel stripes to herringbone structures. We assume here that the elastic substrate is isotropic; the effects of anisotropic elastic constants and anisotropic domain walls will be studied in the sequels to this paper.

II. CONTINUOUS PHASE FIELD MODEL

WITH ANISOTROPIC SURFACE STRESS

Consider an epilayer composed of two kinds of atoms A and B on a substrate of atoms S. Here A and B can be both different from S, such as sulfur-silver mixture on a ruthenium substrate.1 Alternatively, only one species of the epilayer is different from that of the substrate, such as oxygen atoms on a copper substrate.5 As shown in Fig. 1, the epilayer is taken to be an infinitely large surface and the substrate a semi-infinite elastic body. The substrate occupies the half space \( x_3 < 0 \) and is bounded by the \( x_1-x_2 \) plane.
The free energy of the system comprises the surface energy in the epilayer and the elastic energy in the substrate. Focusing on the anisotropy of surface stress, we assume in this paper that the substrate is elastic isotropic. As usual, the elastic energy per unit volume in the bulk is a quadratic function of strain with Young’s modulus $E$ and Poisson’s ratio $\nu$ as parameters.\(^{25}\) The surface energy per unit area, $\Gamma$, takes an unusual form in our model. Define concentration $C$ by the fraction of atomic sites on the surface occupied by species $B$. We will simulate the annealing process, in which the deposition process has stopped, but atoms are allowed to diffuse within the epilayer. Regard the concentration as a spatially continuous and time-dependent function $C(x_1, x_2, t)$. Assume that $\Gamma$ is a function of the concentration $C$, the concentration gradient $C_x$, and the strain in the surface $e_{\alpha\beta}$. A Greek subscript runs from 1 to 2. The strain tensor relates to the displacement gradient in the usual way as in the theory of elasticity. Expanding the function $\Gamma(C, C_x, e_{\alpha\beta})$ in the leading-order terms of the concentration gradient $C_x$ and the strain $e_{\alpha\beta}$, we have

$$\Gamma = g + h C_x C + f_{\alpha\beta} e_{\alpha\beta}, \tag{1}$$

where $g$, $h$, and $f_{\alpha\beta}$ are all functions of the concentration $C$. We have assumed that $h$ is isotropic in the plane of the surface. The leading-order term in the concentration gradient is quadratic because, by symmetry, the term linear in the concentration gradient does not affect the surface energy. We have neglected terms quadratic in the strain, which relate to the excess in the elastic stiffness of the epilayer relative to the substrate.

When the concentration field is uniform in the epilayer, the substrate is unstrained and $g(C)$ is the only remaining term in Eq. (1). Hence $g(C)$ represents the surface energy per unit area of a uniform epilayer on an unstrained substrate. To describe phase separation, we prescribe $g(C)$ as any function with double wells. In numerical simulations, to be definite, we assume that the epilayer is a regular solution any function with double wells. In numerical simulations, to be definite, we assume that the epilayer is a regular solution of free energy by pure component $A$ and $B$ on the substrate.

\[g(C) = \lambda k T \ln C + \ln(1 - C) + \Omega C(1 - C). \tag{2}\]

The usual expression of $g(C)$ also includes a term linear in the concentration $C$, representing the weighted contribution of free energy by pure component $A$ and $B$ on the substrate.

However, due to mass conservation, the average concentration is constant when atoms diffuse within the epilayer. Hence the term linear in $C$ does not influence diffusion and is neglected here. The first two terms in the brackets result from the entropy of mixing and the third term from the enthalpy of mixing. $\lambda$ is the number of atoms per unit area on the surface, $k$ is Boltzmann’s constant, and $T$ is the absolute temperature. The dimensionless number $\Omega$ measures bond strength relative to the thermal energy $kT$. When $\Omega<2$, the function $g(C)$ is convex. When $\Omega>2$, the function $g(C)$ has double wells. Figure 2 shows the $g(C)$ graph for $\Omega=2.2$. The double-welled $g(C)$ function drives phase separation; it favors neither coarsening nor refining.

We assume that $h(C)$ is a positive constant, $h(C) = h_0$. Any nonuniformity in the concentration field by itself increases $\Gamma$. In the phase field model, the second term in Eq. (1) represents the phase boundary energy. The total phase boundary energy of all the phase boundaries reduces when the two phases enlarge and the net length of the phase boundary reduces. Consequently, the concentration gradient term in Eq. (1) drives phase coarsening.

The quantity $f_{\alpha\beta}$, known as the surface stress tensor, is the surface energy change associated with the elastic strain.\(^{25}\) As stated in the previous section, the concentration-dependent surface stress drives phase refining. We may assume that the surface stress is a linear function of the concentration, i.e., $f_{\alpha\beta}(C) = \psi_{\alpha\beta} + \phi_{\alpha\beta} C$, where $\phi_{\alpha\beta} = \phi_{\beta\alpha}$ and $\psi_{\alpha\beta}$ are material constants; see review in Ref. 8.

Atoms diffuse within the epilayer to reduce the combined surface energy and the elastic energy in the substrate. The corresponding diffusion equation is

\[
\frac{\partial C}{\partial t} = \frac{M}{\lambda^2} \nabla^2 \left( \frac{\partial g}{\partial C} + 2h_0 \nabla C + \phi_{\alpha\beta} e_{\alpha\beta} \right) \tag{3}
\]

where $M$ is the mobility of atoms in the epilayer. The first two terms in Eq. (3), which are analogous to those in Cahn,\(^{26}\) come from the free energy of mixing and the phase boundary energy. The third term comes from the concentration-dependent surface stress and from substrate elasticity. A repeated index implies summation.

When the concentration is nonuniform, the surface stress $f_{\alpha\beta}$ is also nonuniform. A stress field $\sigma_{ij}$ is generated in the substrate, subject to the boundary conditions $\sigma_{3a} = f_{\alpha\beta}$ and $\sigma_{33} = 0$ at the boundary of $x_3 = 0$.\(^{17}\) A Latin subscript runs from 1 to 3. The elastic field in a half space due to a tension-
tial point force acting on the surface was solved by Cerruti.\textsuperscript{27} The strain field in the surface, \( e_{ab} \), can be obtained by linear superposition, resulting singular integrals over the entire surface:

\[
e_{ab} = \frac{1+\nu}{\pi E} \int \frac{1}{\rho_3} \left[ \left( \frac{\nu}{2} - \frac{1}{2} \right) (\phi_{\alpha\kappa}(x_{\alpha} - \xi_\alpha) + \phi_{\kappa\alpha}(x_{\beta} - \xi_\beta)) + \phi_{\kappa\kappa} \left( \frac{3}{\rho^2} (x_{\alpha} - \xi_\alpha)(x_{\beta} - \xi_\beta) \right) \right] \times \frac{\partial C}{\partial \xi_{\kappa}} d\xi_\delta d\xi_\kappa,
\]

where \( \rho = \sqrt{(x_1 - \xi_1)^2 + (x_2 - \xi_2)^2} \).

We define two length scales. A comparison of the first two terms in the parentheses of Eq. (3) defines a length:

\[
b = \left( \frac{\hbar_0}{\Lambda kT} \right)^{1/2}.
\]

In the Cahn-Hilliard model this length scales the distance over which the concentration changes from the level of one phase to that of the other. That is, \( b \) is comparable to the thickness of the phase boundary. The magnitude of \( \hbar_0 \) is on the order of energy per atom at a phase boundary. Using magnitudes \( \hbar_0 \sim 10^{-19} \text{ J}, \Lambda \sim 5 \times 10^{19} \text{ m}^{-2}, \) and \( kT \sim 5 \times 10^{-21} \text{ J} \) (corresponding to \( T = 400 \text{ K} \)), we have \( b \sim 0.6 \text{ nm} \).

The other length scale, which reflects the competition between coarsening and refining [the second and third terms in Eq. (3)], is defined by

\[
t = \frac{Eh_0}{(1 - \nu^2)\phi_{11}^2}.
\]

Young’s modulus of a bulk solid is about \( E \sim 10^{11} \text{ N/m}^2 \). According to the data compiled in Ibach,\textsuperscript{8} a representative value of slope of the surface stress is \( \phi_{11} \sim 4 \text{ N/m} \). The equilibrium phase size is on the order \( \sim 4 \pi \nu t \), according to theoretical analysis and simulation.\textsuperscript{18,23} These magnitudes, together with \( h_0 \sim 10^{-19} \text{ J}, \) give \( 4 \pi \nu \sim 8 \text{ nm} \), which broadly agrees with observed phase sizes in experiments. A dimensionless parameter \( Q \) is defined by the ratio of the two length scales:

\[
Q = \frac{b}{t} = \frac{(1 - \nu^2)\phi_{11}^2}{E(\Lambda kT h_0)^{1/2}}.
\]

The effect of the surface stress is negligible when \( Q \rightarrow 0 \).

From Eq. (3), disregarding a dimensionless factor, we note that the diffusivity scales as \( D \sim MkT / \Lambda \). To resolve events occurring over the length scale of \( b \), the time scale is \( \tau = b^2 / D \), namely,

\[
\tau = \frac{h_0}{M(kT)^2}.
\]

Surface stress is a second-rank tensor, having two principal directions within the plane of the epilayer. The substrate being assumed elastically isotropic, we can always rotate the coordinates so that the shear component of the surface stress disappears. Hence we can set \( \phi_{12} = 0 \) without losing generality. Define

\[
r = \phi_{22} / \phi_{11}.
\]

This parameter measures the degree of anisotropy.

The singular integrals in Eq. (4) make it inefficient to solve Eq. (3) in real space. An alternative, more efficient, method is to solve the equation in reciprocal space. The Fourier transform converts the integral-differential equation (3) into a regular partial differential equation. The integration operation, as well as the differentiation over space, is removed and the evolution equation can be dramatically simplified. It is not necessary to transform the expression of \( e_{ab} \) in Eq. (4) into reciprocal space, which seems to be a formidable task. Alternatively, we transform the boundary conditions and solve the elasticity problem in reciprocal space directly. The result is very simple, as given below.

Let \( k_1 \) and \( k_2 \) be the coordinates in reciprocal space. Denote the Fourier transform of \( C(x_1, x_2, t) \) by \( \hat{C}(k_1, k_2, t) \), namely,

\[
\hat{C}(k_1, k_2, t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} C(x_1, x_2, t) e^{-i(k_1 x_1 + k_2 x_2)} dx_1 dx_2.
\]

(10)

Normalize Eq. (3) by \( b \) and \( \tau \), and apply the Fourier transform on both sides. We obtain the evolution equation in reciprocal space:

\[
\frac{\partial \hat{C}}{\partial t} = -k^2 \hat{\mathcal{P}} - 2(k^4 - Qs) \hat{C}.
\]

(11)

Here \( k \) and \( s \) are given by

\[
k = \sqrt{k_1^2 + k_2^2}
\]

(12)

and

\[
s = \frac{k_1^2(k^2 - \nu k_1^2) + k_2^2(k^2 - \nu k_2^2) - 2\nu k_1^2 k_2^2}{(1 - \nu)k}.
\]

(13)

When the surface stress is isotropic, \( r = 1 \) and \( s = k^3 \), which reduce to the result in Ref. 23. \( \hat{\mathcal{P}}(k_1, k_2, t) \) is the corresponding form of \( P(x_1, x_2, t) \) in reciprocal space, where

\[
P(C) = \ln \left| \frac{C}{1 - C} \right| + \Omega(1 - 2C).
\]

(14)

The term \( P(C) \) comes from the derivative of Eq. (2) with respect to \( C \). The factor \( \Lambda kT \) disappears due to the normalization. Note that \( P(C) \) is a function of \( x_1, x_2, \) and \( t \). Because \( P(C) \) is a nonlinear function of \( C \), an analytical expression for \( \hat{\mathcal{P}}(k_1, k_2, t) \) is unavailable. The fast Fourier transform (FFT) and the inverse FFT are used in each time step. Details can be found in one of our previous papers.\textsuperscript{23}
III. SIMULATIONS OF EVOLVING PATTERNS

A. Refining effect of the surface stress

Figure 3 shows two evolution sequences from $t=0$ to $t=1.0 \times 10^6$, the time unit being $\tau$. The calculation cell size is $256b \times 256b$. In the simulation, we take $\Omega=2.2$ and $\nu=0.3$. For sequence (a), there is an isotropic surface stress ($r=1$ and $Q=1$); for sequence (b), there is no surface stress ($Q=0$). The initial conditions are the same for the two sequences: the concentration has an average 0.5 and fluctuates randomly within 0.001 from the average. Boundary conditions of the calculation cell are periodic. Results are visualized by gray scale graphs in the $(x_1,x_2)$ plane. The brighter region corresponds to the higher concentration, and the darker region corresponds to the lower concentration.

In sequence (a), shortly after phase separation, the two phases form interwoven stripes. The width of the stripes stabilizes very fast. From $t=1000$ to $t=1.0 \times 10^6$, the widths are almost invariant. The patterns resemble experimental observations. By contrast, in sequence (b), the two phases try to increase their sizes as much as possible, restricted only by mass conservation and the size of the calculation cell. The system finally evolves into a state such that one phase takes half of the calculation cell and the other phase takes the other half. This reproduces the classical spinodal decomposition. Comparison between the two cases clearly demonstrates the refining effect of surface stress.

Figure 4(a) is the pattern at $t=1.0 \times 10^6$, sequence (a) of Fig. 3. Figure 4(b) shows the concentration profile along the segment between the two arrows in Fig. 4(a). It is observed that the concentration is roughly 0.85 at the crest and 0.15 at the trough. Nonuniform concentration in the epilayer generates a strain field in the substrate. Figure 4(c) shows the strain field $e_{11}$ in the substrate. The brighter region corresponds to contraction, and the darker region corresponds to extension. (Here we take $\phi_{11}>0$.) Figure 4(d) gives a simple explanation. The traction on the surface is $\sigma_{31}=\partial f_{11}/\partial x_1 = \phi_{11}\partial C/\partial x_1$, as shown in Fig. 4(d). The strain field in the substrate is caused by the traction. Figure 4(c) shows that the deformation is localized in a very shallow region close to the surface, decaying quickly along the $-x_3$ direction. The figure clearly shows the existence of a fringe elastic field in the substrate.

Sequence (a) in Fig. 3 can be roughly divided into three stages: phase separation, size selection, and spatial ordering. As shown in the sequence, the two phases reach equilibrium concentrations on the time scale of $\sim 10$. The time to attain a uniform size is on the order of 100–1000. The ordering of the structure still continues and is far from completion after $t=10^6$. It is relatively fast for the phases to separate, attain their equilibrium compositions, and select a uniform size, but very slow to order over a long distance. Our calculation shows that the system has the lowest energy if the stripes line up into parallel stripes. However, due to the high symmetry of the system, all the directions are energy equivalent. The phases are confused and do not know which direction to line up. The interwoven stripes have been observed in many self-assembled systems, including block copolymers, ferromagnetic films, and the Langmuir monolayers.

FIG. 3. Two evolution sequences. The time unit in the figures is $\tau$. For sequence (a), there is isotropic surface stress; for sequence (b), there is no surface stress.
B. Symmetry breaking by the surface stress anisotropy

The slopes of the two principal surface stresses, \( f_{22} \) and \( f_{11} \), play equivalent roles. Because the free energy of the system is quadratic in \( f_{22} \) and \( f_{11} \), when they both change signs, the free energy is invariant. Consequently, we need only consider the region on the \((f_{11}, f_{22})\) plane bounded by the two lines \( f_{11} = f_{22} = 0 \) and \( f_{11} + f_{22} = 0 \), as shown in Fig. 5. The five representative states \( a, b, c, d, \) and \( e \) correspond to \( r = 1, 0.5, 0, -0.5, \) and \(-1, \) respectively. Figures 5(a)—5(e) show the simulated patterns at \( t = 2.0 \times 10^5 \). All five simulations start from the same random initial condition as that in Fig. 3. State \( a \) corresponds to isotropic surface stress. Due to the high symmetry of the surface stress, the patterns exhibit a structure of high symmetry. Our simulation has shown that the interwoven structure still exists at \( t \sim 10^7 \). This is probably the reason that interwoven stripes are commonly observed in many self-assembled systems.

The ordering process can be accelerated by suitably breaking the symmetry of the system. Our previous work has shown that by adding some lines to the random initial condition to provide a direction to line up the stripes, the formation of parallel stripes can be dramatically accelerated.\(^{23}\) Figures 5(b) and 5(c) show how the anisotropy of surface stress has a similar effect. The anisotropy provides a direction preference, and the phases very quickly line up into periodic strips. The simulation shows that stripes form normal to the
principal direction that the slope of the surface stress is larger. The larger surface stress slope allows more elastic energy relaxation. Comparing (b) and (c) with (a), we observe that the width of the stripes is roughly the same.

Quite beyond our initial expectation, in (d) \( r = -0.5 \), we obtain herringbone structures. In (e), \( r = -1 \) and we obtain tweed structures. The stripes align along the diagonal direction. It is found the stripes turn more close to the diagonal direction when \( r \) becomes more negative. We will examine this mesophase transition between the parallel stripes and the herringbones in the next section.

Figure 6 shows the time sequence for \( r = -0.5 \). The initial condition is random, with average concentration 0.5 plus a fluctuation within 0.001 from the average. \( \Omega = 2.2 \) and \( Q = 1 \), the same as those in Fig. 3. We can still broadly identify three states of evolution: phase separation, size selection, and special ordering. However, the ordering process is much faster. A herringbone structure is obtained within \( 1.0 \times 10^5 \).

Two variants of stripes, with different orientations, can be identified from the patterns. For the given symmetry, the two variants are energy equivalent. The width of the stripes, which is determined by the intrinsic length scale, stabilizes very fast. However, the length of the stripes continues to grow at \( t = 5 \times 10^5 \).

Figure 7 shows the patterns for average concentration equal to 0.4. The figures are patterns at \( t = 2.0 \times 10^5 \), initiated at a random concentration. When the surface stress is isotropic, the system forms dots. The dots locally form a triangular lattice, but over long distance form multidomains. Our model predicts that average concentration affects the pattern formation, as observed in experiments.4 The multidomain and local ordering structures of dots have been found in many other systems, such as block copolymers and Langmuir monolayers. Long-range ordering is difficult to attain. A similar phenomenon also appears in the recently discovered lithographically induced self-assembly (LISA).29

Figures 7(b)–7(e) show that surface stress anisotropy can considerably affect the pattern formation: it can change the patterns from dots to stripes. Note the dislocations in Fig. 7(b).

IV. MESOPHASE TRANSITION INDUCED BY SURFACE STRESS ANISOTROPY

Our numerical simulation has revealed a surprising finding. There seems to exist a critical point \( r_c \), somewhere be-
between $r = -0.5$ and $r = 0$. When $r < r_c < 1$, the stripes are parallel to the $\phi_{22}$ direction. When $-1 \leq r < r_c$, the stripes deviate from the $\phi_{22}$ direction. The angle between the orientation of the stripes and the $\phi_{22}$ direction is determined by the value of $r$. As shown in Fig. 8, the orientations of $\theta$ and $-\theta$ are equivalent variants that break the symmetry of the system. In the following we look at the mesophase transition more carefully and show that it follows the Landau theory.  

The question is the following: assuming that an arbitrary concentration stripe is formed on the substrate and $r = \phi_{22}/\phi_{11}$ is known, what will be the orientation $\theta$ of such a stripe? The stripes should select their orientations to relax the energy of the system as much as possible. The surface stress is a second-rank tensor, so is the slope $\sigma_{ab}$. According to tensor algebra, the maximum direction for the slope coincides with one of the principal directions of the tensor, namely, the $\phi_{11}$ direction assuming $|\phi_{11}| \geq |\phi_{22}|$. Then why do stripes sometimes deviate from the direction normal to $\phi_{11}$? We will give a qualitative answer first, followed by a detailed calculation. When a set of parallel stripes lines up in a direction off the two principal directions of the $\phi$ tensor, a shear component of the $\phi$ tensor arises. In the new coordinates that are normal and parallel to the stripes ($x'_1,x'_2$), we denote the tensor components by $\phi_{a'b'}$. In the cross section $(x'_1,x_3)$ of the substrate, the component $\phi_{31}$ generates a plane strain field and $\phi_{12}'$ generates an antiplane shear strain field. Both fields contribute to the elastic energy relaxation.

![FIG. 8. A mesophase transition induced by surface stress anisotropy.](image)

The former favors the stripes in the principal direction of the $\phi$ tensor, and the latter favors the stripes off the principal direction.

The energy per unit area of the system, $g_{\text{ave}}$, is expressed by

\[
g_{\text{ave}} = \frac{1}{A} \int_A \left( g(C) + h C_{\alpha\beta} C_{\alpha\beta} - \frac{1}{2} \sigma_{3a} u_a \right) dA,
\]

where $A$ is the area of the surface and $u_a$ the displacement in the epilayer. The first two terms in the brackets are isotropic. Let $\eta = \sin \theta$ be the order parameter. A calculation shows that for any concentration modulation, the free energy takes the form

\[
g_{\text{ave}} = g_0 + R(\eta) g_1,
\]

where $g_0$ and $g_1 (g_1 > 0)$ are independent of the orientation $\eta$, and $R$ is expressed by

\[
R(\eta) = (1 - r) \left[ r + (1 - 2 \nu) \right] \eta^2 + \nu (1 - r)^2 \eta^4.
\]

The preferred orientation is obtained by minimizing $g_{\text{ave}}$ or $R$. We only need to consider $|r| \leq 1$ and $|\eta| \leq 1$. In the expression (17), the coefficient for $\eta^4$ is always positive. The coefficient for $\eta^2$ is positive when $r > r_c$ and negative when $r < r_c$, where $r_c = (1 - 2 \nu)$. The function $R(\eta)$ is drawn in Fig. 9. We distinguish the following cases.

(i) When $r = 1$, the surface stress is isotropic and $R = 0$ for all orientations $\eta$. All orientations are energy equivalent, as expected.

(ii) When $r_c < r < 1$, the coefficient for $\eta^2$ is positive, so that $R$ minimizes at $\eta_{eq} = 0$, corresponding to stripes parallel to $\phi_{22}$.
(iii) When $-1 \leq r < r_c$, the coefficient for $\eta^2$ is negative, so that $R$ has a local maximum at $\eta = 0$ and two minima at

$$\eta_{eq} = \pm \sqrt{\frac{r_c - r}{2r(1-r)}}. \tag{18}$$

They correspond to the two orientations obtained in the numerical simulations, Figs. 5–7. In the simulations, we have taken $\nu = 0.3$, so that $r_c = -0.4$. The stripes line up in the $\phi_{22}$ direction for cases b and c, but form two variants for cases d and e. Figure 10 plots the relation between the equilibrium orientation $\eta_{eq}$ and the anisotropy parameter $r$. The equilibrium orientations agree with those obtained by the dynamic simulations.

V. CONCLUDING REMARKS

A binary epilayer on a solid surface may self-assemble into ordered structures. We have proposed a thermodynamic model to study this phenomenon. The formation of stable concentration patterns requires three ingredients: phase separation, phase coarsening, and phase refining. These ingredients result in a nonlinear diffusion equation, with which we have simulated the entire process of pattern evolution. The surface stress refines and stabilizes the patterns. Without the surface stress, the phases will coarsen as much as possible. However, with the surface stress, the phases reach their equilibrium sizes and become stable. When the surface stress is isotropic, the epilayer forms interwoven stripes or disordered dots, depending on the average concentration. The anisotropy of the surface stress generates two kinds of patterns: parallel stripes and herringbone structures. As the degree of the surface stress anisotropy changes, the epilayer changes from one pattern to the other. Each pattern is a mesophase. A herringbone structure is a mixture of two sets of parallel stripes, which form by breaking the symmetry of the single set of parallel stripes. Taking the stripe orientations as the order parameter, we show that the mesophase transition is of second order and occurs when the degree of surface stress anisotropy reaches a critical value. We hope that experiments will soon succeed in verifying this prediction.
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