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ABSTRACT

Molecular dynamics (MD) provides valuable insights into the structure, dynamics,

and properties of materials, especially when experimental data is scarce or difficult

to obtain. In this thesis, we use MD simulations to study three classes of materials:

vitrimers, semicrystalline polymers, and metals. These materials exhibit diverse and

complex behaviors under thermal and mechanical loads.

Vitrimers are a promising alternative material system that has been recently designed

to address the non-recyclability of thermoset plastics. In vitrimers, dynamic cross-

links allow for malleability under thermal stimuli. Despite their several advantages,

the lack of understanding of their mechanical response has limited the widespread use

of these materials for aerospace applications. In this thesis, we develop a capability to

simulate dynamic cross-linking reactions of vitrimers under general thermomechanical

loading conditions using a topological reaction scheme within MD. We demonstrate

the application of the model towards damage healing of a vitrimer system at the

molecular level. The work will allow us to: (1) develop innovative computational

models of the complex interplay between chemistry and mechanics in vitrimers, (2)

link the evolution of thermomechanical properties to underlying molecular mecha-

nisms, and (3) understand the molecular-scale mechanisms of the creep behavior of

vitrimers which is hard to characterize by experiments.

Another application studied is the simulation of semicrystalline polymer-based twisted

and coiled polymer actuators (TCPA). These actuators can achieve large actuation

strokes by exploiting the material anisotropy due to the amorphous and crystalline

xiv



phases of Nylon. An all-atom molecular dynamics (MD) simulation is used to inves-

tigate the thermal behavior of the two phases and to determine their coefficients of

thermal expansion (CTE) and glass-transition temperature, separately. Based on this

data, we develop a finite element model for TCPA and validate the results against

experimental data. The model is used to explore the effects of actuator parameters

such as chirality, twist angle, and material anisotropy on the actuation performance.

The CTE anisotropy is found to be the dominant factor as compared to the elasticity

tensor for the large actuation. This study provides a comprehensive understanding of

the physics of TCPA and provides directions for their optimization and performance.

The final application studied is Additive manufacturing (AM) of metal parts. Addi-

tive manufacturing involves a gradual modification in the size and shape of solids due

to the addition of new layers of the material on top of the existing ones that result

in large thermal gradients under non–equilibrium phenomena. Atomistic simulations

are used to model the additive manufacturing process at the nanoscale to establish

process-property correlations. To this end, we study the evolution of defect structure

as a function of process parameters: cooling time, melt thickness, substrate tempera-

ture, and soft vs. hard inclusions. We find that the defect content can be significantly

reduced by raising the temperature of the powder bed to a critical temperature. A

critical advantage of this approach is that simulations can be used to perform alloy

design, as demonstrated by simulating the effect of the addition of a hard and soft

inclusion on the defect structure.
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CHAPTER I

Introduction

1.1 Motivation

This dissertation provides insights from computational studies of three materials sys-

tems investigated using all-atom molecular dynamics simulations. The material sys-

tems are explained below:

1.1.1 Properties of vitrimers

Polymers are categorized into broadly two types, based on their ability to be reformed:

thermoplastics and thermosets. They both are made of long chains of molecules.

However, they have different physical and chemical properties, and they show different

behaviors when exposed to heat. Thermoplastics can be melted and reshaped by

heating them after they are cured, which means they can be recycled and reused for

different purposes. This is due to the long chains they form during curing that form a

solid structure as a result of the non-bonding interaction of inter-chain positions [4, 5,

6, 7, 8]. Thermoset polymers, on the other hand, form strong chemical bonds between

the polymer chains when they are cured, which makes them hard and rigid. Owing

to their 3D rigid network of molecular chains, they cannot be melted or reshaped

by heating them again, which means they are more durable and resistant to high

temperatures, but also more difficult to recycle. Figure 1.1 shows the schematic of
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the difference in inter and intra-chain connections in thermoplastics and thermosets.

Some examples of thermoplastics are polyethylene, polypropylene, polystyrene, and

nylon. Some examples of thermoset polymers are bakelite, epoxy, polyester, and

vulcanized rubber.

Crosslinks

Figure 1.1: Difference in inter and intra–chain connections between thermoplastics
(on left) and crosslinks in thermosets(right)

Thermoset polymers, such as epoxies, offer great mechanical strength, high-temperature

tolerance, and chemical stability, which makes them an ideal candidate for automotive

and aerospace applications. However, their inability to melt or reform makes them

extremely challenging to recycle or manage their waste toward the end of their life

cycle [9, 10]. Their conventional alternative, thermoplastic polymers, do not match

their performance in critical applications. Therefore, an alternative was designed by

using a new chemistry, vitrimers [11, 12, 13]. These are a new class of polymers

that offers the best of both kinds: the strength and performance of an epoxy, and

the malleability and reformability of a thermoplastic. They have a 3D crosslinked

network when cured, however, they have special sites where they can exchange bonds

when heated beyond a certain temperature (referred to as vitrimer topology freez-

ing temperature). They achieve malleability beyond this temperature by means of

adaptable covalent bonds, which means the network has the same number of bonds

even after such bond swaps take place, therefore retaining the topology of the solid.

2



An example of a dynamic bond exchange reaction is shown in Figure 1.2. In this

case, two chain segments A–B and C–D lead to a reformed network segments C–B

and A–D as a result of a disulfide-based dynamics bond exchange reaction. This is

how a 3D crosslinked polymer network achieves malleability in a vitrimer system.

There are other types of chemistry that lead to swappable covalent adaptable net-

works such as amines[14, 15], transesterification reactions[16], Diels-Alder reaction

[17], radical formation[18], etc. Vitrimers have been recently incorporated in car-

bon fiber composites[19, 20] and nanocomposites[21] which expands their scope of

applications in performance-critical environments.

A

B

C

D

A

B

C

D

Figure 1.2: An example of dynamic bond exchange reaction in a vitrimer where chains
A–B and C–D result in chains C–B and A–D

Vitrimers offer a great advantage of reformability with a thermoset-like performance,

however, it comes with a cost, and they are more prone to creep as compared to their

thermoset counterparts. Vitrimers’ DBER accelerates beyond a temperature or in

the presence of a catalyst under which they become malleable, however, even at lower

temperatures, a fraction of these reactions can take place and result in some creep

behavior. Managing their creep and viscoelastic response is an important aspect in

order to utilize these new class polymers well in high-performance applications such

as aerospace components. The present work focuses on developing a computational
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framework to model and understand the thermomechanical response of vitrimers.

Specifically, we study the self-healing behavior and creep behavior of the vitrimer

system using nanoscale simulations of vitrimers in Chapter II and III, respectively.

Vitrimers

Figure 1.3: Application space of vitrimers towards sustainability

1.1.2 Semi-crystalline polymers-based actuators

Actuation is important to convert different forms of energy to mechanical work. They

can be powered by different sources of energy, such as electricity, hydraulics, pneumat-

ics, or human power [22]. Some examples of actuators are electric motors, solenoids,

hard drive stepper motors, comb drives, etc. There are different types of actuation

approaches developed over the past few decades toward mechanisms or systems, such

as valves, switches, robots, and machines. Nickel-Titanium (NiTi) alloy based has

been one of the prominent choices for developing high-speed actuators [23, 24].

Polymers are long chains of molecular segments which are bonded via van der Waals

forces, covalent bonds, or hydrogen bonds[5, 25]. They usually form randomly ordered

bulk (amorphous), however, some polymers can form ordered regions due to hydrogen

bonds for instance. These are referred to as semi-crystalline polymers that have both

ordered and disordered regions in their molecular structure. The ordered regions are
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called crystallites or lamellae, which form larger structures called spherulites[1, 26, 25].

The disordered regions are called amorphous. Semi-crystalline polymers can crystal-

lize from melt, stretching, or solvent evaporation [27, 28]. The degree of crystallinity

affects the optical, mechanical, thermal, and chemical properties of the polymer.

Some examples of semi-crystalline polymers are Nylon, polyethylene, polypropylene,

polyethylene terephthalate, polytetrafluoroethylene, etc. Semi-crystalline polymers

are used to make fibers, films, blends, and composites for industrial use [25, 29, 30].

Other areas of applications include packaging materials, such as polyethylene tereph-

thalate bottles, and engineering plastics, such as polytetrafluoroethylene for non-stick

coatings and electrical insulation[30].

(a)

H-bonds

Amorphous 
phase

Crystalline 
phase

(b)

Figure 1.4: (a) Phase-wise realignment in a highly drawn semi-crystalline polymer
fiber and (b) ordered phase with H-bonding in Nylon 6,6

Despite having an anisotopic crystalline phase, semi-crystalline polymers demonstrate

an isotropic at a macroscopic scale due to the random orientation of the ordered phase

uniformly in 3D space. However, semi-crystalline polymer, when drawn, is formed

into monofilament fiber that results in the alignment of the crystalline phase along

the fiber axis. This realignment leads to transversely isotropic properties of the

drawn fiber (shown in Figure 1.4). This property of drawn fibers, such as in fishing
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line (Nylon 6,6 or Polyethylene), is harnessed to develop large stroke twisted and

coiled polymer actuators (TCPA) [31, 32]. Modeling the physics involved in these

actuators is one of the focuses of this work. The detailed description of a multi-scale

computational framework developed to investigate the actuation mechanisms of these

actuators is discussed in Chapter IV.

1.1.3 Metal additive manufacturing

Additive manufacturing (AM) is now being routinely used in the industry to build

metal parts due to the flexibility it allows in part design. Additive manufacturing

involves a gradual increase in the size and shape of solids due to the addition of

new layers of the material on top of the existing ones. Thermally enabled metal

additive manufacturing (MAM) consists of fast heating (e.g. using lasers) of the

powder beds leading to large thermal gradients followed by high cooling rates due to

the small volumes that are exposed at a time [33, 34]. A resolution of up to 20 µm per

layer [35] and components with functionally graded materials has been realized [36].

The defect formation during additive manufacturing is a subject of ongoing in-depth

studies as it relates to the accelerated fatigue and fracture of a manufactured part

[37]. There is a high dependence on several processing parameters which dictates the

mechanism and properties of the final product [38, 34, 39, 40]. Wang et al. studied

the influence of both the laser scan rate and laser power on the residual stresses in

the fabricated samples [41, 42]. Their findings revealed that higher laser power led

to an increase in the residual stress in the build direction and laser speed influences

the stresses in transverse directions of the additive sample [42]. Figure 1.5 shows

a schematic of the metal additive manufacturing process (center) with a resulting

representative microstructure.

To understand the microstructure evolution and defect formation as a function of

process parameters, it is important to comprehend the solidification processes in the
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Microstructural scale

Idealized additive column at 

nanoscale

Melt pool

Previous layer 

solidified

Initial 
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Metal powder

Laser

Melt pool

Solidifying layer

Figure 1.5: A schematic of the additive manufacturing process (center), microstruc-
ture at mesoscale (center), and the idealized additive process at the nanoscale (right)

melt and how it influences the defect structure in an additive column. Several simu-

lation methods have been applied to study the solidification phenomenon at different

scales [43, 44]. Cellular automata in conjunction with temperature history from a

finite element analysis (FEA) [45], finite volume [46], or finite difference solutions

[47] have been implemented to predict the grain size and texture during solidifica-

tion under arc welding or additive manufacturing process. A continuum scale model

by Prabhakar et al. [48] was implemented that employs FEA and thermal history

to simulate the deformation and distortion of the part. Another popular choice for

simulating structure at meso scales is phase–field (PF) modeling [49, 50]. However,

because of the length scale and extreme heating and cooling rates, melt solidification

is a highly non-equilibrium process, and continuum methods alone are not sufficient.

During the solidification of grains, various defect structures form that are either un-

stable (e.g. self–interstitial) which are relieved during reheating, or more stable defect

structures (e.g. high angle grain boundaries) that persist after the process. Under-

standing the formation of defects as a function of parameters such as cooling rates,
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particle bed temperature, presence of inclusions, etc. has not yet been carried out

via molecular simulations. In this work, we use molecular dynamics simulations to

understand the evolution of the defects during a layer-by-layer addition of melt-pool

on a solidified part. We investigate the process-parameter dependence on such defect

structures, the simulation methods, results, and fundamental insights are discussed

in Chapter V.

1.2 Molecular Dynamics Modeling

1.2.1 Overview of Molecular Dynamics

The core idea of classical molecular dynamics simulations is that the trajectories of

particles are solved by evolving a dynamical system over time. These particles can be

atoms, a group of atoms (beads in coarse-grained modeling). Consider a system of

particles in three-dimensional space where each particle has three degrees of freedom.

Therefore, the entire system has 6N degrees of freedom where 3N spatial positions

and 3N velocities for N particles in the system. Each particle is described using a

spatial position and a velocity, hence the system can take many states with particles

having different values in this six degrees of freedom space which are referred to as

phase space or state space of a dynamical system. Newton’s second law can be written

for each particle in vector form:

ma = F(r) = −∇V (r) (1.1)

where m is the mass of the particle, a and F(r) are the acceleration and force acting

of the particles, respectively. ∇ denotes the gradient operator, and V is the potential

energy of the particle as a result of the interaction with the rest of the system.

Note that the potential and force depend on the position vector (r) of the particle.

The force on a particle is computed using the sum of the forces exerted due to the
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interaction with all other particles. Evaluating interaction due to all particles is a

computationally expensive task, therefore, the region of interaction is truncated to

a finite spherical (or circular in two-dimension) subdomain. The force on a particle

due to other neighboring particles in the defined region of influence can be written

as a gradient of potential energy (V ) due to the interaction among those particles.

The potential energy of a particle is computed using the defined interaction referred

to as interparticle or interatomic potentials and will be discussed in the following

subsection. The system of particles is given an initial position and velocities, then

considering Eqn. 1.1 for all particles leads to a total of 6N equations that are not easy

to solve exactly, therefore, are solved numerically and will be discussed in the next

subsection. The series of key steps followed in MD simulations is shown in Figure

1.6.

1.2.2 Ergodic Hypothesis

Another important idea used in evaluating the properties of interest in MD simula-

tions is the Ergodicity of the system. The Ergodic Hypothesis is a concept in physics

and thermodynamics that relates the time average and the ensemble average of an

observable property of a system [51]. It states that for a system with a fixed energy,

the time spent by the system in a region of its phase space is proportional to the

volume of that region. This means that all possible states of the system with the

same energy are equally likely to occur over a long period of time. It also means

that the average of a property over time is the same as the average over many copies

of the system. The Ergodic Hypothesis is useful for some problems in physics and

thermodynamics, but not all systems follow it. Some systems may have different

behaviors depending on their initial conditions or external factors. We assume the

Ergodic hypothesis holds true for our MD simulations in this work.
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Start

Initialize positions (r), velocities (v) of atoms at t = 0

Choose a time step size (∆t) and an integration scheme

Loop over time steps

Compute forces on atoms from interatomic potentials: F = −∇V (r)

Update positions and velocities of atoms using integration scheme

Apply boundary conditions, temperature and pressure constraints if needed

Calculate quantities of interest (e.g., energy, temperature, pressure)

Output results to file or screen

End

for each time step

next time step

Figure 1.6: Flow of the steps followed in a typical molecular dynamic simulation

1.2.3 Time integration Schemes

In classical MD simulations, Newton’s equations of motion are solved for a system of

particles. The system is initialized with their positions and velocities. The equations

are solved numerically by using time integration schemes with finite discretized steps.

Owing to its order of accuracy, the most popular position integration algorithm is
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Velocity Verlet [52, 53]. This algorithm is used to find the direction and distance that

particles move given some time-step. The Velocity Verlet algorithm can be derived

from a Taylor series expansion of the position function. Eqn. 1.1 can be reconsidered

in terms of the second-order differential equation in position vector:

r̈ = a (1.2)

where < ˙> represents a time derivative and a = F/m with initial conditions r(t0) =

r0, ṙ(t0) = v0. The velocity Verlet algorithm updates the positions and velocities of

the particles following equations of motion shown in Eqn. 1.2:

r(t+∆t) = r(t) + v(t)∆ +
1

2
a(t)∆t2 (1.3)

v(t+∆t) = v(t) +
a(t) + a(t+∆t)

2
∆t2 (1.4)

where ∆t represents the time step (temporal discretization). Note that the position

update requires the information of the system at previous time steps, however, velocity

requires the acceleration at the next time step to update the velocity at that time step

(Eqn. 1.4). The acceleration at t +∆t can be evaluated from the updated positions

and hence using the force from Eqn. 1.1. This algorithm assumes that acceleration

a(t+∆t) only depends on position r(t+∆t) and does not depend on velocity v(t+∆t).

1.2.4 Interatomic potentials

For MD simulations, the interatomic interactions are dictated by the choice of a

force field which describes the evaluation of the potential energy of an atom in the

presence of the neighboring atoms. There have been several types of force fields

developed depending on the nature of the system and the environment of interest

to be simulated. For example, embedded atom model (EAM) potential is used for
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metals [54], modified embedded atom method (MEAM) for metals with covalent

bonding [55, 56], consistent valence force field (CVFF) for organic molecules [57, 58],

Morse potential [59, 60, 61], polymer consistent force field (PCFF)[62], many-body

potential [63, 64] Leonard-Jones (LJ) potential for van der Waals interaction [65],

reactive potential such as reactive empirical bond order potentials (REBO) [66, 67]

and ReaxFF [68, 69, 70]. These parameters for these potentials are calibrated against

experiments and/or density functional theory-based ab-intio calculations. In this

work, CVFF and PCFF are used to describe the interaction of atoms of the vitrimer

and Nylon 6,6 semi-crystalline polymer, respectively. For simulating the additive

metal manufacturing process at the nanoscale, we used EAM potential. The details

of each of these potentials will be discussed in subsequent chapters.

1.2.5 Periodic Boundary Conditions

In any computational framework, the cost of computation increases with the degrees

of freedom simulated. A simulation where each atom is modeled as a particle puts

limitations on the size of the system to be simulated. Therefore, a finite system has

to be constructed such that the chosen domain represents the bulk of the material.

If we consider such a system that has finite ends can have different behavior than a

system with larger systems with farther ends. One workout around this problem is

the usage of periodic boundary conditions (PBC). PBC is a common technique to

simulate bulk properties of materials or fluids using a finite number of particles. The

idea is to replicate the system in all directions and assume that the particles interact

with their nearest images as if they were real. This way, the effects of the boundaries

are minimized and the system behaves as if it were infinite. PBC requires that the

shape of the simulation box is space-filling, meaning that it can be tiled without

gaps or overlaps, for example, cubic or parallelepiped boxes that can be repeated in

3-dimensions.
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1.2.6 Modeling reactive systems

Modeling reactions in molecular dynamics simulations is a challenging task that re-

quires the ability to change the bond topology of the system during the simulation.

Traditional fixed valence force fields do not allow such changes and are limited to

modeling systems with constant chemical composition. Reactive force fields, such

as ReaxFF [70, 71, 72], Density functional theory[73], Brenner Force Field (Brenner

FF)[74], reactive empirical bond order (REBO)[75] can overcome this limitation by

using complex potential energy expressions that depend on bond order and distance.

However, reactive force fields are difficult to parameterize and computationally expen-

sive. Another approach is to use algorithms that can incorporate multi-step reaction

mechanisms into atomistic molecular dynamics simulations using conventional force

fields [76, 77]. These algorithms use predefined rules or templates to modify the bond

connectivity of the system according to certain criteria, such as distance, angle, or en-

ergy. This way, they can simulate complex chemical processes such as polymerization,

crosslinking, catalysis, or combustion [78].

1.3 Outline of Thesis

The focus of this thesis is to develop computational frameworks for polymers, and

additively manufactured metals and enhance the understanding of the phenomenon

spanning multi-scales. We look into modeling the thermomechanical response of the

vitrimers while they undergo dynamic cross-linking reactions. We specifically model

their self-healing phenomenon and their creep behavior under isothermal conditions.

The MD simulations are able to answer the chain dynamics that result in the unique

secondary creep behavior of vitrimers in contrast to conventional epoxies. In an-

other study, we develop a multi-scale computational model of the semi-crystalline

polymer-based actuators. At different scales, we look at the thermal behavior and
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how it influences the actuation behavior of the twisted and coiled polymer actuators

(TCPA). A continuum-scale finite element model helps understand the key charac-

teristics of the precursor fiber that lead to such large actuation in them. In the last

study, we investigated the non-equilibrium phenomenon of metal additive manufac-

turing at the nanoscale. We use MD simulations to look at the defect evolution in

a layer-by-layer addition of melt on a solidified part. We investigate the influence of

the different process parameters on the defect content in the additive column. The

thesis is organized as follows:

Chapter 2 outlines the MD model of vitrimers for simulating dynamic cross-linking

reactions with thermomechanical loading. We propose a temperature-dependent re-

action probability to simulate the topology freezing temperature of vitrimers. We also

quantify the self-healing behavior of a damaged vitrimer by comparing the recovered

stiffness after undergoing a heating and cooling cycle.

Chapter 3 makes an attempt to understand the creep behavior of vitrimers. We

use MD simulations to investigate the reaction mechanisms that are responsible for

experimentally observed secondary creep in vitrimers. The free-volume evolution is

probed for vitrimers and compared their response with epoxies. Then the chapter will

conclude with the effect of loading and reaction probability or catalyst concentration

on the creep response of vitrimers.

Chapter 4 details the multi-scale framework for semi-crystalline polymer-based ac-

tuation devices. The MD simulations at the nanoscale and finite element analysis at

the continuum scale are conducted for the Nylon 6,6 TCPA actuator. The results from

different scales are compared with experimental observations and the continuum-scale

model is further used to investigate the underlying mechanisms responsible for large
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actuation of TCPAs.

Chapter 5 outlines the modeling of a metal additive manufacturing (MAM) non-

equilibrium phenomenon at the nanoscale. The evolution of the defect content in

the process is studied as a function of the process parameters. We also look at the

influence of different kinds of inclusions on the defect content in a MAM process.

Chapter 6 summarizes the main contributions and proposes future directions beyond

the scope of the thesis.
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CHAPTER II

Modeling Self-Healing Behavior of Vitrimers in

Molecular Dynamics Simulations

Vitrimers are a special class of polymers that undergo dynamic cross-linking under

thermal stimuli. Their ability to exchange covalent bonds can be harnessed to mit-

igate damage in a composite or to achieve recyclable aerospace composites. This

work addresses the primary challenge of modeling dynamic cross-linking reactions in

vitrimers during thermomechanical loading. Dynamic bond exchange reaction prob-

ability change during heating and its effect on dilatometric and mechanical response

is simulated for the first time in large-scale molecular dynamics simulations. Healing

of damage under thermal cycling is computed with mechanical properties predicted

before and after self–healing.

2.1 Background

Thermoset polymers find applications in fields ranging from robotics, aerospace, au-

tomobile, electronics, and batteries either as is or as a part of fibrous composites [79].

There are some challenges in their usage that need to be addressed, for instance, the

inability to recycle and re-process due to the irreversibility of the cross–linking bonds

and damage evolution in structurally loaded components. Vitrimers are a promis-
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ing alternative material system that has been recently designed to address these

issues[13, 20, 80, 81, 18]. Vitrimers contain dynamic cross–links that enable them to

behave like thermosets at low temperatures and behave like thermoplastics at higher

temperatures [11]. This enables self–healable aerospace composites where damage

can be reversed through heating, or recyclable matrix materials where the matrix can

be reclaimed after use [82, 83, 79]. Numerous covalent bond exchange mechanisms

have been discovered in the recent past such as amines[14, 15], transesterification

reactions[16], Diels-Alder reaction [17], radical formation[18], etc. Vitrimers have

been recently incorporated in carbon fiber composites[19, 20] and nanocomposites[21]

which expands their scope of applications.

Molecular dynamics (MD) models of conventional thermosets have now found use in

the aircraft industry. In recent years, these models have demonstrated reliable pre-

diction of the glass transition temperature [84], gelation point[85], thermal expansion

coefficient [86], thermal conductivity [87, 88, 89, 90], elastic properties [91, 92, 93],

and even complete yield surface [94] without any experimental inputs allowing for

computational materials design. The primary challenge for vitrimers is the presence

of temperature dependent reversible cross–link reactions that dynamically alter the

mechanical response. Exchange reactions have been modelled in the past via methods

such as embedding Monte Carlo (MC) moves into molecular dynamics (MD) or fully

MD (using specialized three body potentials) or fully MC simulations to simulate bond

swaps [95, 96, 97, 98, 99]. These simulations have typically employed coarse grained

models (bead–spring) that provide high computational efficiency while approximat-

ing the mechanical response. For more quantitative modelling, all–atom MD methods

are attractive[100, 101], however, these methods become computationally demanding

when simulating slow chemical and mechanical dynamics. Yang et al.[102] modelled

bond exchange reactions in all–atom MD by implementing a distance–based reac-

tion cutoff, which greatly accelerates the chemical dynamics. Bonds were created
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Figure 2.1: (a) Vitrimer monomer units, (b) shows the importance of vitrimer based
fibrous composites towards damage mitigation and recycling during operational cycles
via (c) the dynamic di-sulfide bond exchange reaction

based on the proximity of reacting atoms and the topology was accepted based on

the energy of the new bond. However, the simulation had to be started with a low

distance cutoff for stability considerations (to avoid large changes in energies due to

initial reactions) and the cutoff was subsequently increased. In this paper, we avoid

this issue using an algorithm for chemical reactions based on a pre and post–reaction

templates with fixed proximity cutoff [76, 103]. Our approach employs an explicit

temperature dependence of reaction probabilities drawn from experimental insights.

The approach allows, for the first time, modeling of mechanical property changes in

vitrimers during thermal cycling above and below topology freezing point (Tv) while

demonstrating healing of damage and subsequent recovery of mechanical properties.

In this work, we considered epoxy monomer diglycidyl ether of bisphenol A (DGEBA)

cross-linked with 4-aminophenyl disulfide (AFD) vitrimer (structures shown in Fig.

2.1(a)). This particular system was chosen due to its ability to achieve dynamic

cross-links in the absence of catalysts[104]. This isomer of AFD also demonstrates

mechanochromatic behavior within the visible spectrum (due to the position of amine

group at ortho position[105]) which is useful for damage detection. Further, this is
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one of the few vitrimeric systems that has been integrated into a fiber composite

[106]. Through reconfigurable sulfur–sulfur (S–S) linkage (Fig. 2.1(c)), the network

can change its topology, preserving the number of bonds but at the same time relaxing

its stresses. When the temperature decreases (cooling), the exchange reactions slow

down and the network topology appears to be fixed on experimental time scales.

Hence, it behaves like an elastic thermoset (elastomer). Thermoset composites are

prone to damage during operation and which diminishes their performance (shown in

Fig. 2.1(b)). Upon heating vitrimers above the topology freezing point, the dynamic

bond exchange reactions accelerate (Fig. 2.1(c)) and the viscosity decreases due to

preference towards linear chains, causing the vitrimer to become malleable. Such

behavior can be used to heal damage and to recover elastic properties upon cooling

back to temperatures below the topology freezing point [105]. In this paper, we have

employed a temperature dependent probability model for the dynamic di-sulfide bond

exchange reaction to simulate this effect.

2.2 Methods

We started with a simulated cell containing a monomer mixture with DGEBA:AFD.

The typical synthetic epoxy to hardener stoichiometric ratio of 2:1 was employed [107].

We repeat this unit by 8 × 8 × 8 to get a simulation box with 2,048 DGEBA and

1,024 AFD units, with a total of 68,608 atoms. Consistent valence force field (cvff) is

assigned to all the atoms with pair, bond, angle, dihedral and improper coefficients

modeled[57]. The non-bonded interactions are modeled using Lennard-Jones (LJ) and

Coulombic pairwise interaction with a cutoff. The mixture is compressed to a liquid

density of 1.0 gcm−3 at 300 K and 1 atm NPT. Then the mixture is cured via curing

reaction modeling in LAMMPS[103]. This is not a force-field-based reaction modeling,

but a bonding procedure for two atoms which mimics a chemical reaction [76] and the

sites are identified by the pre– and post– reaction templates as well as on the mapping
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between the two templates[76] (a schematic shown in Figure A.1 of Appendix A). The

primary and secondary amine reactions are modeled with their respective reaction

templates as well as their reaction maps (refer Figure A.1 of Appendix A). The cut-

off distance between C and N atoms is set to be 3.5 Å and 5.0 Å for the primary

and secondary amine reactions, respectively. In addition to bonding cutoff distance,

a reaction probability of one was assigned for the curing reaction. The system is able

to achieve up to 95% cross-linking density (Figure A.3 and A.4of Appendix A). The

cured model is then annealed by heating and cooling cycles at 1 K (below Tg) and

600 K (well above Tg) under NPT conditions at 1 bar until the density converges

to a ρ = 1.18 gcm−3 for neat vitrimer at 1 K (refer Figure A.5 of Appendix A).

The equilibrated structure is used to further study thermo-mechanical properties and

self–healing behavior under dynamic S–S bond exchange processes.
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Figure 2.2: Reaction template for S-S bond exchange reaction of the vitrimer with
pre (on left) and post (on right) reaction templates (each contains 44 atoms). One
green and one yellow colored sulfur are the initiator or bonding atoms, and the C
atoms shown here denote the edge atom in the templates

The dynamic S–S bond exchange process is modeled in terms of two-step reactions.

A pre– and post–reaction templates are constructed for both reactions along with a

reaction map (refer Figure 2.2). When two pairs of di-sulfide sites come together,

they can exchange the chains attached to them as shown in Fig. 2.1(c). The bond
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exchange reaction can happen when the distance between any sulfur atoms from

different chains comes within a cutoff distance of 4.12 Å (double of the S–S bond

length[108], 2.06 Å) and when such sites are identified, the probability of the reaction

is modeled as a function of temperature. For vitrimers, the temperature at which the

acceleration of the reaction rate occurs is referred to as topology freezing temperature

(Tv) and this value can be different or close to the glass transition temperature (Tg)

of the vitrimer[80, 109]. In this paper, we assumed both the transitions occur at the

same temperature (Tv = Tg = 403K). However, in the case of different transition

temperatures, the vitrimer behavior can be modeled by considering Tv as the refer-

ence for dynamic bond exchange reaction probability. It is observed in experiments

that the dynamic bond exchange reactions are very slow at room temperature but

can accelerate near or above the topology transition (Tv) temperature of this vitrimer

system [104, 105]. The modulus is seen to soften and the mobility of the chains accel-

erates around the transition temperature in a sigmoidal manner[110]. Based on this

insight, we model the topology transition by accelerating the dynamic bond exchange

reactions in a sigmoidal manner around the vitrimer transition temperature. Note

that the actual experimental time scales of the exchange reactions are slower[111],

and accelerated rates serve to realistically capture the thermomechanical behavior

within the time scale of molecular dynamics simulations[100, 101]. To model the

onset of the dynamic exchange reaction phenomenon in the current model, we assign

the probability of the S–S bond exchange reaction as a function of the temperature

as shown in Fig. 2.3.

The probability of the dynamic bond reaction as a function of temperature is given

by Equation 2.1.

p(T ) =
1[

exp
(
−a (T − Tv)− ln

(
pTv

1−pTv

))
+ 1

] (2.1)
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Figure 2.3: The reactions probability and the resulting number of S–S bond exchange
reactions (NRxn) vs. temperature

where, a =
2pTv

w(1−pTv )
is determined by w which is the measure of the width of the

transition from glassy to rubbery phase measured, for example, using the modulus

vs temperature response (we consider, w = 20 K), and pTv = 0.9 is the probability of

the dynamic bond exchange reaction at Tv (Tv line in Fig. 2.3), we assume that at Tv,

most of the transition starts occurring but it is not complete hence pTv = 0.9. And,

we assume that at the beginning of the transition window, Tv −w, the probability is

p(Tv − w) = 1.0− pTv = 0.1. This is considered in order to obtain a smooth increase

in the reaction rate near Tv.

2.3 Results and Discussion

We first analyze the molecular dynamics model without dynamic S–S bond (indicated

in plots as ‘static’ model) and with dynamic S–S bond exchange modeled. The

annealed structure is equilibrated for 150 ps [112] at each temperature starting from

200 K to 550 K at an increment of 5 K. The change in volume is computed and

normalized with respect to the initial volume at 200 K (V0). The algorithm keeps

a cumulative count of bond exchange reactions that occurred in the system[76]. In

this system, the number of bonds remain conserved, and hence, bond breaking is

accompanied with new S–S bond formation (as sketched in Fig.2.1(c)). The number
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of S–S bond–exchange reactions occurring at each temperature is depicted as a red line

in Fig. 2.3 alongside the chosen reaction probability (in blue). This plot indicates that

the number of reactions begin to increase as we get close to Tv and stabilizes around Tv.

At temperatures well beyond Tv (when the probability of reaction is 1.0), the number

of reactions increase further with increase in temperature. This is attributed to an

increase in the frequency of collision events of bonding atoms at higher temperatures.

These features are achieved by developing a reaction probability centered around the

topology freezing transition point based upon experimental insights[104, 105]. If the

vitrimer transition temperature were lower than the glass transition temperature,

then the reaction rates will be lower owing to higher stiffness of the polymer which

will significantly decrease the collision frequency. As an example, we find that the

number of exchange reactions over 150 ps was 53% lower for Tv set at 200 K vs 403

K for this polymer. By changing the Tv value, we expect the model to capture the

topology transition behavior for other such vitrimers as well.

Fig. 2.4 shows the V-T characteristic of the neat vitrimer for static and dynamic S–S

bond modeled in the simulation. The plot clearly shows that there is no change in the

volume expansion for dynamic and static S–S bond until the reactions start picking up

near Tv −w = 403K−20K = 383 K when the probability of the reaction is 1− pTv =

0.1. We also observe that the dynamic S–S bond model has a higher coefficient

of thermal expansion as compared to the static S–S model in the rubbery region

beyond Tv. This is expected due to the added mechanical flexibility owing to dynamic

rearrangements of chains[13]. The static coefficient of thermal expansion below Tv of

41.1±2.7µK−1(= ∆V
3Vo

) falls at the lower end of the range reported (45.0−65µ K−1) for

cured epoxy resins [113]. The model is next employed in a first attempt in literature,

to the best of the authors’ knowledge, to understand the effect of dynamic bond

exchange reaction on mechanical behavior at different temperatures.

In Fig. 2.5, stress–strain relationship as a result of stretching the simulation box
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Figure 2.4: Volumetric expansion vs. T for model with and without modeling S–S
bond reactions. R and G represent rubbery and glassy phases of the glass transition,
respectively.
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Figure 2.5: Influence of dynamic S–S bond modeling under uni-axial tension

along an axis at a strain rate of 2 × 108s−1 at different temperatures is shown. At

higher temperatures, both models show softening behavior. However, the difference

in the stress-strain behavior is pronounced at high temperatures (Tv + 100K) where

dynamic bond exchange dominates and vitrimeric material remains softer. The dy-

namic bond exchange model is taken to 503 K for 250 ps and relaxed back to 300 K to

compare the room temperature behavior after thermal cycling. In this case, the post

dynamic bond and the static S–S bond cases follow each other well, which shows that

despite the model having undergone dynamic bond exchange reactions upon heating,
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the elastic response is retained at room temperature (300K). This is inline with the

understanding of the response of the recycled vitrimers[80, 81]. Note that due to

inherently high strain rates employed in molecular dynamics, the Young’s modulus of

DGEBA:AFD vitrimer remains overpredicted (4.5 ± 0.21 GPa) compared to experi-

ment (2.6 GPa) under quasi-static loading[106] conditions at 300 K. MD simulations

have predicted in the range of 3.4 GPa to 5.8 GPa for epoxies[114, 115, 116, 117] in lit-

erature. Note that while a vitrimer behaves like a viscous fluid beyond the topology

transition temperature (Tv)[20, 19, 21], molecular dynamics results show sustained

stresses beyond Tv due to the high loading rates (as is also seen in MD literature

[100, 101]).

We now exploit the dynamic S–S bond exchange reaction capability to demonstrate

healing of vitrimers in MD simulations. The damage corresponds to a carbon nan-

otube (CNT) pullout from the matrix[118, 119, 120]. We first insert a (12,12) single

walled CNT of 91Å length along z−axis, and displace the atoms radially in xy plane.

The rest of the curing protocol, described in the methods section, remains same as

the neat vitrimer model with a final density of ρ = 1.19 gcm−3 at 1 K (refer Fig-

ure A.5 of Appendix A). To generate the damage, the CNT was removed out of the

equilibrated simulation box. Then the simulation box is heated up to a temperature

Tv + 100K= 503 K for 250ps. The hole heals under the influence of dynamic S–S

bond exchange reactions. The healed system is then relaxed back to analyze its elas-

tic response at room temperature. Fig. 2.6 shows the elastic response of the damaged

and healed vitrimers (averaged of three different direction stretches with the bounds

shown by light colors) at 300 K. We observe that the stress–strain response of the

healed vitrimer is consistently higher than that of the initial damaged sample along

all three loading directions demonstrating healing. In order to plot the elastic prop-

erties over a range of temperatures, we computed the stiffness by linear regression in

ϵ = 4% range and the elastic modulus was averaged in all three directions. Fig. 2.7

25



demonstrates that the healed structure is able to recover the pristine vitrimer elastic

modulus over the range of the temperatures below topology freezing point. Snapshots

of damage healing showing the hole left by CNT pullout being filled via a dynamic

bond exchange mechanism post Tv are shown as inset (refer animation in SI).

Figure 2.6: Stress-strain response under uniaxial tension in different directions at 300
K for damaged and healed samples.

Figure 2.7: Stiffness enhancement post damage healing via S–S dynamic bond ex-
change reactions.
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2.4 Conclusions

In conclusion, a vitrimer’s ability to dynamically reform covalent bonds during ther-

mal cycling allows one to achieve superior behavior over traditional thermosets such

as damage healing. To model this behavior, we have developed a novel temperature

dependent reaction probability which is integrated with molecular dynamics modeling

of vitrimers. The reaction probability is empirically based on the observed reaction

kinetics of dynamic bond exchange near or above topology freezing transition tem-

perature (Tv). It is shown that the model captures the onset as well as the increase

in number of reactions above this transition point owing to higher mobility of chains,

without the need to alter reaction distance cutoffs. The vitrimer is seen to achieve

softer behavior around and beyond topology freezing transition temperatures while

maintaining the glassy behavior at pre-transition temperatures upon thermal cycling.

In the simulation of the healing of a cylindrical pore created due to CNT pullout,

the model is able to show both the healing of the vitrimer and complete recovery

of elastic modulus upon cooling. Such modeling capability can be further used to

achieve insights into the interplay of mechanics and chemistry in a variety of other

dynamic bond exchange materials.
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CHAPTER III

Understanding Creep Mechanisms in Vitrimers

Vitrimers offer a promising sustainable alternative to conventional epoxies due to their

recyclability. Vitrimers are covalent adaptive networks where some bonds can break

and reform above the vitrimer transition temperature. While this can lead to desir-

able behavior such as malleability, this also leads to undesirable rheological behavior

such as low-temperature creep. In this work, we investigate the molecular mecha-

nisms of the creep of vitrimers using molecular dynamics simulations. The interplay

between dynamic bonding with mechanical loading is modeled using a topology-based

reaction scheme. The creep behavior is compared against cross-linked epoxies with

dynamic reactions to understand the unique aspects related to dynamic bonding. It

is found that the free volume that arises from tensile loads is reduced in vitrimers

through dynamic bond rearrangement. An important feature that explains the differ-

ence in secondary creep behavior between conventional epoxies and vitrimers is the

orientation of the dynamic bonds during loading. In vitrimers, the dynamic bonds

preferentially align orthogonal to the loading axis, decreasing the axial stiffness dur-

ing secondary creep, resulting in larger creep strain compared to epoxies. Over longer

timescales, such increased strain leads to void growth, resulting in tertiary creep.

Thus, chemistry changes or additives that can prevent the initial realignment of dy-

namic bonds, and therefore subsequent void growth, can be an effective strategy to
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mitigate creep in vitrimers.

3.1 Background

Epoxy is a thermoset polymer that is widely used in automobile, aerospace, robotics,

and wind energy industries[121, 122]. Due to their thermal and chemical stability,

they have played an important role in the emergence of advanced high-performance

composites. However, the thermoset nature of epoxies has limited their life cycle due

to the lack of damage mitigation or recycling capabilities[123, 124]. Another class of

polymers, thermoplastics, are easy to recycle but are limited by their thermomechani-

cal performance in critical structural applications[125, 126]. Vitrimers are a new class

of polymers that offer the best of both thermosets and thermoplastics via dynamic

cross-link reactions in the polymer network. They behave like a cross–linked ther-

moset at room temperatures and demonstrate malleable properties of a thermoplastic

when heated beyond a temperature where dynamic bonds become active[11, 12, 127].

This ability of vitrimers makes them a promising candidate towards damage mitiga-

tion during operation and recyclability afterwards[128, 129].

A major challenge associated with the usage of vitrimers is associated with low-

temperature creep[130, 131, 132]. Creep is the deformation of the material with time

under the application of constant stress. Creep strain in polymers is simplified to

Findley’s power law, ϵ = ϵ0 + ϵ+tn, where t is time and ϵ0, ϵ
+ and n are constants for

a given stress level[133]. Polymers, whose glass transition (glassy to rubbery transi-

tion) temperatures are relatively closer to room temperature, are prone to experienc-

ing creep at room temperature. Often, creep can lead to an undesirable amount of

deformations that compromise the integrity and function of a structure[134, 135, 136].

Therefore, it is important to understand the creep behavior and underlying mecha-

nisms for improved molecular design of vitrimers.

Creep in polymers and fiber composites is a well-studied phenomenon both experimentally[134,
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135, 136, 137] and computationally[138, 139, 140, 141]. Creep under uniaxial tension

is found to follow three stages. In primary creep, the strain increases at a rapid

rate during initial loading but continues to slow down over time. The second stage,

termed secondary creep, is characterized as a region of uniform strain rate. Tertiary

creep is the final stage of creep where the material strain accelerates and leads to

a rupture. Molecular scale experiments by Lee et al. on crosslinked poly(methyl

methacrylate) reinforce the notion that stress-induced chain mobility allows polymer

glasses to flow during creep[142]. In addition, Bradley et al. found that the creep

in vinylester resins reduces with the duration of resin curing due to higher cross-

linking[137]. While adding reinforcing fibers was found to reduce creep, the exponent

n was found to be largely unchanged.

Unlike conventional epoxies, understanding of the creep in vitrimers is rather limited.

It is difficult to probe and investigate the underlying dynamic bonding mechanisms in

vitrimers experimentally and this is where molecular simulations provide an exciting

alternative to further such understandings[101, 143]. A recent experimental study by

Hubbard et al. sheds light on the possible molecular mechanisms in the stages of

vitrimer creep, where it is postulated that secondary creep in vitrimers is associated

with network rearrangement due to dynamic reactions[144]. It was also noted that

at low temperatures and catalyst concentrations, vitrimers simply behave as a tra-

ditional epoxy material. Dynamic cross-linking reactions tend to accelerate beyond

the topology freezing temperature (TV ), however, a small extent of these reactions at

lower temperatures can influence creep behavior[132, 145].

In this work, we employ all–atom molecular dynamics (MD) simulations to study the

creep behavior in vitrimers, which is carried out for the first time to the best of the au-

thors’ knowledge. The MD framework has been widely utilized to predict the proper-

ties of metals[146, 147] and polymers including mechanical[91], thermal expansion[86],

thermal conductivity[88, 87], heat capacity[87], and glass transition[91, 148] proper-
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ties. In particular, MD simulations have also been utilized to model the creep behavior

of metals[146, 149, 150, 151] as well as polymers[138, 140, 152, 153]. Several of these

molecular models, specifically polymers, simplify atomic interactions using coarse-

grained/bead-spring models to model chain dynamics. While such models capture

conformational changes, they poorly describe chain-to-chain interactions that deter-

mine the free volume evolution. A recent all-atom MD study of creep shows that

secondary creep is mechanistically related to void nucleation, while tertiary creep

is related to void growth and coalescence[154]. Furthermore, MD simulations by Li

et al. describe creep in epoxies in the context of the free-volume change theory of

Fox and Flory. With increasing stress and temperature, the creep correlated with

increases in the free volume in the simulation cell[155]. It is to be noted that the time

scale of creep at the macro scale is in the range of hours or even days. However, for

the purpose of understanding the underlying deformation mechanism of creep, MD

simulations of creep need to be performed using elevated stress and/or temperature,

and at high strain rates.

The primary challenge for the MD approach is the modeling of the temperature-

dependent reversible cross–link reactions. Exchange reactions have been modeled in

the past via methods such as embedding Monte Carlo (MC) moves into molecular

dynamics, fully MD (using specialized reactive potentials), or fully MC simulations

to simulate bond swaps[95, 96, 97, 98, 99]. These simulations have typically employed

coarse-grained (bead–spring) models that provide high computational efficiency while

approximating the mechanical response. For more quantitative modeling, all–atom

MD methods are attractive[101, 100]. Previously, bond exchange reactions in all–

atom MD have been implemented using distance–based reaction schemes based on

pre and post–reaction templates[148, 76]. The approach accelerates the slow reaction

dynamics and allows the modeling of mechanical property changes in vitrimers during

thermal cycling.
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Typically, creep in epoxies is simulated by applying stress and letting the system

evolve over time under NPT dynamics[155]. However, in a vitrimer system with dy-

namic bond exchange reactions, NPT dynamics can become unstable due to energy

fluctuations caused by local topology modification whenever dynamic cross-linking

reactions occur. In this work, we devise a new strategy to simulate the creep behav-

ior of vitrimer with dynamic reactions by alternating loading and equilibration steps.

In parallel to the experimental work by Hubbard et al., the approach is used to dif-

ferentiate creep response in vitrimers and traditional epoxies to identify mechanisms

fundamentally derived from their dynamic bond exchange reactions[11, 12, 144, 156].

3.2 Methods

We employ classical MD simulations to simulate the creep behavior of vitrimer sys-

tem, composed of diglycidyl ether of bisphenol-A (DGEBA) cross-linked with 4-

aminophenyl disulfide (AFD), the chemical structures shown in Figure 1(a). Large-

scale atomic/molecular massively parallel simulator (LAMMPS)[157, 158] is used to

carry out all of the simulations in this study. consistent valence force field (CVFF) is

assigned to all the atoms with energy contributions from the pair, bond, angle, dihe-

dral, and improper interaction terms[57]. Additionally, the energy contributions from

the non-bonded interactions are modeled using Lennard-Jones (LJ) and Coulombic

pairwise interaction with a cutoff of 12 Å. A time step of 1 fs is used for all of the

MD simulations in this work.

3.2.1 Polymer system preparation

The polymer system for MD simulations is prepared using polymerization reactions

(primary and secondary amine reactions) for curing the monomer mixture. In this

approach, the fix bond/react feature in LAMMPS is utilized that enables the modeling

of reactions by changing the local topology[76, 77]. First, a mixture of monomers with

32



DGEBA

AFD

(a)

Start

Yes

End

(b)

NPT (𝟓 ps) NVE (𝟒 ps)

𝜎𝜎

No Last 

step?

Figure 3.1: (a) Monomer structures, and (b) Methodology for simulating creep with
dynamic S−S reactions

two DGEBA units and one AFD unit is constructed. The typical synthetic epoxy to

hardener stoichiometric ratio of 2:1 is employed[124, 159]. The repeating unit that

contains the monomer mixture is shown in Figure 3.2. It is to be noted that we

have created DGEBA structure with epoxied ring open to having a simpler one-step

reaction for curing. The epoxy bond in the DGEBA unit is considered to be open as it

will reduce the steps in the curing amine reactions. We repeat this unit by 8×8×8 to

get a simulation box with 1,024 DGEBA and 512 AFD monomer units, with a total

of 68,608 atoms. Periodic boundary conditions are applied in all three directions.

Then, the constructed monomer mixture is equilibrated using the NVT ensemble

(constant number of particles, volume, and temperature). Subsequently, the mixture

is equilibrated to a density of 1.0 gcm−3 using an NPT ensemble (constant pressure

and temperature). Nose-Hoover thermostat and barostat are used to maintain the

temperature and pressure in the simulation box, respectively.

The pre– and post–reaction templates are prepared for both primary and secondary

amine reactions and can be found in our previous work[148] and in Chapter II. The

cutoffs between N and C atoms are set to 3.5 Å and 5.0 Å for initiating the primary

and secondary amine reactions, respectively. The mixture is then allowed to have

primary and secondary amine reactions under the NVT ensemble. After the system

is cured to 95%, it results in a system with internal stresses in the box. Therefore,
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Figure 3.2: Monomer structures (left) and a periodic repeat unit box that contains
DGEBA:AFD in 2:1 ratio (right)

to relieve these stresses, the system is annealed by undertaking the box to cooling

and heating cycles of 1 K and 600 K, respectively with a simulation time of 50

ps at each of these temperatures under NPT (pressure of 1 bar), as also reported

previously[148]. This process releases the stresses built in the box and brings the

system to an equilibrated density of ρ = 1.184 gcm−3 at 1 K, and the converged

density at 300 K of ρ = 1.159 gcm−3 which is in agreement with values for a typical

epoxy system from literature[160]. The resulting MD simulation box is shown in

Figure3.4(a), where the inset shows a section of the chain segment highlighting the

presence of singly and doubly reacted Nitrogen atoms as a result of curing. The inset

also shows a potential site for a disulfide bond exchange reaction where two S−S bond

chain segments come in close vicinity to result in an exchange of chains as illustrated

in Figure3.4(b). These are the characteristic reactions of this vitrimer system which

accelerate above its topology transition temperature and result in the rearrangement

of the network. The disulfide reactions are modeled using the topology-based update,

and the pre- and post-reaction templates for these vitrimer reactions are shown in
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Figure S.2 of the supplementary information. The reaction occurs when any two sulfur

atoms from two disulfide pairs come within a cutoff of 4.12 Å. Then the reaction can

proceed with an assigned probability, where, the probability of 0.0 implies no S–S

reactions while 1.0 means all such eligible disulfide pairs can have a bond exchange

reaction.

3.2.2 Simulating creep

Computational experiments of creep are simulated under constant stress applied in

the loading axis while other transverse directions are kept stress-free[161, 162, 151].

In this work, this is achieved using Nose-Hoover anisotropic barostat and thermostat

under NPT conditions on the box. An anisotropic barostat allows individual stress

components to be prescribed on the box. For simulating uniaxial creep, the prescribed

state of true stress is: σyy = σo, σxx = σzz = 0 where the constant true stress

σo is maintained in y−axis. All three shear stress components are left unspecified

which implies the shear strains on the box are kept to zero, therefore, the box stays

orthogonal during the creep simulations.

For an epoxy system, creep could be simulated by applying a constant value of stress

and letting the system evolve over time under NPT dynamics. However, in a vit-

rimer system with dynamic bond exchange reactions, NPT dynamics can become

unstable under applied pressure due to local fluctuations in temperature and pres-

sure tensor caused by local molecular topology changes during reaction events[76, 77].

Furthermore, under stress-controlled loading (such as in creep), the box can change

the dimensions suddenly and the dynamic cross-linking reactions can result in the

loss of bonds or atom images across box boundaries which can lead to simulations

failure. In the case of strain-controlled loading, given it is small, the dynamic bond

reactions can take place while deforming the box slowly as reported in our previous

work[148]. In the present study, to simulate the creep behavior of vitrimers, which is
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a stress-controlled loading, we have devised a new strategy as shown in Figure 3.1(b).

Here, we break the application of stress into two parts, first, an NPT is run for 5 ps

followed by an NVE for 4 ps under which the dynamic S−S reactions happen. The

S–S reactions are allowed to happen only once in this reaction step, and which is

controlled by specifying the reaction frequency in fix bond/react card in LAMMPS.

The NVE step allows the system to have reactions when there is no deformation

happening (constant volume) and adequate time to relax the system after the reac-

tions occur. The NPT step is then invoked where the system deforms under creep,

and these steps are repeated. For comparison with the case of epoxy, the effect of

the additional NVE step on creep response is discussed in Figure 3.3. The dynamic

0 1 2 3
1

1.5

2

2.5

3

Figure 3.3: Comparison of running NPT only and NPT+NVE for the case of vitrimer
without reaction

bond exchange reaction (DBER) of this vitrimer system involves the rearrangement

of the chains due to the disulfide bond which is simulated by topology change-based

reactions[76, 77]. The pre- and post-reaction templates for this DBER are shown in

Figure 2.2. The reaction is initiated based on the cutoff distance between the initiator

atoms (either one of the green or yellow sulfur atoms).
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To simulate, it is required to prescribe a stress-controlled loading, and as result,

there can be sudden large dimension changes in the simulation box. The presence

of dynamic bond exchange reaction (local topology change) along with the sudden

large change in the box dimensions lead to missing image flags of bonds and atoms

across the periodic boundary. Therefore, we use a step-wise alternating loading with

NPT (constant number of particles, pressure tensor, and temperature) and reactions

under NVE (constant number of particles, volume, and energy) conditions. Figure

3.3 shows the effect of the addition of the NVE step along with NPT for an ‘epoxy’

(vitrimer system with no reactions). This shows that the addition of an NVE step

does not introduce any alteration to the chain mobility.

To accelerate the creep phenomenon in MD simulations, we apply a high value of

uniaxial stress at high temperatures. The value of the applied stress dictates the

resulting creep response of vitrimers, the role of which is also discussed in the later

sections. The resulting response is characterized by the stretch ratio (λ) in the loading

direction, which is defined as:

λ =
l

lo
(3.1)

where, l is the current length and lo is the initial or undeformed length of the simula-

tion box along the loading direction. In this work, the following studies are conducted:

(a) the comparison of the creep response of a vitrimer and an epoxy; (b) the influ-

ence of applied stress or loading on vitrimer creep; and (c) the effect of S–S reaction

probability on the creep response of vitrimers.

3.2.3 Free volume of voids

The free volume or the void volume is the region of space where atoms are not

present and it is computed using an alpha-shape method[163] implemented in OVITO

software[164]. All the simulations are visualized using OVITO by performing surface

mesh construction analysis. The probing sphere has a finite radius and for the analysis
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in the present study, we have considered it to be 3.5 Å and the details of which can

be found from OVITO documentation[164]. This approach helps us identify the

actual material volume as well as the void volume for any time instance during the

simulation of creep. The volume fraction of the void is computed using a Python

script for OVITO. The percent volume fraction of the void (V void
f ) is defined as:

V void
f =

Vvoid

Vcell

× 100 (3.2)

where, Vvoid and Vcell are the volume of the empty region and the total volume of the

MD simulation cell at a given time instance, respectively.

3.2.4 Bond orientation

The vitrimer undergoes large deformation under creep in these simulations, therefore,

it is important to probe the molecular mechanisms contributing to different aspects of

the creep deformation and system evolution. MD simulations offer the capabilities to

look into various quantities during the system evolution. One such quantity of interest

is the orientation of the disulfide bonds when they undergo dynamic cross-linking

reactions during deformation. Bond orientations of the S−S bonds are computed for

the entire simulation box and used to analyze the results of the vitrimer with both,

dynamic reactions and with reactions turned off as a baseline. The bond vector is

computed using the coordinates of the two sulfur atoms:

vS-S = x1 − x2 (3.3)

Since the simulation box is periodic in all dimensions, the coordinates of the two sulfur

atoms are corrected based on the image flag of the atom. The bond vector projection
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of an S−S bond pair on the loading axis (y − axis in this case) is computed as:

vS-Sy =
∣∣∣vS-S · y

∣∣∣ (3.4)

The average value of the bond vector projection on the loading axis is evaluated as:

vS-Sy =
1

N

N∑
i=1

∣∣∣vS-S
i · y

∣∣∣ (3.5)

where, < · > denotes the dot product of two vectors, y = [0 1 0]T is the loading

axis vector and N is the total number of S−S bonds in the simulation box. This

computation is implemented in OVITO using the python scripting interface. First, all

the S−S (disulfide) bonds are selected and then their connecting atoms are identified.

The coordinates of the connecting sulfur atoms are used to evaluate the S−S bond

orientation vector.

3.3 Results and Discussion

Creep is an inherently slow phenomenon, beyond the time–scales of MD simulations

when simulated at ambient conditions. Simulations of creep using atomistic simu-

lations make an inherent assumption that the mechanisms that drive creep under

ambient conditions also exist at extreme conditions at which accelerated creep oc-

curs. Accelerated creep occurs at extreme conditions such as at high tensile loads

close to or exceeding the yield stress and at higher temperatures where vitrimer reac-

tions occur rapidly. In order to test all regimes of vitrimer creep, we employ extreme

conditions in our simulations such that creep can occur rapidly and the mechanisms

can be systematically analyzed. Another important assumption is that bond rupture

of crosslinked epoxy bonds is not simulated. While such bond rupture occurs at high

strains during extreme loading, it is necessary to suppress such mechanism of failure
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to study the actual mechanisms that might occur in ambient conditions where creep

processes are much slower. In later subsections, we systematically reduce the extrem-

ity of loading to study the trends in the creep behavior as we move toward ambient

conditions.
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Figure 3.4: (a) Cured and annealed periodic polymer system shown with H atoms
hidden, (b) schematic of a disulfide bond exchange reaction in the vitrimer system,
and (c) comparison of stretch ratio (λ) response vs. time for vitrimer and epoxy under
constant uniaxial stress of 500 MPa at 600 K, the points from a(a′) to f(f ′) refer to
key chosen snapshots during creep deformation as discussed in the text. Three creep
regimes of a vitrimer are marked with different colors.

3.3.1 Creep in vitrimer vs. epoxy

Figure 3.4(c) shows the time-dependent deformation response of the vitrimer with and

without the dynamic bond exchange reactions under uniaxial stress of 500 MPa at

600 K. This is an extreme case where the temperatures are well above the topological

transition temperature, hence, we specify the probability of the S−S bond reactions

to be p = 1.0. When the dynamic reactions are switched off, the material behaves

like a conventional epoxy. Henceforth, the case with no reactions is thus referred to

as the ‘epoxy’ and the case with reactions is referred to as the ‘vitrimer’. With the

40



application of tensile stress, both vitrimer and epoxy show an immediate increase

in the strain, referred to as the primary creep response. The vitrimer is slightly

more compliant than epoxy in this regime. The interesting difference arises after the

primary creep wherein the epoxy does not show a significant increase in the creep

strain. However, the vitrimer shows a marked increase in the strain after the primary

regime. We refer to this regime as the secondary creep, which occurs in vitrimers

due to dynamic reactions. A third regime called ‘tertiary creep’ indicated as ‘f ’ in

Figure 3.4(c) is also observed at which void growth is observed to occur (shown and

discussed in detail later in the manuscript). These three regimes of creep are shown

using different colors which a gradual transition between them.

𝝈
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S S

S S
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S S

S S

𝝈

S S

S S

𝝈
Void growth

⇌⇌

Void

Void healing

Figure 3.5: Possibilities of reaction pathways of the idealized chains opening due to
S−S reactions under creep in vitrimers: 1○-parallel, 2○-crossed, and 3○-perpendicular
to the loading axis

For now, we focus on the mechanistic aspects of the secondary creep effect due to

dynamic reactions in a vitrimer. Here, the types of chain arrangements are idealized

into three configurations based on the orientation of the S−S bonds pairs in the

vicinity (≤ 4.12 Å) of each other, where the exchange between these configurations

could lead to different outcomes on the bulk behavior of the vitrimer. To simplify

the chain arrangements, we assume that the S−S bonds in the two chains are aligned

in parallel, perpendicular, or in a crossed formation with respect to the loading axis.
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Figure 3.5 shows the possible chain rearrangements due to S−S reactions between

these three configurations. The dynamic exchange between configurations 1○ and 2○

leads to neither void healing nor growth since the axial loading can be accommodated

by the chains in both of these configurations.

On the other hand, in case of a bond exchange from configuration 1○ to 3○ or 2○

to 3○, the chains can no longer bear the axial loads and this exchange will lead to a

growth in the voids in 3○. In the bulk, such reactions will lead to a reduction in the

load-bearing ability and a stretch along the loading axis. The reverse of this exchange

will heal the gap between the two S−S chains. This configuration switch (from 3○

to 1○ or 2○), however, can become increasingly less likely as void growth progresses

under the application of stress. Based on the alignment of two S−S bonds with

respect to the loading axis, configuration 3○ will result in the incremental stretching

of the box, which is the responsible factor towards high secondary creep in vitrimers.

To evaluate the possibilities of these transformations quantitatively, we look into

the values of the S−S bond orientation with respect to the loading axis and their

evolution over time during creep. Note that the bonds are aligned normal to the

loading axis in the void growth configurations 3○ while in all other configurations,

there is a significant component of the bond vector oriented along the loading. The

average value of the bond vector projected onto the loading axis is used to quantify

the differences in these configurations. A high value indicates that most of the chains

are aligned to the loading axis and a relatively lower value indicates the prevalence

of type 3○ configuration which leads to a decrease in stiffness along the loading axis

and hence, an increase in creep strain. Figure 3.6(a) shows the time variation of the

mean value of the S−S bond projection on the loading axis (vS-Sy , from Eqn. 3.5). In

the case of epoxy where these reactions do not occur and any realignment is due only

to the chain mobility. This differentiates the projected bond length magnitude from

that due to chain mobility versus those occurring due to dynamic reactions.
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Figure 3.6: Comparison of creep in vitrimer and epoxy: (a) mean value of bond
vector projection on loading axis (b) evolution of free volume fraction and number of
S−S reactions in vitrimer, and (c) snapshots of the simulations box with free volume
(green region) at different time instances of creep

In Figure 3.6(a), the mean bond orientations for vitrimers with and without dynamic

bond reactions increase together in the initial phases of the primary creep regime

(upto time b(b’)). The vitrimer follows the epoxy initially because the total number

of dynamic reactions occurring during the initial window is limited due to the small

time window and rapid stretch due to high applied stress. The time period from

b(b’) to c(c’) shows a clear difference between epoxies and vitrimers, at which point

the effect of dynamic bonds show up. In epoxies, this region has a relatively stable

state of the mean bond orientation with time concomitant with a decrease in free

volume occurring due to chain mobility and accommodation. However, in the case of

vitrimers, the mean bond projection decreases as the dynamic bond reactions result

in the S−S bonds aligning towards a plane transverse to the loading axis. Figure

3.6(b) shows the void fraction (in percentage) as a function of time for both epoxy

and the vitrimer cases. Initially, both epoxy and vitrimer show a rapid rise in void
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fraction (a(a’) to b(b’)) which is attributed to the observation that the simulation

box is not able to instantaneously relax lateral dimensions (perpendicular to loading

direction) in response to high applied stress. In the region b(b’)) to c(c’), the vitrimer

case shows a steeper drop in the void fraction and lower void fraction indicating void

healing due to dynamic bonding.

In vitrimers, the realignment of bonds reaches its peak at time c (Figure 3.6(b)).

The time period between c and e is categorized as the secondary creep stage in the

vitrimer. In epoxy, the void distribution achieves a stable state around time c’ and

slow changes in free volume beyond c’ (Figure 3.6(c) - bottom) are driven by limited

chain mobility. In vitrimers, this regime is related to the formation of smaller voids

throughout the volume as shown in Figure 3.6(c) at times d’ and e’.

The mean orientation increases in this regime as compared to time c indicating that

the chains are preferring to align along the loading axis, while the void fraction re-

mains somewhat constant (similar to the epoxy). In spite of this, large increases

in strain are seen in the secondary creep stage in vitrimers. This can be explained

using two processes that are acting in concert. First, there is elongation due to chain

rearrangement (similar to epoxy), and second, there is a sudden burst in dynamic

bond reactions driving the realignment of S−S bonds orthogonal to the loading direc-

tion (as seen in the rise and drop in projected bond length between c to d in Figure

3.6(a)), which is decreasing the stiffness along the loading axis. This, in turn, fur-

ther increases the creep strain. In Figure 3.6(b), the points for vitrimers are colored

according to the computed number of reactions occurring at each time step. The

reactions are seen to accelerate in the secondary creep regime from c to d, which led

to a significant increase in the creep strain as seen in Figure 3.4(c).

The stability of void fraction from c to e in vitrimers follows from the fact that the

voids created during loading are balanced by the healing of voids via dynamic bonding

and subsequent chain rearrangement in new configurations. The effect of dynamic
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Figure 3.7: Probability distribution function of S−S bond vector projection on loading
axis (vS−S

y ) at each time step for (a) epoxy and (b) vitrimer. The vertical lines mark
the key time stamps pertaining to the creep response discussed in the text

bonding can be more clearly seen from a probability distribution function of the bond

projection at each time step. While the plot in Figure 3.6(a) only contained the mean

at each time step, Figures 3.7(a) and (b) show time-varying probability density of the

bond projection (vS−S
y ) for epoxy and vitrimer, respectively, showing the complete

distribution at each time step. We can see that for epoxy, more number of bonds are

clustered towards a bond value of 2.0 Å and hence showing a higher mean value with

a smaller standard deviation over the c′-e′ regime. On the other hand, for vitrimer

(Figure 3.7(b)), the probability is less than epoxy near (vS−S
y = 2.0 Å) which is

the equilibrium bond length of the S−S bonds. It also shows a larger spread in the

probability throughout the duration of creep. Therefore, the bond exchange reactions

lead to more transversely oriented S−S bond chains and can result in a configuration

2○ and 3○. The former will contribute towards healing of the voids whenever they

appear and the latter will result in a global strain increment as well as void growth.

In vitrimers, the region between e and f is characterized by an increase in the vol-

ume fraction of voids. Such behavior is typically associated with tertiary creep. The

increase in void-fraction in the vitrimer is related to one large void shown in Figure

3.6(c) that begins to grow and cannot be healed anymore. The number of dynamic

bond exchange reactions also declines in this regime and the dynamic bond alignment
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Figure 3.8: Largest void volume (normalized with the cross-sectional area) at various
time stamps during creep of a vitrimer and epoxy. The plotted points correspond to
time instances from a to f.

becomes stable. However, the large void grows resulting in an increase in the creep

strain. Figure 3.8 plots the volume of the largest void in the unit cell normalized to

the cross-sectional area. The y–axis corresponds to the effective height of the void if

the largest void were to span the entire cross-section. An increase in the largest void

(non-healable) is seen from e to f in the case of the vitrimer which is shown in the

inset and is indicative of tertiary creep in the vitrimer system.

The values of stress and reaction probability dictate the extent and the rate of creep

in materials. In the previous section, the accelerated creep was studied under extreme

conditions. In the following section, we will look into the phenomena under smaller

stresses and dynamic bond reaction rates to understand how the creep rates scale in

typical laboratory conditions.
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3.3.2 Influence of loading

Figure 3.9(a) shows the creep stretch response over time under the application of dif-

ferent values of applied uniaxial tensile stress. It is evident that primary creep strain

increases with the magnitude of applied stress. The void fraction shown in Figure

3.9(b) remains stable for the lower stress cases over time due to healing processes.

This indicates that the increase in creep strain during secondary creep is primarily a

result of dynamic bonding driving the realignment of bonds orthogonal to the loading

direction leading to decreased axial stiffness. The void fraction in the extreme case of

500 MPa is higher initially due to the higher chain mobility, however, healing processes

eventually lower the volume fraction of voids to around 10% beyond which tertiary

creep processes take over that increases the void volume fraction again. Tertiary creep

behavior is not seen at lower stress levels due to lower chain mobility slowing down

the progression of creep as well as a greater probability of healing as evident by the

larger number of dynamics reactions at lower applied stress as shown in Figure 3.9(c).

At higher stresses, the creep strains are higher which increases the total volume of

the system and thereby reduces the total number of dynamic S−S bonds available to

interact per unit volume. This reduction in the number of reactions is seen over time

in all the systems as the creep strain increases and is shown in Figure 3.9(d). The

changes in the number of chemical reactions as a function of time shown in this figure

also depict intermittent increases in dynamic reactions accompanying an increase in

creep strain. This is followed by intermittent drops in the number of reactions that

stabilize the creep strain but at the same time increase the void volume fraction. The

creep strain occurs in step-like manner for higher loads due to increases in the types

of bond-exchange reactions that lead to void growth and stretch (transformations to

configuration 3○) followed by void healing processes (transformations to configuration

2○). While we observe these step-like increments in creep strain due to the nanoscopic
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Figure 3.9: Vitrimer creep under various levels of applied stress (a) stretch ratio (λ)
vs. time and (b) void volume fraction (c) the average number of reactions per loading
step, and (d) number of reactions (Nrxn) at each time step shown in with data points
and a moving average shown with line plot

nature of MD simulations (limited number of atoms), a more continuous response

is expected to be observed at the macroscopic level, where multiple such step-like

increments may be happening at random locations at different times resulting in

continuous macroscopic strain response. For a lower stress value, the stress is not

enough to cause such drastic ‘sudden’ increases in creep strain as the chains are

unable to rapidly overcome inter-chain interactions (due to lower mobility).
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3.3.3 Influence of reaction probability

Interestingly, the evolution of strain in secondary creep in Figure 3.9(a) shows that

the strain rate remains stable with an increase in applied stress from 150 to 300 MPa.

In all these cases, the reaction probability is taken as one, indicating the complete

conversion of dynamic bonds when the S-S atoms interact during the simulation.

The strain rate is constant for these stress levels indicating that the dynamic bond

reaction rates are the controlling factor for differences in the strain rate in secondary

creep. A recent experimental study by Hubbard et al. noted that at low temperatures

and at low catalyst concentrations, vitrimers simply behave as a traditional epoxy

material and the secondary creep rates increase with the amount of catalyst[144]. This

effect of the extent of reactions can be simulated by controlling the probability of the

disulfide reactions in our model. Figure 3.10 shows the influence of the probability

of the dynamic cross-linking reactions for the vitrimer on the creep behavior at an

applied stress of 500 MPa. A small increase in primary creep with an increase in the

reaction probability is observed. The primary creep strain is relatively unaffected by

the reaction probability as the initial strain happens rapidly enough such that the

number of dynamic reactions during this stage is low.

However, the reaction probability (as a proxy for the amount of catalyst and tem-

perature) has a strong effect on the strain rate during secondary creep as observed

in experiments[144]. At a very low value of reaction probability (1%), secondary

creep behavior mirrors that of epoxy (Figure 3.10(a)). However, increasing the reac-

tion probability to 10% causes a significant increase in the creep strain as the finite

number of reactions drives more compliant behavior. Reaction probability also has a

significant effect on the void fraction evolution as shown in Figure 3.10(b). Due to

void healing in the presence of dynamic reactions, the general trend is that the void

fraction is lower with an increase in reaction probability. In the extreme case of a re-

action probability of 1.0, the tertiary creep behavior emerges resulting in an increase
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in the void fraction at later times. Experimental data also show that the tertiary

behavior at later times is specific to cases with high amounts of catalysts[144].
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Figure 3.10: Vitrimer under different S−S reaction probabilities at 600 K (a) stretch
ratio vs. time at 500 MPa, (b) Void evolution at 500 MPa (c) stretch ratio vs. time
for a lower stress level σ = 150 MPa, (d) average number of reactions per deformation
step at 150 MPa

The inset of Figure 3.10(b) shows the rapid increase in void fraction during primary

creep is almost identical for all reaction probabilities initially due to the rapidity of

loading. Beyond the peak in void fraction, all cases show a drop in the void fraction

as the chain mobility leads to a decrease in free volume. However, the general trend of

lower void fraction with increased reaction probability is seen during secondary creep
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once sufficient time is available for the healing of voids via dynamic reactions. Figure

3.10(c) shows the trends in the creep strain versus time behavior under loading at a

relatively lower stress level of 150 MPa. The primary creep regime is more gradual

for a lower stress case for all probability cases indicating a closer representation of

the laboratory setting of creep experiments (even though the temperature is still

elevated). Figure 3.10(d) shows that the increase in the number of reactions per

deformation step is consistent with the increase in reaction probability. In Figure

3.10(c), the trend of the increase in the secondary creep rate with an increase in

reaction probability can be seen. However, the creep strains at 150 MPa in Figure

3.10(c) are significantly lower than those at 500 MPa in Figure 3.10(a), and the

transition from primary creep to secondary creep is smoother due to lower chain

mobility at lower applied stresses.

3.4 Conclusions

Vitrimers represent the next generation of epoxies, bringing forth the benefits of

processability and recyclability. However, the added benefit of dynamic bonds that

allow processability also leads to undesired creep behavior. This paper employed

MD simulations to understand the nature of creep mechanisms in polymers with

dynamic bonding as compared to cases where there is no dynamic bonding. A model

disulfide bond exchange-based vitrimer system was investigated using all-atom large-

scale molecular dynamics simulations. A novel approach was developed to simulate

creep in vitrimers using topology-based bonding and a combination of NVE and NPT

simulations to provide stable simulations in the presence of chemical changes. The

following conclusions can be drawn from this study:

• Vitrimer without reaction (equivalent to epoxy) shows a primary creep response

which is driven by chain rearrangement and a very slow secondary creep response
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due to chain mobility around free-volume.

• Vitrimer with dynamic reactions shows either two or three creep stages depend-

ing upon the probability of chemical reactions (equivalent to catalyst concen-

tration and/or temperature).

• In all cases, the first stage is primary creep showing an initial increase in voids

due to chain rearrangement as soon as the load is applied followed by a rapid

decrease and stabilization of void volume. This behavior is equivalent to epoxy

although the void volume is lower in vitrimers due to some healing.

• The second stage of creep is the secondary creep where two processes are in

concert: elongation due to chain rearrangement (as in primary creep) but also

sudden bursts in chemical reactions driving realignment of bonds orthogonal to

the loading direction, thus decreasing the stiffness along the loading axis and

increasing the creep strain. Very little void growth is seen, as the voids created

during loading are balanced by healing via dynamic bonding.

• Tertiary creep is seen in high reaction probability and high applied stress cases.

In addition to the secondary creep mechanisms of void healing, the growth of

an isolated large void(s) occurs in this regime which cannot be healed anymore.

Since the slow secondary creep stage is the rate-determining step in the eventual

failure of the material, methodologies to mitigate that should be prioritized in vit-

rimers. As observed in the simulations, the difference between the secondary creep

phenomena in epoxies and vitrimers is the ability of dynamic bonding to reorient the

bonds with respect to the loading direction. Thus, chemistry changes or additives

that can prevent the initial realignment of dynamic bonds can be an effective strategy

to mitigate creep in vitrimers. Indeed, a recent work shows that the addition of metal

complexes that decrease chain-to-chain interactions can significantly reduce creep in

vitrimers[165].
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CHAPTER IV

Multi-Scale Modeling of Semi–Crystalline Polymer

Actuators

4.1 Background

Fabricated from polymer fibers twisted and coiled into a helix, twisted and coiled

polymer actuators (TCPAs) are a novel type of artificial muscle that works by ther-

mal stimulation[31]. They can contract axially or twist when heated above the glass

transition temperature of the polymer and return to their original shape when cooled

down[31, 32]. The actuator has demonstrated impressive performance in terms of ten-

sile strain (49%), power density (27.12 kWkg−1), and specific work (2.48 kJkg−1)[166].

These capabilities have attracted attention to the potential applications of TCPAs

in smart materials, soft robotics, and artificial muscles[167, 168]. TCPAs offer many

benefits, such as high contraction ability, high work output, low-cost materials, and

simple fabrication, which make them suitable for applications in biomedical devices,

soft robotics, and energy-harvesting equipment[32, 168, 169, 170]. However, control-

ling TCP actuators in a convenient and effective way still poses some challenges[168].

TCPAs-based mechanisms offer large-stroke and a gradual stroke as opposed to the

shape-memory alloys(SMAa) which show smaller and sudden stroke due to rapid

phase transformation. They actuate upon the stimuli of various forms: electrical,
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thermal, and change in pH, etc.[168, 171]. These actuators are made of polymer mono-

filament fibers that are twisted and coiled in a particular way to create a helically

coiled structure. These actuators can contract or extend during their actuation,

depending on the twist direction w.r.t the coil axis, cooling or heating, etc. Despite

a promising scope of potential applications of TCPAs in various fields, there are also

some key challenges associated with these actuators that limit their usage, such as

their relatively slow response times and difficulty in controlling their complex motion,

creep behavior, and sensitivity to moisture. Ongoing research is focused on developing

new materials, heating and cooling strategies, and understanding their performance,

design strategies, and alternative materials toward large actuation forces to address

these challenges and improve the performance of TCPA muscles[172].

Developing computational models with predictive capabilities is important to under-

stand the actuation mechanisms, and improve the performance metric of the TCPA

actuators. A numerical model can help explore the design space of material parame-

ters, fabrication processes, geometric parameters of the coil, and the nature of loading

conditions (both thermal and mechanical). There have been several analytical mod-

els, energy-based models, and beam theory-based models developed[173]. Pawloski el

al. proposed a beam formulation-based model that includes the change in coil length

as a function of temperature. However, such a model assumes the load vs. deflection

relationship is known from tests conducted under different conditions of the muscle as

a whole. Zhang et al. developed a model for the supercoiled TCPA that captures the

hysteresis which is an important[174]. An analytical model that captures the multi-

physics of the electroactuation via Joule’s heating, models the TCPA using Love’s

beam theory.[175]. The majority of such beam formulations-based models lacks to

capture the large deformations and deflections that a TCPA undegoes. Towards this

aspect, in a study by Sun et al., the TCPA is modeled using Elastica cosserat rod

theory that captures the large deflections[176]. However, this model lacks the inclu-

54



sion of the microstructure and how the twist changes it and its effect on the situation

response, instead, it models the bulk-level behavior of the twisted fiber[176]. An

energy-based semi-analytical formulation was proposed by Yang and Li that takes

into consideration of the nano-scale deformation mechanisms of a continuum-scale

model[177]. It captures the twist by modeling the orientation rotation as a func-

tion of the radius. It is a computationally efficient model that captures the material

non-linearity and spatial variation well. However, it also lacks the full description of

the geometry. Its applications are limited to a simple coil-shaped geometry which is

present in most cases, however, it fails to consider the non-linear large geometrical

deformations.

These models use either curve-fitting of the actuation or lack the detailed material and

geometrical description that influences the extent of physics captured in the model.

A full 3D finite element model with detailed material properties assignments has not

been developed and used to look into the actuation mechanisms of a TCPA, and

which is the focus of this work. We use the multi-scale description of the twisted

fiber proposed by Yang and Li which is discussed in the method section in detail.

4.2 Methods

4.2.1 MD simulations of Nylon 6,6

The highly drawn fibers, such as the fishing line made of Nylon 6,6, acquire their

transversely isotropic material properties as a result of the difference in the mate-

rial properties of the crystalline and amorphous phases[178, 179, 180]. Nylon 6,6

achieves a crystalline phase as a result of hydrogen bonds between partially posi-

tively charged amine hydrogen and partially negatively charged oxygen atoms in the

adjacent layers[179]. The molecular dynamics simulations of the amorphous phase of

Nylon 6,6 are conducted to look at the thermal expansion behavior of both phases,
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separately.

4.2.1.1 Amorphous Nylon 6,6

Nylon6,6 is synthesized by polycondensation reactions between Hexanedioic acid (also

known as adipic acid) and Hexane-1,6-diamine (commonly known as hexamethylene-

diamine). Figure 4.1 shows the molecular structures of the monomers and the pe-

riodic cell containing the monomer mixture that is used from the work of Gissinger

et al. [76]. The mixture is equilibrated at a density of 0.8 gcm−3 followed by the

polycondensation reactions which happen in two steps, first, the nitrogen of hexam-

ethylenediamine forms a bond with the carbon atom of the carboxylic acid site, then

the proton released from nitrogen forms the water molecule with the remaining OH,

therefore, releasing a H2O molecule. The pre– and post–reaction templates for this

reaction can be found in the work of Gissinger et al.[76]. The polymer consistent

force field (PCFF) is used to define the bonded interactions and a cutoff value of 12.5

Å for the non-bonded interactions prescribed by Coloumbic and LJ potentials.

Condensed H2O 

molecules

Hexamethylenediamine

Adipic acid 

Cured Nylon 6,6
(a) (b) (c)

Monomer mixture

Figure 4.1: (a) Monomer structures and (b) 3D periodic box containing monomer
mixtures and (c) the cured Nylon 6,6 with condensed water molecules in the MD box

The reactions were run every 20 ps and for a total of 1 ns, resulting in the degree

of cure of ∼ 99% in all 3 replicas. The cured system by reactions inherently has
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high intra-chain stresses, therefore, the MD box is annealed by heating to 600 K and

cooling down to 10 K under 1 bar pressure (NPT conditions), and these cycles of 200

ps are repeated until an equilibrated density is achieved. Figure 4.2 shows the thermal

cycling carried out for 5 ns. Then the box is equilibrated at 300 K for 1 ns saturating

the mass density at ρ = 1.026 gm−3 which is close to predicted in an all-atom MD

study in literature[181]. The experimentally measured pure amorphous phase Nylon

6,6 density is 1.085–1.090 gm−3 [182, 180, 179], therefore, the MD simulations are able

to achieve the density within 5% of error at 300 K. This validates the applicability of

the PCFF force field for volumetric packing of the amorphous structure.

10 K

600 K

300 K

Figure 4.2: Mass density vs. time during annealing cycles of cured amorphous Nylon
6,6

The dilatometric behavior of the pure amorphous phase is studied by cooling it down

from 600 K to 100 K in the steps of 10 K where the MD box is relaxed at each temper-

ature step for 200 ps. The volume and the density are averaged for the last 10 ps for

each temperature step and used to evaluate the thermal expansion behavior and the

glass transition temperature of the Nylon 6,6. The thermal expansion computation
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and the results are discussed in the later sections.

4.2.1.2 Crystalline Nylon 6,6

The fishing line made out of Nylon 6,6 comprises crystalline and amorphous phases.

In this work, we also focus on the pure crystalline phase of Nylon 6,6 and specifically

we look at the dilatometric behavior of α−triclinic structure of the crystalline phase

which is more prominently observed in these fibers. The structure of a single chain is

constructed in Material Studio and placed in a triclinic box with lattice parameters:

a = 4.9 Å, b = 5.4 Å, c = 17.2 Å and unit cell angles, α = 48.5o, β = 77o, γ = 63.5o.

A single chain in the periodic unit cell is shown in Figure 4.3(a) and (b), respectively

show a unit cell and the constructed MD box containing 38,000 atoms by repeating

this unit cell in all three dimensions 10 times.

Unit cell 

10x10x10 repeated cell H-bonds

𝒛

𝒙𝒚

(a)

(b) (c)

Figure 4.3: (a) The unit cell of the α−triclinic crystal, (b) 10×10×10 repeated units
making an MD box with dimensions 4.9 × 5.4 × 17.2 nm3 of Nylon 6,6, and (c) the
hydrogen bonds between adjacent molecular chains formed between amine hydrogen
and double bonded oxygen

The nitrogen in the amine group pulls electrons towards itself, resulting in a slightly

positively charged hydrogen, on the other hand, oxygen in the carboxylic group is

partially negatively charged[183, 180, 184, 1, 26, 185, 2, 186]. Therefore, an inter-
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chain Hydrogen bond forms that are responsible for the crystalline structure of Nylon

6,6 in this arrangement (shown in a zoomed view in Figure 4.3(c))[187]. It is to

be noted that this H-bonding forms only in one plane, therefore, flat platelets-like

structures are the building blocks that stack together to form the 3D crystal. In a

unit lattice of a crystal, the bonds are repeated over the periodic boundary which

makes it an infinitely long chain. However, the repeating chains are ended by adding

extra hydrogen on the ends in the longest dimension of the box. This is done to

simulate the system with finitely long chains. The MD box shown in Figure 4.3(b)

is exported for simulations in LAMMPS. The PCFF force field is used to describe

all the interactions as discussed in the case of the amorphous-phase MD simulations.

The box is equilibrated by running an NPT simulation at 1 bar and 300 K conditions,

and the relaxed mass density is ρ = 1.19 gcm−3 which is within 3% accuracy of the

experimentally measured value of ρ = 1.22 gcm−3[180]. Therefore, the PCFF is an

adequate choice of force field that is able to atomic packing the lattice. We use this

model to look at the thermal expansion behavior of the crystalline Nylon 6,6 and the

results are discussed in the later sections.

4.2.2 Finite element model of the TCPA

In this work, a micro-structure-based finite element model is developed for the twisted

and coiled polymer actuators. The drawing process of the semi-crystalline polymer

leads to anisotropy in the fibers of which the TCPAs are made. These monofilament

fibers are transversely isotropic in nature[184, 1, 26, 185, 2, 186]. The crystalline

phase is preferentially aligned along the fiber axis as a result of a high draw ratio[2].

The TCPA muscles are fabricated by twisting a straight semi-crystalline fiber followed

by coiling the twisted fiber by itself or around a mandrel [31]. These fibers are drawn

from the semi-crystalline polymer pallets to a high draw ratio. This drawing process

leads to the fiber being transversely isotropic [1, 2]. The drawn fibers have a micro-
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Initially straight fibers

Untwisted fiber

1

2

𝚫𝚫𝒙𝒙

Twisted fiber

Twisted fibers

1
2

𝜶𝜶(𝒓𝒓)

r

TCPA

Figure 4.4: Initially straight fibers and twisted state of semi-crystalline material fibers
in a TCPA

structure with the crystalline phase being highly oriented along the draw direction

and randomly oriented in the fiber cross-section [26]. The basis of the model lies in

the assumption about the microstructure rotates with the geometric twist introduced

in the Nylon fiber during the fabrication process of the actuator[177]. Consider an

infinitesimal segment of the fiber in the muscle, upon introducing the twist in these

fibers, the crystalline phase short fiber-like structures subtend an angle with the fiber

axis as shown in Figure 4.4. This angle or orientation varies with the radius (r) of

the fiber as [177]:

α(r) = arctan

(
r

rf
tan(αf )

)
(4.1)

where rf is the fiber radius and αf is the twist angle at the surface of the fiber and

this can be determined from the measurements in the experiments. The angle of

twist (α(r)) is a continuous function of radial location from the fiber axis. In this FE

model, we divide the fiber cross-section into concentric laminates with the radially

varying orientation given by Eqn. 4.1.
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The following key assumptions are made about the drawn fiber after it is formed in

a TCPA muscle:

• No residual stress is present after annealing of the TCPA.

• Microstructure is not altered by the annealing during the fabrication process.

• The amount of twist is a function of the radial location on the fiber and follows

a geometric relation given by Eqn. 4.1

• No creep occurs i.e. assuming the model to be time-independent

The precursor fiber is annealed before it is used for the fabrication of the TCPA.

The annealed fiber is tested along the axial direction under temperature sweep in

a dynamic mechanical analyzer (DMA). Figure 4.5(a) shows the coordinate system

used to label the material properties, Figure 4.5(b) to (d) show the temperature-

dependent properties of the precursor fiber elastic properties. The Posson’s ratio in

all three directions is assumed to be 0.33 and temperature independent. The thermal

properties of the highly drawn Nylon 6,6 fiber are shown in Figure 4.6(a)-(b), where

the data points are taken from the work of Choy et al., and a non-linear curve is fit

and extrapolated to higher temperature ranges[1, 2].

4.2.2.1 Transversely isotropic materials

A general three-dimension fully anisotropic elasticity tensor has 21 independent. If

there are three planes of symmetry, the number of independent constants in the

elasticity tensor reduces to 9. Transverse isotropy is a special case of an orthotropic

elasticity tensor with one plane of isotropy where the properties in that plane are

rotation independent. A transversely isotropic elasticity tensor has 5 independent

constants. One of the common examples of a transversely isotropic material is fibrous

composite lamina or a laminate made up of laminae stacked in the same direction.
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1
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3

(a) (b)

(c) (d)

Figure 4.5: (a) Coordinate system for the precursor fiber, (b) the modulus along the
fiber-axis (courtesy of Prof. Sameh Tawfick’s research group at UIUC), (c) elastic
modulus in the radial or transverse direction, and (d) the shear modulus along the
torsional direction of the fiber

Hooke’s law for a transversely isotropic material relates the stress and strain tensors

as follows:

σij = Cijklϵkl (4.2)

where Cijkl is the fourth-order stiffness tensor of material properties or elastic moduli.

For a transversely isotropic material, the stiffness tensor has the form:
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(a) (b)

Figure 4.6: (a) The coefficient of thermal expansion along the fiber axis (α11(T ))
and (b) in transverse or radial directions (α22(T ) = α33(T )), the data points are
considered from Choy et. al[1, 2]



σx

σy

σz

τxy

τxz

τyz


=



C11 C12 C13 0 0 0

C12 C11 C13 0 0 0

C13 C13 C33 0 0 0

0 0 0 C44 0 0

0 0 0 0 C44 0

0 0 0 0 0 (C11 − C12)/2





ϵx

ϵy

ϵz

γxy/2

γxz/2

γyz/2


(4.3)

An inverse relation can be written as:

ϵij = Sijklσkl (4.4)

where Sijkl is a fourth-order compliance tensor which can further be written in terms
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of engineering constants of the material as follows:



ϵx

ϵy

ϵz

γxy/2

γxz/2

γyz/2


=



1/E1 −ν12/E1 −ν12/E1 0 0 0

−ν12/E1 1/E1 −ν23/E3 0 0 0

−ν12/E1 −ν23/E3 1/E3 0 0 0

0 0 0 1/G23 0 0

0 0 0 0 1/G13 0

0 0 0 0 0 1/G12





σx

σy

σz

τxy

τxz

τyz


(4.5)

4.2.2.2 TCPA geometry and choice of mesh

The coil is partitioned into 5 concentric helical annulii and is created by revolving a

circular cross-section about the coil axis. Figure 4.7(a) shows the geometry of 5 coils

modeled to reduce the computational expenses. The TCPA coil is defined by the fiber

diameter (df ), coil diameter (Dcoil), and coil pitch (pcoil), therefore, the total length

of the coil considered in the FE model is Lcoil = 5 × pcoil. The top face shows five

partitions created and their respective orientations are assigned, the procedure for the

same is described in the next subsection. The 3D geometry is discretized using second-

order tetrahedron elements (C3D10) mesh (shown in Figure 4.7(b)). The nodes on the

top face are constrained in all translation directions (ux = uy = uz = 0). The bottom

face nodes are constrained to a rigid-body reference node which is constrained in

rotation about global y−axis and a load is applied downward as done experimentally.

4.2.2.3 Material orientation in ABAQUS

As described in the previous subsection, the TCPA can be modeled as a set of the

finite number of concentric laminate made up of the same ply with a rotated material

orientation by an angle described by Eqn. 4.1. Figure 4.8(a) shows a coil with

concentric partitions. Now, the objective is to assign a local material orientation

to material points of the TCPA based on their radial location from the helix axis.
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𝑑𝑓

𝐷𝑐𝑜𝑖𝑙
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Fixed end
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𝐿𝑐𝑜𝑖𝑙

(a) (b)

Figure 4.7: (a) Geometry of a TCPA coil with concentric helical annular partitions
showing different coil dimensions and (b) the finite element mesh showing the bound-
ary conditions at the top and bottom ends of the coil

It can be achieved by writing a material orientation subroutine but ABAQUS/CAE

offers a simpler approach. We utilized the simplicity of the helix geometry to assign

the material orientation in this problem. We used the discrete material orientation

option in ABAQUS/CAE[188]. We use the normal of the coil surface as one direction

(3− axis), the helix axis as the second direction (2− axis), then the third direction

(1−axis) is automatically computed which aligns along the circumference of the helix

at a fixed location on its axis (shown in Figure 4.8(b)). Now the twist angle can be

assigned by rotating this coordinate system about 3−axis which is normal to the coil

surface. The solid arrows show the orientation computed based on geometry and the

dashed arrows indicate the rotated direction after assigning the angle of twist. This

rotation angle (α(r)) is computed for a partition based on its mean radial location

and shown in Figure 4.8(c).
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𝜶(𝒓)
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Coil axis

𝜶 𝒓 = arctan
𝑟
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tan(𝜶𝒇)

Twist angle(c)

𝒓

Figure 4.8: (a) The solid model of the coil with inset showing the concentric partitions,
(b) discrete orientation definition based on the surface normal (3 − axis) and helix
direction (2−axis) and the rotation of 3−axis to assign the twist value, and (c) the
angle of twist as a function of radial location of the concentric partition

4.3 Results and Discussion

Computational studies of semi-crystalline polymer-based twisted and coiled actuators

are conducted in this work. We utilize a multi-scale approach to understand the

thermal behavior of the semi-crystalline polymer at the nanoscale, and we develop

a finite element model of the TCPA muscle at a continuum scale that captures the

physics of the fabrication process. In this section, the results are discussed for the

following studies:

• MD simulations at nanoscale: The thermal response of the Nylon 6,6 in its

pure amorphous and pure crystalline phases.
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• FE simulations at continuum scale: The results of the continuum scale of

the twisted and coiled actuator are discussed and an in-depth actuation origin

is studied with parametric studies based after validating the FE model.

4.3.1 Thermal Response of Nylon 6,6

Molecular dynamics simulations are conducted for the dilatometric behavior of Nylon

6,6 in its pure amorphous and pure crystalline states.

4.3.1.1 Amorphous phase

The equilibrated and relaxed structure of the cured and annealed amorphous phase is

taken through a temperature sweep from 500 K to 45 K. The temperature is increased

in the steps of 5 K and the box is let to relax for 200 ps at each temperature, therefore,

the cooling rate is 0.025 K/ps. Figure 4.9 shows the density vs. temperature of the

amorphous Nylon 6,6. All three replicas of the MD system which were cured and

annealed separately, show an excellent repetition demonstrating that the system is

uniform and reproducible. The density drops as the system is heated up going through

the glass transition. The glass transition (Tg) is computed by computing slopes in

the low-temperature region and another in a high-temperature regime of this curve

shown in dashed black lines). The point where these linear fit intersects is referred to

as the glass transition temperature of a polymer[189]. Based on these calculations,

the obtained glass transition temperature for Nylon 6,6 is 325 K or 52 oC (indicated

by the vertical blue line). The experimentally observed Tg value is in the range of

45-55 oC[190] and also investigated in another computational study[181], therefore,

MD simulations predictions are in a close match with that observed in literature.

Similarly, to further analyze the thermal expansion behavior, the change in volume
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𝑻𝒈 = 𝟑𝟐𝟓 𝑲

Figure 4.9: Density of the pure amorphous phase vs. temperature of Nylon 6,6, and
where, R1 to R3 refers to three different replica studied in MD simulations, and dashed
black lines are the linear fit and blue dashed line indicate the Tg location

vs. temperature is plotted (Figure 4.10). The change in volume is computed as:

∆V (T )

Vo

=
(V (T )− Vo)

Vo

(4.6)

where, Vo is the volume of the MD box at a reference point and we considered this

reference point to be 300 K, therefore, Vo = V300K . The factor of 1/3 is multiplied to

calculate the linear one-dimension length change. Volume change takes into account

the change in length along all three dimensions as a result of the isotropic nature of

the amorphous phase.

As shown in Figure 4.10, a polynomial of degree 3 is fit in the data points to fit using

least square regression in MATLAB. The polynomial fit between T and ∆V (T )
Vo

takes

the following forms:

f(T ) = C3T
3 + C2T

2 + C1T + C0 (4.7)

The next step is to evaluate the coefficient of thermal expansion (CTE) which is

defined as α(T ) = ∆L
Lo(T−To)

. Therefore, we can get the CTE by taking the first
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Figure 4.10: Normalized change in volume vs. temperature of Nylon 6,6, and where,
R1 to R3 refers to three different replica, markers and solid line indicate the data
points from MD and curve fit, respectively

derivative of Eqn. 4.7 with respect to Temperature:

df(T )

dT
= 3C3T

2 + 2C2T + C1 (4.8)

Figure 4.11 shows the CTE for amorphous Nylon 6,6 as a function of temperature

computed using Eqn. 4.8 for all three replicas studied in this work. It is evident that

the thermal expansion is a non-linear function of temperature and shows a very small

variation among different MD replicas.

Furthermore, thermal expansion coefficients at 300 K from MD simulations is 28.38×

10−5 oC−1 and the experimentally observed CTE for amorphous is 17.86× 10−5 oC−1

[1, 2].

4.3.1.2 Crystalline phase

The α−triclinic phase which is the most prominent phase of Nylon 6,6, is simulated

for its thermal response. The temperature of the box is increased from 200 K to 900

K in the steps of 20 K and the box is relaxed for 200 ps at each temperature step.
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Figure 4.11: Thermal expansion coefficient vs. temperature of Nylon 6,6, and where,
R1 to R3 refer to three different replicas studied in MD simulations

Figure 4.12 shows the density of the crystalline phase with temperature. There is

a clear phase transformation transition at 580 K which indicates the melting point.

However, the experimentally observed melting point of the Nylon 6,6 crystalline phase

is 513 K, therefore, MD simulations are over-predicting the melting point. This is

due to the fact that we are simulating the continuous periodic single crystal which

assumes infinite dimensions in the in-plane directions. This results in limiting the

mobility of the ordered chains in sliding mode over each other.

This is a crystal with hydrogen bonds in one plane, another plane has Van der Waals

interaction between adjacent chains, and the third dimension has long chains con-

nected by covalent bonds. Therefore, the thermal expansion response is orthotropic

which means the deformation in response to temperature is different in the three

principal directions. Figure 4.13 deformation of the simulations box in each dimen-

sion. The three directions are the three principal directions of a cubic box and are

referenced as per the coordinate system defined in Figure 4.3(a). The thermal expan-
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Figure 4.12: Density vs. Temperature for pure crystalline Nylon 6,6, the vertical
dashed blue line indicates the melting point (Tm)

sion in z−direction is negative which is attributed to the covalent bonded long chains

along this direction that contracts upon raising the kinetic energy of the system.

This is similar to what has been observed experimentally for the crystalline phase in

chain-direction[1, 2]. These covalently bonded chains are one of the reasons for the

negative thermal expansion of the highly drawn fibers along their drawing axis as the

longest axis of the crystalline phase platelets aligns in this direction.

The transverse directions, even though different extents, show positive thermal ex-

pansion upon heating beyond melting. From 200 K to 400 K, the x−direction shows

contraction upon heating but the slope (or the coefficient of thermal expansion) is

lower as compared to z − axis. This is the plane in which hydrogen bonds form be-

tween two adjacent chains. These hydrogen bonds form a planar sheet and contract

in size upon heating, and also observed experimentally [191] However, the y − axis

expands upon heating throughout the temperature range. Two planar sheets stack

along this direction via van der Waals forces, therefore, the average distance between
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Figure 4.13: Normalized length change vs. Temperature for pure crystalline Nylon
6,6 for three principal axes (indicated by different colors), a zoomed view is shown
on the right

these chains increases upon heating the system and suddenly the system collapses

along this direction at the melting point. The sudden collapse occurs due to the loss

of order in the structure between two chains, and the long chains are able to bend to

a large extent resulting in the loss of hydrogen bonds and the structure of the planar

sheets.

4.3.2 Simulations of TCPA actuation

The developed FE model is checked for basic features of the TCPA actuators. Veri-

fication of the FE model is necessary and helps to ensure whether the model is able

to capture the intended physics included in it. The TCPA FE model is verified for

the basis actuation response as per the physics of the problem. The coil geometry

and the non-linear material properties including in the cylindrical laminates make

the problem highly non-linear, and therefore, harder to test on much simpler loading

cases. However, the FE model can be tested for some special twist angles of the
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muscle is a feature the model should capture to ensure the model’s adequacy. There

are two ways to introduce the twist in the fiber during the fabrication process. When

the twist in the muscle is introduced in the same direction as the orientation of the

helical coil, this is referred to as homochiral muscle (shown in Figure 4.14(a))[31].

However, when it is opposite to the coil-helix, it is called heterochiral muscle[31].

The homochiral configuration results in a contracted actuation while the heterochiral

muscle shows extension upon heating[31, 32].

•• PROTECTED 関係者外秘

Fig 4: Actuation vs. temperature: (a) 
homochiral, (b) hetro-chiral

Figure 4.14: The influence of chirality of the muscle: free actuation response for
homochiral (left) and heterochiral (right)

Table 4.1: Coil parameters used for FE model studies of Chirality, number of parti-
tions, and angle of twist

Coil parameter Dcoil df pcoil αf

Value 0.76 mm 0.30 mm 0.53 mm 35o

Note the direction of the yellow arrows that indicate the orientation of the twist on the
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surface of the coil (rotated 2−axis in Figure 4.8(b)). The FE model is developed for

the muscle parameters given in Table 4.1. Figure 4.14 (b) shows that the developed

FE model captures this orientation dependence of the introduced twist with respect

to the coil-helix. In the case of a straight fiber which twists introduced in it, that can

be thought of as concentric laminates with different orientations. Upon heating such

a fiber, the difference in thermal expansion in axial and radial direction will result

in a coupling between its axial and torsional response. Therefore, as the fiber will

contract axial upon heating, there will be a torsional twist about its axis which means

the fiber would have a tendency to untwist from its originally twisted configuration.

Now in the case of a coil that has a twisted fiber will result in a coupling between the

axial, torsional, and bending of the fiber axis due to its curved geometry. Therefore,

the contraction of the coil is a bulk motion as a result of the bending of the coil axis.

However, the direction of bending depends on the twist direction about the coil axis

which is how we defined the chirality of the TCPA muscle. For a heterochiral TCPA,

the bending occurs in the direction that results in the separation of two coils from

each other, therefore, an extension of the muscle upon heating.

4.3.2.1 Influence of number of partitions

A key assumption made in this FE model is that the TCPA can be represented as

a finite number of concentric helices. Therefore, we tested the TCPA response for

the cases when we divide the cross-section into 5 or 10 concentric partitions (shown

in Figure 4.15(a)). The muscle parameters considered for this study are given in

Table 4.1. The discretized twist angle for each annulus is computed at its outer

radius. Figure 4.15(b) shows the contraction as a percent of the coil’s initial length.

It is evident that the 5 partitions are enough to represent the concentric helices

FE model. The lower number of partitions case shows more contraction which is

expected as thicker annuli have larger twist angles assigned to them since the twist
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angle value is computed at the outer radius of the annulus. This difference grows

more with high temperature as the larger deformation occurs at a higher temperature,

therefore, a more pronounced difference in the actuation response between the two

cases. However, the difference is less than 5% at the maximum temperature location

which is reasonable as the lesser number of partitions model saves on FE mesh size.

𝑵𝒑𝒂𝒓𝒕𝒊𝒕𝒊𝒐𝒏𝒔 = 𝟓

𝑵𝒑𝒂𝒓𝒕𝒊𝒕𝒊𝒐𝒏𝒔 = 𝟏𝟎

𝑁𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛𝑠 = 10

TCPA contractionA𝑛𝑔𝑙𝑒 𝑜𝑓 𝑇𝑤𝑖𝑠𝑡, 𝛼𝑓 = 35𝑜
(a) (b)
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Figure 4.15: (a) Two cases of coil geometry showing the number of concentric parti-
tions, and their respective distribution of orientation as a function of fiber radius and
(b) shows the contraction of the TCPA upon heating measured w.r.t its undeformed
length

4.3.3 FE Model Validation

The continuum scale model of the TCPA is implemented using the finite element

framework. Material properties of the precursor fiber are considered from experimen-

tal testing from literature and some data provided by Prof. Sameh Tawfick’s research

group at UIUC. However, the thermal expansion values are modified based on the

actuation response of the TCPA using constant load actuation experimental data.

The experimental tests of the coil are conducted by Prof. Sameh Tawfick’s research

group at UIUC for validation of the FE model. The coil parameters considered for
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validation study are shown in Table 4.2, and the meaning of the coil parameters can

be referred from Figure 4.7. A small load of value P = 0.2 N is applied on one end

of the coil and the other end is kept fixed in all directions. Five coils with five parti-

tions are modeled in the FE model. The thermal expansion in the radial direction is

modified to achieve the response which matches the experimental actuation response

the closest. Initially, the coil is kept at 23 oC and then loaded at this temperature

by applying the load P . After the coil deforms under static loading conditions, the

temperature is raised to a target value of 122 oC under static analysis in ABAQUS/-

Standard. In this case, the actuation stroke is measured as the percent change in

length with respect to the loaded length of the TCPA muscle. Figure 4.16 shows the

Table 4.2: Coil parameters used for validation of the model

Coil parameter Dcoil df pcoil αf

Value 4.35 mm 1 mm 4.57 mm 31o

comparison of the model actuation with the experimentally measured values as the

TCPA is heated up. The FE model is able to capture the actuation response of the

coil and is in close agreement with the experimentally observed response. The ther-

mal expansion coefficient is modified by translating the α22(T ) vs. T curve (Figure

4.5(b)) by 15 oC to the right which results in a reduction in the CTE values. This

also implies that the actuation response of the coil is highly sensitive to the value of

CTE in the radial direction.

Since this is a highly non-linear problem to model as it includes the creeping of the

TCPA as well which we do not model in this work. However, the model captures

the initial softening of the TCPA up to 80 oC, even though experimentally, it shows

more softening which might be due to the creep deformation of the muscle. Overall,

the agreement of the model with the experiments gives us the confidence to look into

parametric studies to understand the actuation mechanisms in further detail.
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Figure 4.16: The actuation stroke of the TCPA muscle vs. temperature from FE
model and its comparison with experimental values (courtesy of Prof. Sameh Taw-
fick’s research group at UIUC), FE model-1 is using the material properties as is and
FE model-2 is values modified by shifting α22(T ) = α33(T ) by 15 oC

4.3.4 Parameteric Studies of TCPA

4.3.4.1 Influece of twist angle

An important feature the FE model should capture is the extent of the twist on the

fiber. The muscle parameters for this model are given in Table 4.1. Figure 4.17 shows

that the free actuation response for a homochiral muscle increases as more twist is

introduced in it. However, this advantage will start stagnating as we approach more

towards αf = 90o which is not physically possible. Furthermore, the precursor fiber

has to undergo very large permanent deformation in torsional shear mode to attain

a high value of twist angle. The high value of twist is introduced such that the

precursor fiber doesn’t fracture. The case of αf = 0 shows that the muscle is not able

to contract, even though small, but, it extends upon heating. This behavior is in line

with the experimentally observed effect of angle of twist in literature[31, 167] and in
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other computational models[177, 192].

•• PROTECTED 関係者外秘

Fig 5: Actuation vs. temperature: (a) Angle of 
twist cases, (b) under loaded-state

𝜶 𝒓 = arctan
𝑟
𝑟!
tan(𝜶𝒇)

Figure 4.17: The value of angle of twist a function of radius (left), and the resulting
free actuation response of the TCPA muscle (right)

4.3.4.2 Influence of material anisotropy

This has been hypothesized that the origin of the large contraction is due to the

negative thermal expansion of the fiber axis. In this work, we look at this hypothesis

critically and make an attempt to understand what are the key parameters responsible

for the large actuation of the TCPA actuators. As we have shown in previous sections

the FE model captures the physics of the actuation and is adequate for further investi-

gations. We conduct a parametric study on the influence of material anisotropy. The

TCPA coil parameters considered for anisotropy cases are given in Table 4.3. There

are two sources of material anisotropy: one in the elasticity tensor, and the second

lies in the coefficient of thermal expansion matrix. Therefore, there are primarily four

combinations, where we assume isotropy in one of the properties. Table 4.4 shows the

four cases for which we look into the TCPA actuation response. The baseline case is

Case-4 where both elasticity and CTE matrix has anisotropy. The isotropic elasticity

case is assumed to have the modulus along the fiber direction with Poisson’s ratio of

0.33. The fiber axis CTE is assumed for the case of the isotropic CTE matrix. Both
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material properties are assumed to have temperature dependence as in their original

values.

Table 4.3: Coil parameters used for FE model studies of material anisotropy

Coil parameter Dcoil df pcoil αf

Value 3.37 mm 1.0 mm 1.55 mm 42o

Table 4.4: Key cases considered for the influence of material anisotropy

Case Elasticity tensor CTE matrix
1 Isotropic Isotropic
2 Isotropic Transversely-Isotropic
3 Transversely-Isotropic Isotropic
4 Transversely-Isotropic Transversely-Isotropic

Figure 4.18 shows the actuation response for the four cases of material anisotropy

in the fiber. The case of anisotropy in CTE matrix shows the contraction despite

the anisotropy in the elasticity. Case-2 and Case-4 are very close to each other, just

shifted by the initial loaded state whereas Case-4 shows larger static deformation at

room temperature. This is due to the fact that the isotropic elasticity tensor shows

higher stiffness along the fiber axis as the angle of twist doesn’t reduce the effective

axial stiffness. The case where both properties are isotropic is basically the case of a

TCPA muscle fabricated using an isotropic material with negative CTE. Such a fiber

does not show any contraction, instead, it extends upon heating as a result of the

elastic modulus softening. These four cases provide an insight into the key features a

precursor fiber should have to fabricate the TCPA muscle for large actuation. Overall,

anisotropy in CTE is responsible for the actuation irrespective of the type of material

symmetry in the stiffness tensor.

4.4 Conclusions

In this work, we conducted multi-scale computational studies of the semi-crystalline

polymer-based twisted and coiled polymer actuators (TCPA). At the nano-scale, the
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Figure 4.18: Actuation response of a TCPA muscle with material anisotropy in elastic
tensor or thermal expansion (CTE) matrix

two phases of Nylon 6,6 are investigated for their thermal behavior. At the continuum

scale, a finite element model is developed for the TCPA and used to understand the

fundamental factors responsible for the large actuation stroke of these actuators. The

following conclusions are drawn:

• All-atom molecular dynamics (MD) simulation models are developed for pure

amorphous and pure crystalline phases of Nylon 6,6 semi-crystalline polymer to

look into their thermal behavior.

• The coefficient of thermal expansion (CTE) of the amorphous phase is positive

and non-linear function of temperature. The glass-transition temperature value

predicted by the MD model is in good agreement with that observed experi-

mentally in the literature.

• The thermal response of the pure α − triclinic phase of the crystalline Nylon

show that the crystal has a negative CTE along its longest dimension or the

along the covalently bonded chains. This is responsible for the negative CTE

of the highly drawn precursor fibers that are used for TCPA.
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• A continuum-scale model is developed that captures the physics of the actua-

tion. The model is validated and found to be reasonably accurate and adequate

to capture different aspects of the TCPAs such as chirality of the coil, angle of

twist, etc.

• The objective of the study was to look into the key factors responsible for the

large actuation of the TCPA muscle. The insights from this study include that

the anisotropy in the CTE matrix plays a major role as compared to that in

the elasticity tensor of the material.

• This framework opens the scope to investigate new types of material candidates

and explore the design space to optimize the performance of actuators that

derives their actuation response from nano-scale and micro-scale structures.
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CHAPTER V

Understanding Additive manufacturing using

Molecular Dynamics

Additive manufacturing of a single crystalline metallic column at nanoscale is studied

using molecular dynamics simulations. In the model, a melt pool is incrementally

added and cooled to a target temperature under isobaric conditions to build a metal-

lic column from the bottom up. The polyhedral template matching (PTM) is used to

observe the evolution of atomic-scale defects during this process. The solidification

is seen to proceed in two directions for an added molten layer. The molten layer

in contact with the cooler lattice has a fast solidification front that competes with

the slower solidification front that starts from the top of the melt layer. The defect

structure formed strongly depends on the speed of the two competing solidification

fronts. Up to a critical layer thickness, the defect-free single crystals are obtained as

the faster solidification front reaches the top of the melt pool before the initiation of

the slower front from the top. A slower cooling rate leads to a reduction in defects,

however, the benefits diminish below a critical rate. The defect content can be signifi-

cantly reduced by raising the temperature of the powder bed to a critical temperature.

This temperature is governed by two competing mechanisms: the slower cooling rates

at higher temperatures and the increase in amorphousness as one gets closer to the

melting point of the metal. Finally, the effect of an added soft inclusion (SiS) and a
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hard inclusion (SiC) on the defect structures is explored. The hard inclusion leads to

a retained defect structure while soft inclusions reduce defective content compared to

pure metal.

5.1 Background

Molecular dynamics simulations can capture the non–equilibrium physics by effi-

ciently representing the inter-atomic interactions during solidification using the well-

calibrated interatomic potentials. Although only small volumes (nanoscale) can be

simulated, such simulations have allowed the prediction of bulk phenomena in the past

including the understanding of metal curves [193, 194], nucleation and grain growth

[195], solidification defects [196, 197], and the vacancy formation during solidification

[198]. Kurian et al. [199] recently employed large–scale molecular dynamics simu-

lations to study the melt behavior and its interaction with nano-powdered particles

and subsequent solidification. This study showed the process of crystal nucleation in

the melt and the emergence of grain boundaries as well as voids during the process.

Another study by Jiang et al. [200] employed molecular dynamics simulations to

understand the crystallization and cluster evolution patterns for various laser pow-

ers and scan rates in Fe50Ni50 amorphous alloy. These investigations demonstrated

that the low scanning speeds allow increased crystallization into body-centered cu-

bic (BCC) structures. Furthermore, the low energy density of the laser diminishes

crystallization and leads to a more amorphous structure [200]. However, a detailed

account of atomic–scale defects as a function of process parameters was not performed

in these studies, and this is the goal of the current work.

During the solidification of grains, various defect structures form that are either un-

stable (e.g. self–interstitial) which are relieved during reheating, or more stable defect

structures (e.g. high angle grain boundaries) that persist after the process. Under-

standing the formation of defects as a function of parameters such as cooling rates,
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particle bed temperature, presence of inclusions, etc. has not yet been carried out

via molecular simulations. Hu et al. have experimentally studied the effect of cooling

rates on the microstructural characteristics in a MAM process [201] and found that

fast cooling rates result in small grain size and at the slower cooling rates, large grain

structures were observed. There have also been experimental investigations on the

effect of layer thickness by Sui et al. [202], and on the influence of substrate tem-

perature (preheated bed) [203] on the microstructure evolution and its mechanical

performance [39]. By increasing the substrate temperature to 1000 oC, mitigation in

the extent of the microcrack density was observed in Tungsten as compared to pre-

heated bed at 200 oC. In this study, we analyze the effect of such process parameters

by idealizing an additive column at the nanoscale using molecular dynamics (MD) as

shown in Figure 1.5 (right). Fundamental reasons for these effects are analyzed and

interpreted at the atomistic scale.

In this work, we model the melting and cooling of successive layers of the material.

The simulations idealize the process at nanoscale and the metallic column simulated

in this work, in the context of nanoscale additive process (shown in Fig.1.5(right)).

Because of the length and time scale limitations of molecular dynamics, we consider

this approach as geared towards investigating defect mechanisms in a corresponding

3D printed nanoscale material rather than conventional metal additive manufacturing.

Additionally, the simulation set–up is specific to capturing layer-to-layer interactions,

rather than track–to–track interactions (seen in Figure 1.5(left)) across meltpools. To

simulate this process, we first obtain the equilibrated density of the liquid metal at

a temperature above the melting point. A liquid melt of this density is then poured

onto a solidified substrate in a layer–by–layer fashion along the build direction (we

choose < 001 > for both Cu and Al systems) followed by cooling down the system to

a target temperature. The study primarily aims to understand the defect structure

and its origin as a function of several process variables such as cooling rates, layer
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thickness, and bed temperature from an atomistic viewpoint. Section 5.3 presents a

detailed discussion of the phenomena that leads to the differentiation of single crystals

into dislocation defects or amorphous regions as a function of these process variables.

In the latter part of the section, we simulate the effect of inclusions in the melt on

the resulting defect structure. Section 5.4 presents the key conclusions drawn from

this study.

Solid @ 
𝑻𝒄𝒐𝒐𝒍

Add 
Amorphous 
@ 𝝆𝒍𝒊𝒒𝒖𝒊𝒅

Solid = fixed

Equilibrated 
Liquid @ 
𝑻𝒍𝒊𝒒𝒖𝒊𝒅

Solid = Unfixed
Cooling 

down to 
𝑻𝒄𝒐𝒐𝒍 in τ

Vacuum Vacuum

Vacuum

Vacuum

Repeat for n 

additional layers

Run 
isenthalpic 
(NPH) for 
𝜏𝑁𝑃𝐻

Vacuum

Figure 5.1: Steps for molecular dynamics simulation of the additive manufacturing
process.

5.2 Methods

All MD simulations are performed using the large-scale atomic/molecular massively

parallel simulator (LAMMPS) [157]. A supercell of copper of user–specified dimen-

sions is generated as the basis for an initial solid seed region with periodicity in all

directions. The supercell is initially equilibrated to a target bed temperature (Tcool)

using NPT simulation that employed an Andersen barostat [204] at atmospheric pres-

sure and a Nosé-Hoover (NH) thermostat [205]. The Andersen barostat only allows
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isotropic changes to the unit cell and ensures that the FCC lattice has the correct equi-

librium volume at room temperature. To estimate the density of the liquid (ρliquid)

at the melting temperature, this cell is heated to Tliquid using another NPT simula-

tion. The liquid cell density is noted and subsequently used while adding liquid layers

during the additive process.

During the deposition simulation, the following process is followed (shown in Figure

5.1). The equilibrated supercell (at Tcool) of a known thickness (t) is initialized at a

target temperature (Tcool) and a vacuum layer is created on top. At each deposition

stage, the same volume as the solid supercell is amorphously packed at the top of the

solid column at the liquid density ρliquid estimated previously. The solid atoms are

then fixed and an NVT simulation is used to equilibrate the liquid layer to the melt

temperature (Tliquid) using velocity re-scaling. The solid atoms are then unfixed and

the system is run under constant enthalpic (NPH) step to simulate interaction of the

molten layer with the substrate allowing remelting of the substrate layers. This step

is performed for a duration of τNPH = 5 ps within which the isenthalpic interaction

leads to remelting in the substrate layers without any solidification. This is followed

by a cool–down starting from the equilibrated velocities using the NH thermostat and

an Andersen barostat at atmospheric pressure. Along the build direction, a vacuum

region is maintained to avoid self–interactions along the build axis. The entire cell is

cooled back to a set temperature (Tcool) over a specified time (τ). Once cooled back to

Tcool, the melt layer equilibrates approximately to a layer thickness (t) accounting for

contraction during cooling. In the next deposition stage (for the second melt pool),

the process is repeated by amorphously packing another liquid layer at the top of the

newly solidified structure at the known liquid density ρliquid and repeating the cooling

steps detailed above.

The layer thickness and cooling time can be controlled in the simulation. Higher

substrate temperatures (use of preheated beds) can be simulated by changing the
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equilibration temperatures set for the thermostat. For an exhaustive account, the

effect of the following parameters are investigated in this work:

• Cooling time (τ) of each deposited layer

• Thickness of deposited layers (t)

• Target cooling temperature (Tcool) of each deposited layer

• Influence of a soft (SiS2) and hard (SiC) inclusion in each deposited layer

The structure type in the simulation box is identified by performing the polyhedral

template matching (PTM) [206] in Ovito [207, 208], an open–source visualization tool.

PTM is preferred over conventional common neighbor analysis (CNA) [209] due to its

ability to classify the atomic configurations even at elevated temperatures near the

melting point. The root mean square (RMS) error cutoff of 0.14 is used for the PTM

analysis. Since FCC metals are chosen in this study, we refer to the FCC content

in the lattice as the defect–free content for the additive column. In the perfect FCC

crystal lattice, three equivalent close-packed planes are aligned along the < 111 >

direction, which leads to an atomic stacking sequence of the form ABCABCABC. A

typical defect is the formation of a stacking fault, which occurs when the stacking

sequence changes through removal or misalignment of one of the layers in the form

ABCABABC. Such regions are identified to be of hexagonal close-packed (HCP)

form in the software. The higher energy crystal structures of the body centered cubic

(BCC) form are also identified. The clusters that do not fall under the classification

of cubic or hexagonal crystals are termed ’amorphous’ and may contain defects such

as grain boundary dislocations, shockley partials, vacancies, and self–interstitial in

addition to disordered clusters. The actual nature of these amorphous defects is

obtained through observation. These clusters are identified at the end of the cooling

time for each layer. After an ith layer is added to the additive column, the percentage

of each structure is computed at layer number Li using the following equation:
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%FCCi =
N i

FCC

N i
total

× 100;%Amorphousi =
N i

Amorphous

N i
total

× 100 (5.1)

where, we refer to i = 0 as the initial solid crystal and for i = 1 as the first liquid

layer (L1) added and so on. N i
FCC , N

i
Amorphous and N i

total are the number of FCC

atoms, amorphous atoms and total number of atoms after the ith layer is added to

the additive column, respectively.

5.3 Results and Discussion

The molecular dynamics simulations in these examples are carried out for face-

centered cubic (FCC) copper (melting point of 1358 K) using an embedded atom

model (EAM) potential describing the atomic interactions [54]. The lattice constant

of copper is a = 3.597 Å at Tcool = 300 K. The melt is heated to 1500 K and at

this temperature, the density is computed as ρliquid = 7.8 gcm−3. Each liquid layer is

equilibrated at Tliquid = 1500 K for 25 ps before adding to the solidified column. The

size (x× y× z) of the initial supercell considered in this case is 16a× 16a× 16a, with

the last number indicating the thickness (t) along the build direction (z). Figure 5.2

shows the evolution of FCC content (as given by Eq. 5.1) for each added molten layer

during cooling within a time of 50 ps. Eight layers in total are simulated. Initial FCC

content is low due to the amorphous nature of the liquid melt but tends to increase

as the system solidifies to a crystalline structure at room temperature.

Figure 5.2 shows that the first melt layer solidifies rapidly (within 60 ps) from the

defect–free substrate, but locks in around 5% defects. The subsequent layers take

more and more time to achieve a stable defect profile. This is related to the decrease

in solidification front speeds as the defects in the substrate increase, which is studied

later in this section. As molten layer 2 is added and equilibrated, some of the defects

in layer 1 are ameliorated (see animation01 in SI). However, the defect volume fraction
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Figure 5.2: Evolution of FCC structure with cooling time for 16a×16a×32a system.

continues to increase from layer 3 onwards due to a lack of sufficient cooling time to

eliminate defects. Figure 5.3b shows the temperature profile of a few atomic layers in

the solidified part at the interface. The remelting step is very quick and the remelted

layers solidify pretty quickly as the heat flows to the solid part under NPH step.

There are 2-3 layers that remelt at the interface. It is observed that remelting is

uniform for top 2 layers at the interface as can be seen in Figure 5.3a, however,

further layers show non-uniform remelting in their cross sections. The temperature

profile for atomic layers 3-5 show that it does not reach the melting point of Cu

and the temperature is computed as an average for the atomic layer that have some

non-melted portion in it.

89



0ps

0.25ps

0.50ps

0.75ps

1.00ps

1.25ps

1.50ps

1.75ps

Amorphous region Amorphous region

Amorphous region Amorphous region

Amorphous region Amorphous region

Amorphous region Amorphous region

FCC

HCP

BCCBCC

HCP

BCC

HCP

BCC

FCC

HCP

BCC

(a)

0 1 2 3 4 5 6 7

500

1000

1500
Atomic Layer 1

Atomic Layer 2

Atomic Layer 3

Atomic Layer 4

Atomic Layer 5

(b)

Figure 5.3: Remelting of the interface under constant NPH step (a) and temperature
vs. time for top five atomic layers of the solid underneath under constant NPH step

Figure 5.4 presents this effect of cooling time on the defects in detail. For the 50 ps
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cooling time detailed previously, the number of defects increases with the number of

layers. However, as the cooling time given to the melt is raised to 100 ps, the defect

volume fraction significantly reduces with an increase in the number of layers due to

sufficient time given for rearrangement and the elimination of higher energy defects.

Nevertheless, the slow cooling benefits are lost after 500 ps as the resultant defects

are stable and cannot be removed even if the cooling time is increased to 1000 ps

(see animation02 for 500 ps case in SI). At 1000 ps cooling time, the percentage of

defect–free content converges towards 98% as the number of layers is increased.
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Figure 5.4: Amorphous (a) and FCC (b) structure type evolution as a function of
added layers for different cooling times in a 16a× 16a× 32a system.

5.3.1 Influence of layer thickness on defects

In this parametric study, the thickness of the melt region is increased keeping the

orthogonal dimensions fixed. This simulates larger volumes of molten material added

at each step, corresponding to higher energy processing, which affects the solidification

kinetics in the build direction (z − axis). The number of atoms in the initial solid

and for the liquid layer for four of the thicknesses studied here is presented in Table

5.1. The system is cooled down to Tcool = 300 K at a cooling time (τ) of 500 ps for

all cases. The thickness in the build direction (z-axis) is varied starting from 10a

lattice units to 192a keeping the transverse dimensions fixed at 16a× 16a. The layer

thickness, layer-wise number of atoms, and the total number of atoms (at the end of
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the eighth layer) for some of the thickness cases are shown in Table 5.1.

Table 5.1: System parameters for different melt layer thickness studies.

System Thickness (nm) Atoms-solid Atoms-liquid Maximum atoms
16a× 16a× 16a 5.783 16,896 ∼14,221 132,088
16a× 16a× 32a 11.565 33,280 ∼28,284 261,663
16a× 16a× 48a 17.348 49,664 ∼42,702 395,008
16a× 16a× 96a 32.698 98,816 ∼86,462 776,986
16a× 16a× 192a 65.396 197,120 ∼172,597 1,554,385

Figure 5.5: Contour plot of FCC percentage as a function of layer thickness and the
number of layers.

Figure 5.5 shows the FCC content in the cooled down layers (on the horizontal axis) for

different melt thickness (vertical axis). We can see that the FCC fraction is converged

at layer 4 to layer 5 for all the thicknesses studied. For lower melt thicknesses, we

see single crystal growth with no significant defect structure. However, at higher

thicknesses of added layers, a significant amount of defects emerges. A clear threshold

thickness beyond which the trend of perfect crystallization changes to a defective

structure is seen. For the case of Cu at 500 ps cooling time, this threshold value is

estimated to be 24a± 2a (from 3 replica runs), at and beyond which the defect starts

initiating and evolving with additional layers to the additive column.
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Figure 5.6: Snapshot of the structures produced for three different deposited layer
thicknesses at the end of deposition of eight layers.

Figure 5.6 shows the defect structure at the end of the addition of layer number 8

for different thicknesses in the additive column. For the 16a thickness case, almost

perfect crystallization is seen with a negligible fraction of stable dislocation loops.

As the thickness of the molten layer is doubled to 32a, grain boundaries emerge

and a polycrystal structure is seen, delineated by grain boundaries (identified as

amorphous/white regions). The first grain contains vertical stacking faults while

subsequent grains contain slanted twin boundaries or a combination of stacking faults

and twin boundaries. The larger melt thickness simulated (48a) also forms larger

grains, that initially contain amorphous regions of high dislocation densities, as seen

in the last layer (Figure 5.6(bottom)). These regions would subsequently reform

during the addition of more layers to form smaller sub–grains. Overall, although

different grain sizes are seen for 32a and 48a cases, the percentage of defects for these

two cases are approximately similar.

The results seen here can be interpreted by studying the solidification kinetics in the

melt. The solidification is primarily seen to proceed along two directions for an added

molten layer as shown in Figure 5.7 for the 96a thickness case. The molten layer in

contact with the cooler substrate lattice has a fast solidification front that sweeps

across the molten layer. The crystal orientation of the substrate is maintained in

general. The solidification front at the top, in general, does not have the same crystal

orientation as the substrate, and thus, when the two fronts interact, grain boundaries

are formed.
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Figure 5.7: Evolution of two solidification fronts demonstrating the cooling mecha-
nism for a 96a thickness case for (left) layer-1 solidification with a perfectly crystalline
substrate; and (right) layer-2 which nucleates from the defects left over at the top of
layer-1.

For small layer thicknesses, defect–free single crystals are obtained as the faster so-

lidification front reaches the top of the melt pool before the initiation or within the

early stages of initiation of the slower front from the top. The critical layer thickness

can be analytically found using the speeds of the solidification fronts as follows. The

solidification speeds as measured from the case in Figure 5.7 are tabulated in Table

5.2 (refer animation03 and animation04 in SI for layer-1 and layer-2, respectively).

The solidification speed from a defect–free substrate is v = 1.95 Å/ps. The front

speed at the top layer is much lower (0.494 Å/ps). The crystal structure for subse-

quent layers begins to form stable crystals only after a delay of τ ≈ 40 ps compared

to the faster front. To identify the threshold thickness for achieving a single crystal,

one needs to ensure that the fast solidification front reaches the top before the crystal
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Table 5.2: The value of solidification front speed at the bottom and top of the melt
pool estimated for 96a thickness case.

Solidification front F crystal
bottom F defect

bottom F free
top

Solidification front speed [Å/ps] 1.95 0.768 0.494

(with a different orientation) has a chance to fully initiate at the top. This threshold

thickness (tcritical) can be calculated as tcritical = vτ which is about 23a, the threshold

thickness as seen in Figure 5.5 for the formation of defect–free single crystals. Figure

5.6 shows the FCC distribution snapshot at the end of cooling of the 8th layer for 16a

thickness case which demonstrates a single crystal structure below the threshold.

Increasing the thickness of the melt beyond this critical thickness leads to an increase

in the number of defects due to the interaction between two solidification fronts. The

presence of defects on the substrate further slows down the primary solidification

front. As seen in Figure 5.7, if the substrate contains a large number of defect

structures (layer 2 as shown at 0 ps), the solidification front velocity moves at a

slower pace (v = 0.768 Å/ps compared to v = 1.95 Å/ps for solidification from a

defect–free substrate). However,it is always faster than the solidification front that

moves down from the top of the melt. This would mean that the solidification fronts

meet roughly mid–way for layer 2 compared to layer 1 as seen in Figure 5.7 and

result in a grain boundary. The slower speed of the fronts from defective substrate

also implies that it takes more time to achieve stable defect structures as the number

of layers increase, a feature previously seen in Figure 5.2.

In addition to the interaction between the two solidification fronts, each front interacts

with homogeneous nuclei (shown as pink ellipsoids) formed within the melt as shown

in Figure 5.7. These nuclei when absorbed into the two larger solidification fronts

leave defect remnants. For smaller thicknesses (e.g. 32a case shown in Figure 5.6),

these nuclei do not have time to grow as the solidification front rapidly covers the

melt. However, the cases with larger thicknesses (e.g. 48a case shown in Figure
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5.6) have significantly large chunks of amorphous regions as the solidification fronts

interact with larger and more differentiated internal nuclei that would take longer to

coalesce into the primary crystallized region. These regions have higher interfacial

energies that are relieved as the additive process proceeds through the formation of

fine sub–grains.

Figure 5.8: FCC structure percentage obtained as a function of bed temperature and
the number of layers deposited. A cooling time of 500 ps and a 48a layer thickness is
used.

5.3.2 Effect of preheated beds

In the study outlined in the previous section, each layer was cooled down to the

room temperature Tcool = 300 K. Experimentally, it is known that preheating the

powder beds to higher temperatures leads to fewer defects in the final product. For

example, electron beam melted (EBM) parts have lower microcracks compared to

selective laser melted (SLM) parts primarily owing to the lower cooling rate due

to preheated powder beds and a vacuum chamber that dissipates heat away slower.

In the molecular simulations, preheated beds can be simulated by increasing the

parameter Tcool. For this section, we cool down each layer of the additive column to a
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temperature Tcool from 300 K to 900 K with an increment of 100 K. A layer thickness

of 28a and cooling time of 500 ps are chosen for the simulations.

HCP BCC Amorphous𝑻𝒄𝒐𝒐𝒍

400K

500K
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700K
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L4 L5 L6Build direction L7

Figure 5.9: Defect structure after cooling to different substrate temperatures (Tcool)
(only 4 layers, i.e. L5 − L7 shown).

Figure 5.8 plots the percentage of the FCC content for different layers as a function

of Tcool. Starting from a higher defect content at 300 K, the defects initially improve

as a function of temperature reaching almost a defect–free single crystal at 600 K.

As the temperature is further increased, defects again begin to increase significantly

with temperature. At higher bed temperatures, the temperature drop per unit time

needed is lower for the same time of cooling which implies the slow cooling rates.

Slow cooling rates are beneficial to reduce defects as the atoms have more time to

rearrange and reduce defects as seen earlier in Figure 5.4. On the contrary, there

is an increase in defects beyond 600 K. This unusual behavior can be explained by

looking at the defect structures formed at different cooling temperatures.
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(a) Amorphous % (b) HCP %

Figure 5.10: Defect evolution in the additive column under different substrate temper-
atures with an increase in the number of layers depicting (a) percentage of amorphous
regions and (b) percentage of HCP regions.

Figure 5.9 shows the defect structure for various temperatures of the bed. Only the

defects are shown in this figure (and the FCC structure is hidden). At 400 K and 500

K, most defects are of stacking fault type or grain and twin boundaries. At 600 K and

700 K all these defects are entirely removed. The most amorphous region pertains to

the uncrystalized portion remained on the last layer. This is due to the fact that at

higher cooling temperatures for this thickness system (16a×16a×48a), 500 ps of cool

time is not enough for last layers as the column becomes larger. Therefore, as the

temperature is further increased, the amorphous content significantly increases while

a content of stacking faults remain similar to that of the lower temperatures. Figure

5.10 shows the split between amorphous and HCP–type defects as a function of bed

temperature for different layers. As seen in Figure 5.10(a), the amorphous content

begins to increase from 500 K, going toward the melting point of copper. At 900 K,

as much as a third of the content is fully amorphous and no benefits of slow cooling

rates are seen. Figure 5.10(b) shows that the HCP content increases as the substrate’s

temperature is decreased below 600 K towards the room temperature. Thus, two

mechanisms compete as the bed temperature is raised: (1) the slower cooling rates

leading to lower stacking fault type defects and (2) high energy amorphous content

as one goes closer to the melting point. The interaction between these mechanisms

gives a sweet spot for the temperature of the preheated beds for copper at 600 K.
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Figure 5.11: (left) Inclusion SiS2 and SiC (right) SiS2 as solidified in first layer of Al
matrix after cooling down (Vf = 2.76% for SiS2 and Vf = 2.88% for SiC)

5.3.3 Effect of inclusions

In this section, the effect of inclusions on atomistic scale defect evolution is studied.

It is known that the use of high temperature stable, soft inclusions lead to improved

toughness in the final structure, for example, multi-component oxide, oxy-sulfide or

sulfide inclusions in iron welds [210]. Two types of inclusions are chosen in this

study: a soft inclusion (silicon disulfide, having a melting point of 1363 K, and elastic

modulus of 32 GPa) and a hard inclusion (silicon carbide, with the melting point of

3003 K, and elastic modulus of 323 GPa). To simulate inclusions in the melt, the

melting point of the inclusions should be higher than the substrate such that the

inclusion is retained in the melt. Because of the higher melting point of copper (1358

K), an Aluminum substrate (melting point of 933 K) was chosen for this example.

The structure and density of the constituents are additionally listed in Table 5.3.

The consistent valence force field (CVFF) [57] was used for the bonded interactions

of SiS2 and SiC inclusions. Aluminum lattice was modeled using the EAM potential
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as described in [54].

Table 5.3: Crystal properties of Al matrix, SiS2 and SiC inclusions

System Structure Elastic Modulus Melting point Density at RT
Al [211] FCC 70.2 GPa 933 K 2.70 gcm−3

SiS2 [212] Tetragonal 32 GPa 1363 K 2.20 gcm−3

SiC [212] Cubic 323 GPa 3003 K 3.17 gcm−3

Leonard-Jones (LJ) potential [57] is used for non-bonded interaction of S-Al inter-

action for SiS2 inclusion simulations. Al-SiC systems have been studied with Morse

potential for interface fracture [60] and interface properties [61]. The Morse pairwise

interactions energy is computed as follows:

E = Do

[
e−2α(r−ro) − 2e−α(r−ro)

]
r < rc (5.2)

where, r is the distance between two particles, and the cut-off distance rc = 10

Å. Other parameters for the Al-Si and Al-C non–bonded interactions using Morse

potential, were originally obtained by Zhao et al. [3] and are summarized in Table

5.4. The LJ potential is similar in behavior to the Morse potential at the equilibrium

distance but deviates as the distance between atoms gets shorter. Morse potential

is primarily designed to avoid the singularity of the LJ potential as the interatomic

distance goes to zero. This improves the system dynamics in cases where atomic

collisions are expected, however, the equilibrium structure is expected to be similar.

Table 5.4: Values of the Morse potential parameters obtained by applying an inverse
method to ab initio data [3].

Pair Parameter Value
Do 0.4824 eV

Al-Si α 1.322 Å−1

ro 2.92 Å
Do 0.4691 eV

Al-C α 1.738 Å−1

ro 2.246 Å
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First, the equilibrated density of pure Al at 1100 K is obtained by running NPT

simulation at 1 bar pressure conditions and the density was observed to stabilize

at ρliquid = 2.297 gcm−3. Each layer of this melt density at 1100 K was added to

the additive column. To insert the inclusion, atoms in the amorphous layer (with a

volume equivalent to the volume and shape of the inclusion) are carved out by deletion

from this melt pool layer. The melt with inclusion is again equilibrated at 1100 K

at which point Aluminum melts while the inclusion is retained. The same process as

explained in the ’methods’ section is repeated for modeling sequential addition of the

melt. The system is cooled to room temperature with a cooling time of 100 ps. An

Al 16a× 16a× 16a thickness system is chosen for this study and a single inclusion is

added at each layer. Fig 5.11 depicts the inclusions SiS2 and SiC in the first layer of

solidified Al melt after cooling down. Volume fractions of the inclusion for the two

cases studied are similar with Vf = 2.76% for SiS2 and Vf = 2.88% for SiC inclusion.

1 2 3 4 5 6
60

70

80

90

Al

Al+SiS
2

Al+SiC

(a) FCC %

FCC HCP Amorphous BCC

Cooling time = 100ps

L0 L1 L2 L3 L4 L5 L6

Al+SiC

Al+SiS2

Al-pure

Layer deposited

(b) CNA snapshots

Figure 5.12: (a) FCC percentage evolution as a function of the deposited number
of layers for pure Al compared against Al with two inclusions studied here and (b)
defect snapshots after deposition of six layers for 16a layer thickness.

Figure 5.12a shows the influence of the soft (SiS2) and the hard (SiC) inclusion on

defect evolution as compared to a process with pure Al. The soft inclusion showed

the lowest defect percentage and the hard inclusion showed a significant amount of

defects. Figure 5.12b depicts the defect structure after the sixth melt layer is cooled.

Pure Al forms a polycrystalline structure with grain boundaries (amorphous vertical
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regions) under these conditions with a few retained stacking faults. The soft inclusion

results in the retention of the single crystal orientation and the stacking faults are

eliminated.

Solidification velocities of the pure Al and Al with SiS2 are found to be similar,

showing that the SiS2 inclusion does not inhibit or enhance solidification front speeds.

However, it partially shields interaction between the competing solidification fronts.

On the other hand, solidification fronts move much slower in the case of a harder SiC

inclusion. In this case, large amorphous regions are formed around the precipitate.

This amorphous region is seen at layers 5 and 6 in Figure 5.12b (bottom) but also

formed when layers 1 to 4 were added. These regions subsequently reformed into a

twinned region emanating from the precipitate (as seen in layers 2-4). Due to the

lack of defects, the use of softer inclusions in metal powders is worth pursuing in the

future to achieve products with improved fracture properties.

5.4 Conclusions

In this work, we use molecular dynamics simulations to systematically model a

nanoscale additive column to investigate the influence of layer thickness, cooling time,

target cooling temperature, and alloy inclusions on the final defect structure. Such

simulations, although idealizing a very complex additive manufacturing process, can

capture the non–equilibrium physics at the nanoscale that leads to the formation of

defect structures. It is found that the percentage of the defect–free content of copper

converges when a sufficient number of layers are added. The solidification is primarily

seen to proceed along two directions for an added molten layer. The molten layer in

contact with the cooler lattice has a fast solidification front that competes with the

slower solidification front starting from the top of the melt layer. The defect structure

formed strongly depends on the interactions between these competing solidification

fronts. The key takeaways from these simulations are as follows:
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• A lower cooling rate leads to a reduction in defects, however, the benefits di-

minish below a critical rate as stable dislocation defects form that cannot be

further eliminated.

• Up to a critical layer thickness, the defect–free single crystals are obtained as

the faster solidification front reaches the top of the melt pool before the stable

formation of the slower front from the top.

• As the thickness of the molten layer increases beyond a critical thickness, grain

boundaries emerge and a polycrystalline structure is formed. The grain sizes

typically increase with the layer thickness. However, for the large melt thick-

nesses, the amorphous regions of high dislocation densities are formed as the

solidification fronts interact with more differentiated homogeneous nuclei. These

regions subsequently reform to create smaller sub–grains.

• The defect content can be significantly reduced by raising the temperature of

the powder bed to a critical temperature. At low bed temperatures, the faster

cooling rates lead to significant dislocation defects. At higher temperatures,

the cooling rates are lower leading to a lower dislocation content. However,

higher temperatures also lead to an increase in amorphous content. There is a

critical value of temperature that balances both the dislocation defects and the

amorphous content.

• Finally, the effect of added soft inclusion (SiS2) and a hard inclusion (SiC) on

the defect structure in Aluminum is studied. SiC inclusion significantly slows

down the solidification front leading to retained defect structure. However, the

addition of SiS2 does not modify the solidification velocity compared to pure

Al. Additionally, the presence of SiS2 is seen to reduce defect content compared

to the pure metal.
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The presented results are an initial step towards a computational understanding of

the additive process parameter–crystal structure relationship in a non–equilibrium

setting. This study can be improved by considering the effect of actual laser heating

profiles, surface cooling in a non–vacuum environment, and the interaction of melt

pools. The methodology can also be used to model the evolution of residual stresses

in the unit cell as a function of process parameters and simulate the stress–strain

response after processing. A critical advantage of a first principle approach is that

the simulations can be used to perform alloy design, as the preliminary inclusion case

presented here, but with improved modeling of formation and dispersion of multiple

inclusions.
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CHAPTER VI

Conclusions and Future Work

6.1 Summary

In this thesis, we employed molecular dynamics (MD) simulations to investigate the

structure, dynamics, and properties of three distinct material classes: vitrimers,

semicrystalline polymers, and metals. By leveraging MD simulations, which offer

valuable insights when experimental data is limited, we aimed to uncover underlying

mechanisms and predict macroscopic responses in these materials.

Vitrimers, designed to address the non-recyclability of thermoset plastics, feature dy-

namic cross-links that impart malleability under thermal stimuli. However, a lack

of understanding regarding their mechanical behavior has hindered their aerospace

applications. Our research utilized MD simulations to gain insights into the ther-

momechanical response of vitrimers. We developed a novel capability to simulate

dynamic cross-linking reactions under various thermomechanical loading conditions

using a topological reaction scheme. Additionally, we demonstrated the molecular-

level healing of damaged vitrimer systems. The outcomes of this work enable the

development of innovative computational techniques to model the intricate interplay

between chemistry and mechanics in vitrimers, establish links between the evolution

of thermomechanical properties and molecular mechanisms, and deepen our under-

standing of the molecular-scale creep behavior of vitrimers, which is challenging to
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characterize experimentally.

Another focus of our research was the simulation of twisted and coiled polymer ac-

tuators (TCPA) based on semicrystalline polymers. TCPAs leverage the thermal

expansion mismatch between their amorphous and crystalline phases, enabling signif-

icant actuation strokes. Through all-atom MD simulations, we explored the thermal

behavior of these phases, determining their coefficients of thermal expansion (CTE)

and glass-transition temperature. Leveraging this data, we developed a finite element

model for TCPAs and validated it against experimental results. The model allowed us

to investigate the effects of parameters such as chirality, twist angle, and anisotropy

on actuation performance. We found that the CTE mismatch played a dominant role

in achieving large actuation, while the elasticity tensor had a minor influence. This

comprehensive study enhances our understanding of the underlying physics of TCPAs

and presents avenues for optimizing their design and performance.

Lastly, we examined the additive manufacturing (AM) of metal parts, a process in-

volving the gradual modification of solids through the addition of new material layers.

Specifically, we focused on thermally-enabled metal additive manufacturing (MAM),

which involves rapid heating of powder beds, generating large thermal gradients,

followed by high cooling rates of small material volumes. Nanoscale atomistic simu-

lations were employed to model the MAM process and establish correlations between

process parameters and material properties. We observed that raising the tempera-

ture of the powder bed to a critical level significantly reduced defect content. Fur-

thermore, we demonstrated the capability of our simulations to perform alloy design,

exemplified by the study of the effect of adding hard and soft inclusions on defect

structure.
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6.2 Future work directions

This thesis showcases the power of MD simulations in investigating the intricate be-

havior of materials. Our findings contribute to the development of computational

techniques for modeling the complex interplay between chemistry and mechanics in

vitrimers, elucidate the molecular mechanisms underlying the thermomechanical re-

sponse of materials, enhance our understanding of TCPAs and their optimization,

and provide valuable insights into the additive manufacturing of metal parts. Ulti-

mately, the goal of such simulations is to provide physics based principles to guide

design optimization of materials [213, 214, 215].

6.2.1 Vitrimers

While this thesis has made significant strides in understanding the behavior of vit-

rimers, there are several exciting avenues for further exploration. One important

aspect to investigate is the effect of surface morphology on the healing process.

Specifically, it would be valuable to study how notches or cracks in vitrimer ma-

terials can heal under thermal loads (shown in Figure 6.1). Initial simulations have

shown promising results, revealing crack tip blunting as a healing mechanism. By

conducting more in-depth simulations, we can gain insights into the dynamics and

mechanisms involved in the healing process and quantify the extent to which different

surface features affect healing efficiency.

Furthermore, an intriguing area of future research involves explicitly simulating the

effects of catalysts on the healing behavior of vitrimers. Catalysts play a crucial

role in promoting cross-linking reactions and enhancing healing capabilities. By in-

corporating catalysts into our MD simulations [216], we can examine their influence

on the healing kinetics and assess their effectiveness in facilitating the restoration of

mechanical properties in damaged vitrimer systems.

Additionally, the effects of additives that can prevent creep in vitrimers present an
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Figure 6.1: Vitrimer monomers structures (DGEBA+2AFD) and its repeated unit-
cell, and a V-notch system prepared to probe into its healing behavior

interesting avenue for future investigation. MD simulations provide a powerful tool to

explore the impact of different additives on the creep behavior of vitrimer materials.

By systematically introducing various additives and characterizing their interactions

at the molecular level, we can gain insights into the mechanisms through which they

hinder creep and potentially identify novel additives with enhanced creep resistance.

Another intriguing approach to prevent creep in vitrimers is the incorporation of per-

manent bonds within the material structure. By introducing a certain level of per-

manent bonding, we can explore how it influences the mechanical behavior and creep

resistance of vitrimers. MD simulations offer a means to investigate the molecular-

scale effects of permanent bonds and determine their optimal concentration and dis-

tribution within the material to achieve the desired mechanical properties.

6.2.2 Semi–Crystalline Polymers

In this thesis, we have developed a computational model for twisted and coiled poly-

mer actuators (TCPAs) that can capture their nonlinear thermo-mechanical behavior

and predict their actuation performance under various loading conditions. The model

can also be used to optimize the design parameters of TCPAs and explore their po-
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tential applications in smart materials, soft robotics, and artificial muscles. However,

there are still some limitations and challenges that need to be addressed in future

work.

One area of interest is simulating the drawing process of fibers and studying the

behavior of the coefficient of thermal expansion (CTE) using molecular dynamics

(MD) simulations. By capturing the intricate molecular-level interactions and struc-

tural changes during the drawing process, MD simulations can offer valuable insights

into the resulting mechanical and thermal properties of the fibers. Investigating

the CTE behavior of these fibers would provide crucial information for applications

where dimensional stability is critical. By correlating the molecular-level dynamics

with macroscopic properties, it becomes possible to optimize the drawing process and

tailor the fibers’ thermal response to specific requirements.

Another important direction for future research involves understanding the elastic

properties of multiphase semicrystalline polymers. In the present thesis, each phase

was modeled separately, focusing on their individual thermal behaviors. However, the

interactions between the crystalline and amorphous phases can significantly impact

the overall mechanical properties. To capture these effects, a combined nano-scale

structure can be constructed, considering the influence of the two phases on each

other’s thermomechanical behavior. For instance, the extent of the crystalline phase

can influence the glass-transition behavior of the amorphous phase. By developing

a more detailed all-atom model that incorporates the interactions between phases,

it becomes possible to establish a comprehensive structure-properties relationship,

enabling the tailoring of the drawing process of precursor fibers to achieve desired

property metrics.

Moreover, it would be beneficial to explore the impact of processing conditions on the

formation and arrangement of crystalline domains in semicrystalline polymers. By

systematically varying the processing parameters, such as cooling rate, pressure, and
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annealing conditions, it becomes possible to investigate the resulting microstructure

and its influence on the material’s mechanical and thermal properties. MD simula-

tions can provide insights into the molecular-scale mechanisms governing the forma-

tion of crystalline domains and their organization, leading to a better understanding

of structure-property relationships and guiding the optimization of processing condi-

tions for desired material properties.

Furthermore, the incorporation of more complex and realistic models, such as non-

equilibrium or non-linear approaches, can offer deeper insights into the behavior of

semicrystalline polymers under various loading conditions. These advanced models

can capture the non-linear stress-strain behavior, time-dependent responses, and large

deformation characteristics of the material, allowing for a more accurate representa-

tion of its mechanical properties. Additionally, the current model can be coupled

with an electro-thermal heating model in a finite element framework to simulate the

actuation behavior in multi-physics settings in ABAQUS/CAE.

6.2.3 Metal additive manufacturing

The results presented in this thesis represent an initial step towards comprehend-

ing the relationship between additive process parameters and crystal structure in a

non-equilibrium setting. However, there are several avenues for further improvement

and exploration. One area that warrants further investigation is the consideration of

actual laser heating profiles during the additive manufacturing process [217]. The cur-

rent study assumes idealized heating conditions, but in reality, the laser heat source

may exhibit non-uniform profiles. Incorporating realistic laser heating profiles into

the simulations would provide a more accurate representation of the thermal gradients

and temperature distribution, allowing for a better understanding of their impact on

the material’s microstructure and mechanical properties.
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Additionally, the influence of surface cooling in a non-vacuum environment is an essen-

tial aspect to consider. During additive manufacturing, rapid cooling of the material

occurs due to heat dissipation to the surrounding environment. By incorporating the

effects of surface cooling into the simulations, we can gain insights into the result-

ing microstructural evolution and potentially identify strategies to optimize cooling

conditions for improved material properties. Another important direction for future

research involves the interaction of melt pools during the additive manufacturing pro-

cess. In a multi-layered deposition, successive melt pools can influence each other,

affecting the final microstructure and mechanical properties [218, 219]. Investigating

the interaction of melt pools through advanced simulation techniques would provide

valuable insights into the thermal history and solidification behavior of the material,

leading to a more accurate representation of the additive manufacturing process.

The methodology presented in this thesis can be extended to model the evolution

of residual stresses in the unit cell as a function of process parameters. Residual

stresses can significantly influence the material’s mechanical behavior and stability.

By simulating the development of residual stresses and their distribution within the

material, we can gain insights into their origins and devise strategies to mitigate their

detrimental effects. The deformation response in polycrystalline state is dominated

by mechanisms such as slip, twin [220, 221, 222] and their interactions with grain

boundaries [223, 224], and associated size effects [225, 226]. To better understand

the role of processing on the mechanical behavior, MD simulations of the simulated

volumes can be performed to provide valuable information to deformation models at

higher length scales [227]. By subjecting the simulated material to various mechan-

ical tests, such as tensile or compression tests [228], we can analyze its stress-strain

behavior and validate the computational predictions against experimental data.
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In terms of alloy design, the preliminary inclusion case presented in this thesis can

be expanded to include improved modeling of the formation and dispersion of multi-

ple inclusions and their role on mechanical response [229]. This would enable more

comprehensive investigations into the effects of various inclusion types, sizes, and

distributions on the material’s defect structure, mechanical properties, and perfor-

mance. To further enhance the accuracy of simulations, the actual effect of the laser

on the melting process should be considered. This involves simulating laser-matter

interactions using ab-initio molecular dynamics (MD) simulations. Figure 6.2 shows

a schematic of the laser-matter interaction model, and by employing ab-initio MD, we

can study the laser absorptivity of different materials, which is a crucial property for

computational simulations at the macroscale. We have conducted some of preliminary

studies where we looked at the absorptivity spectra of pure metals and alloys. Lastly,

the use of advanced simulation techniques, such as tight-binding density functional

theory (DFT) or machine-learned potentials [230], holds promise for simulating more

complex materials, including high entropy alloys. Exploring these techniques would

allow for a deeper understanding of the behavior and properties of such materials

under additive manufacturing conditions.
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Figure 6.2: Schematic of a laser-matter interaction where the laser is modeled as an
electromagnetic field pulse interacting with the electrons in the lattice
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APPENDIX A

Vitrimer Model with dynamics reactions capability

A.1 Reactions in MD simulations

Figure A.1 shows the schematic of a cutoff and probability-based algorithm which

identifies a reaction site based on a user input template and modifies the bonding

and neighboring atoms as per user specification. The bonding can have two bonding

atoms only in one reaction, but the user can add any number of reactions.

A.2 Curing of Vitrimer

The vitrimer simulation box is filled with THE monomer mixture and then the curing

of the system is performed using bond/react algorithm in LAMMPS[76, 77]. The

epoxide ring opening reaction is not modeled, instead an open ring with a hydroxy

group attached in the DGEBA unit is modeled direction for the curing process. To

carry out the polymerization, the primary and secondary amine reactions are modeled.

The pre and post reaction template for the primary and secondary reactions are shown

in Figure A.2(a) and A.2(b), respectively.
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Figure A.1: Using probability of the reaction in the bond/react algorithm for curing
dynamic bond exchange reactions in LAMMPS

Cross-linking of the neat vitrimer and vitrimer/CNT nanocomposite are shown in

Figure A.3 and A.4, respectively.

A.3 Annealing protocol

To obtain an equilibrated density of the cured mixture, we heat (600K) and cool

(1K) at 1 bar of pressure under NPT simulations for 50ps and repeat this cycle until

the density of the annealed vitrimer is converged. Converged density plots for neat

vitrimer and vitrimer/CNT nanocomposite are Shown in Figure A.5(a) and A.5(b),

respectively.
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Figure A.2: Reaction template for (a) primary amine and (b) secondary amine reac-
tions in the vitrimer curing

Figure A.3: Crosslinking vs. time during the curing process of neat vitrimer
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Figure A.4: Crosslinking vs. time during the curing process of vitrimer/CNT
nanocomposite
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Figure A.5: Density convergence of the cured (a) neat vitrimer and (b) vitrimer/CNT
nanocomposite under annealing
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Fatma Göktepe, et al. Artificial muscles from fishing line and sewing thread.
science, 343(6173):868–872, 2014.

[32] Carter S Haines, Na Li, Geoffrey M Spinks, Ali E Aliev, Jiangtao Di, and
Ray H Baughman. New twist on artificial muscles. Proceedings of the National
Academy of Sciences, 113(42):11709–11716, 2016.

[33] Lawrence E Murr, Sara M Gaytan, Diana A Ramirez, Edwin Martinez, Jen-
nifer Hernandez, Krista N Amato, Patrick W Shindo, Francisco R Medina, and
Ryan B Wicker. Metal fabrication by additive manufacturing using laser and
electron beam melting technologies. Journal of Materials Science & Technology,
28(1):1–14, 2012.

[34] Dirk Herzog, Vanessa Seyda, Eric Wycisk, and Claus Emmelmann. Additive
manufacturing of metals. Acta Materialia, 117:371–392, sep 2016.

[35] Amit Bandyopadhyay, Yanning Zhang, and Susmita Bose. Recent developments
in metal additive manufacturing. Current Opinion in Chemical Engineering,
28:96–104, 2020.

122



[36] Chi Zhang, Fei Chen, Zhifeng Huang, Mingyong Jia, Guiyi Chen, Yongqiang
Ye, Yaojun Lin, Wei Liu, Bingqing Chen, Qiang Shen, Lianmeng Zhang, and
Enrique J. Lavernia. Additive manufacturing of functionally graded materials:
A review. Materials Science and Engineering A, 764:138209, sep 2019.

[37] Raeann VanSickle, David Foehring, Huck Beng Chew, and John Lambros.
Microstructure effects on fatigue crack growth in additively manufactured
Ti–6Al–4V. Materials Science and Engineering A, 795:139993, sep 2020.

[38] P. Bajaj, A. Hariharan, A. Kini, P. Kürnsteiner, D. Raabe, and E. A. Jägle.
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Freitas, and Evan J Reed. Transferable kinetic monte carlo models with thou-
sands of reactions learned from molecular dynamics simulations. The Journal
of Physical Chemistry A, 123(9):1874–1881, 2019.

[79] Matthew K Mcbride, Brady T Worrell, Tobin Brown, Lewis M Cox, Nancy
Sowan, Chen Wang, Maciej Podgorski, Alina M Martinez, and Christopher N
Bowman. Enabling Applications of Covalent Adaptable Networks. Annu. Rev.
Chem. Biomol. Eng, 10:175–198, 2019.

[80] Wim Denissen, Johan M Winne, and Filip E Du Prez. Vitrimers: permanent
organic networks with glass-like fluidity. Chem. sci., 7(1):30–38, 2016.

[81] Lingqiao Li, Xi Chen, Kailong Jin, and John M. Torkelson. Vitrimers Designed
Both to Strongly Suppress Creep and to Recover Original Cross-Link Density
after Reprocessing: Quantitative Theory and Experiments. Macromolecules,
51(15):5537–5546, aug 2018.

[82] Stijn Billiet, Kevin De Bruycker, Frank Driessen, Hannelore Goossens,
Veronique Van Speybroeck, Johan M Winne, and Filip E Du Prez. Triazoline-
diones enable ultrafast and reversible click chemistry for the design of dynamic
polymer systems. Nat. chem., 6(9):815, 2014.

126



[83] Wim Denissen, Guadalupe Rivero, Renaud Nicolaÿ, Ludwik Leibler, Johan M
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