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Abstract
The evolution of texture during different mechanical processes is an integral part of Integrated Computational Materials 
Engineering (ICME) of metals and alloys. In the present work, PRISMS-Plasticity TM, an open-source rapid texture evolution 
analysis pipeline, based on the Taylor model is integrated into the open-source crystal plasticity software, PRISMS-Plasticity. 
However, unlike PRISMS-Plasticity, the pipeline does not involve any finite element solver. The Taylor-type crystal plasticity 
model is used to capture the evolution of texture. The pipeline aims to significantly minimize the cost of texture evolution 
simulations, so one can use the framework along with data-driven ICME design methods and generate high-throughput data 
with low costs for general analysis or machine learning applications. All the rate-independent and rate-dependent crystal 
plasticity models available in the Materials library of PRISMS-Plasticity can be used in the pipeline. The models can cap-
ture extension twinning as an important deformation mechanism in alloys with hexagonal close-packed crystal structures. 
The PRISMS-Plasticity TM pipeline is efficiently integrated with experimental characterization techniques such as electron 
backscatter diffraction (EBSD), and these pipelines use other open-source software packages such as DREAM.3D where 
appropriate. In addition, the PRISMS-Plasticity TM results are integrated with the PRISMS Center Materials Commons 
information repository. In this investigation, three different examples of texture evolution in a polycrystalline OFHC copper, 
extruded Mg alloy ZK60A, and an aluminum alloy 7075-T6 are presented to show the capability of PRISMS-Plasticity TM. 
The pipeline can take advantage of the parallel performance of PRISMS-Plasticity and scales exceptionally well for large 
problems running on multiple processors. The computational efficiency of this tool can be used to build large databases for 
use in machine learning applications. Such a large dataset is established containing process–microstructure relationships 
of 7075-T6 Al. The extracted data is visualized in 2-D latent space using an unsupervised machine learning model called 
the variational autoencoder (VAE). The trained VAE model is used to identify economical process sequences which lead 
to desired properties.
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Introduction

Various processes have been used to design alloys with supe-
rior properties. Polycrystalline metals and alloys consist of 
thousands of grains each having a specific orientation. The 
distribution of these crystallographic orientations, which is 
commonly known as the texture, is an important property 

of a material sample that can define its response to differ-
ent loading conditions. Accordingly, the material can be 
designed to exhibit the target properties by modifying the 
texture using specific and sometimes complex mechanical 
processes (e.g., cross-rolling, or forging of extruded billets). 
Rapid analysis of the texture evolution for different loading 
processes can be an integral part of any Integrated Compu-
tational Materials Engineering (ICME) frameworks in the 
design of new structural alloys and forming processes. Vari-
ous combinations of processes can be investigated to find out 
the process combination which leads to the target perfor-
mance. Accordingly, the efficiency and cost of each texture 
evolution simulation is an important consideration especially 
during the initial search over the entire process space.
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Crystal plasticity is a common tool to capture texture evo-
lution during different loadings. Different crystal plasticity 
schemes have been developed to capture the response of 
metals and alloys including Taylor model [1], modified Tay-
lor model including relaxation [2–4], cluster models such as 
LAMEL [5, 6], GIA [7, 8], and RGC [9], viscoplastic self-
consistent (VPSC) models [10], elastic–rigid–plastic self-
consistent (EPSC) models [11], elastic–viscoplastic self-
consistent (EVPSC) models [12], spectral finite elements 
schemes using fast Fourier transform [13, 14], and crystal 
plasticity finite elements method (CPFEM) [15]. Depend-
ing on the target of the crystal plasticity simulation, each of 
these methods could be efficient. The simplest model and 
fastest is the Taylor model [1]. Using the Taylor model, it is 
possible to neglect the elastic part of the response to increase 
the speed of the framework. However, this assumption will 
introduce errors in the very common situation in which the 
material design process includes unloading or changes in 
the loading path. Accordingly, one should include elastic 
deformation in the Taylor model to cover all potential load-
ing patterns. VPSC [10] is another efficient model that can 
be used to model polycrystalline samples. However, the 
VPSC artificially predicts a discontinuous response in the 
cases of unloading or change in the loading paths since it 
does not include the elastic deformation. An alternative is 
to use EVPSC models [12] which can provide more accu-
rate response compared Taylor model. EVPSC is compu-
tationally more expensive compared to the Taylor model. 
CPFEM is the most computationally costly method, but it 
is able to address complex aims such as the effect of the 
grain neighborhood, complex boundary conditions, and 
voids and porosity. In the initial phase of process design 
to reach a target performance, the cost of the simulation is 
very critical since a variety of process combinations should 
be investigated. Using a complex method like CPFE is not 
practical at this stage. The best practice is to narrow down 
the process design space using the fastest crystal plasticity 
scheme which is the Taylor model. At a later stage, one can 
use the CPFE to study more advanced properties such as 
defects, neighborhood, and dislocation density evolution. In 
addition, for the very high strains found in many manufac-
turing processes, the Taylor-type model does not face the 
convergence issues which are a common problem within 
finite element (FE) frameworks.

Machine learning (ML) techniques have been employed 
in different aspects of materials science and engineering 
[16]. ML frameworks have been developed to capture the 
process–microstructure–property in different applications 
such as additive manufacturing [17–19], processing path 
design [20], continuum materials mechanics [21], free 
energy calculations [22], and fracture mechanics [23]. Inde-
pendent of the ML applications, it is necessary to acquire 
a large enough dataset to train and validate the framework. 

Accordingly, high throughput data generation is an integral 
part of any ML framework. One of the recent applications of 
ML is manufacturing process path design. Components may 
undergo many complex processes to reach the target per-
formance. Designing such complex process paths requires 
significant resources. ML can narrow down the options for 
multiple process designs by providing input to the designers. 
A rapid and parallel texture evolution analysis pipeline can 
be effectively integrated with ML frameworks to investigate 
complex process paths.

In the current work, PRISMS-Plasticity TM, an open-
source pipeline, is integrated into the open-source CPFE 
software PRISMS-Plasticity [15] to rapidly capture and 
analyze the texture evolution of metallic samples subjected 
to mechanical processes. This pipeline can efficiently gen-
erate high-throughput data for ML applications applied to 
the process–microstructure–property problem. PRISMS-
Plasticity is an open-source CPFE software that has been 
used for many applications including the multiscale twin-
ning–detwinning model Mg alloys [24], capturing the 
deformation mechanisms extracted from the high energy 
diffraction microscopy (HEDM) experiment [25], effects 
of heat treatment on the response of WE43 Mg alloy [26], 
investigation of the twin and strain maps in WE43 and Mg-
4Al Mg alloys extracted from SEM-DIC experiment [27, 
28], and microstructural fatigue analysis [29–32]. Although 
PRISMS-Plasticity is a very efficient software and it scales 
well for multi-thread simulations, it is not feasible for a 
global search of different process combinations to optimize 
the specific response of metals and alloys. Incorporation of 
PRISMS-Plasticity TM into the PRISMS-Plasticity frame-
work enables consistent and efficient use of materials model 
in both simple Taylor model simulations as well as more 
complex CPFE simulations. In addition, all the features 
available in PRISMS-Plasticity are available for use with 
PRISMS-Plasticity TM. In the pipeline described here, no 
FE simulation is required to capture the texture evolution. 
The current framework incorporates Taylor-type crystal 
plasticity models to minimize the cost of texture evolution 
analysis and is also able to reach very high strains. The 
updated orientations are passed to the MATLAB toolbox 
MTEX [33] to plot the pole figures, and the postprocess-
ing MATLAB scripts are provided as a part of the pipeline. 
Both rate-independent and rate-dependent crystal plastic-
ity models available in the Materials library of PRISMS-
Plasticity can be used in the TM pipeline. In the case of 
many metals and alloys with hexagonal close-packed crystal 
structures, extension twinning occurs as an important defor-
mation mechanism in addition to the general plastic slip. 
Twinning is commonly captured in crystal plasticity models 
as polar pseudo-slip systems [34]. Several twinning models 
have been developed and used in different crystal plasticity 
frameworks, which was reviewed by Yaghoobi et al. [34]. 
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Extension twinning is modeled in PRISMS-Plasticity TM 
using the predominant twin reorientation scheme (PTR) 
scheme in which the grain is entirely reorientated accord-
ing to the most active twin pseudo-system when it reaches 
a certain threshold [35]. The PRISMS-Plasticity TM pipe-
line is integrated with experimental characterization tech-
niques such as electron backscatter diffraction (EBSD) using 
DREAM.3D [36] and MTEX toolbox [33].

As an important step for data availability, reusability, and 
reproducibility, the pipeline results are integrated with the 
PRISMS Center Materials Commons information repository. 
The texture evolution is simulated in polycrystalline OFHC 
copper, extruded ZK60A Mg alloy, and 7075-T6 Al alloy. 
Both strong-scaling and weak-scaling are investigated for 
the PRISMS-Plasticity TM, which shows that the pipeline 
scales very well with the number of processors and problem 
size. Finally, an application of the improved computational 
efficiency of this method coupled with a ML framework is 
demonstrated by investigating the process–microstructure 
space of polycrystalline Al alloy subjected to combinatorial 
complexity of a three-stage deformation process. A vari-
ational autoencoder is incorporated to visualize the data in 
2-D latent space. As a last step, sequence identification is 
conducted for the trained ML model to predict sequences 
that result in similar properties.

Crystal Plasticity Model

A new rapid texture evolution pipeline is presented as a part 
of PRISMS-Plasticity software [15] which incorporates the 
Taylor-type crystal plasticity model. The core assumption of 
the model is that all grains within a sample will sustain the 
same deformation gradient tensor � independent of their ori-
entation. The plastic and elastic deformation gradient tensors 
within each grain, however, evolve differently depending on 
their orientation, following the multiplicative decomposition 
as below (see, e.g., [37, 38]):

where �e and �p are elastic and plastic deformation gradient 
tensors, respectively. The velocity gradient tensor can be 
defined as follows:

Accordingly, the total velocity gradient tensor can be 
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which �p is the isoclinic intermediate configuration can be 
obtained by compiling the shearing rates of different slip 
systems as follows:

where 𝛾̇𝛼 and �� are the shearing rate and resolved shear 
stress, respectively, and �� is the Schmid tensor in the inter-
mediate configuration corresponding to the �th slip/twin sys-
tem. The resolved shear stress on �th slip/twin system can be 
obtained using the Cauchy stress tensor � as below:

The governing equation of crystal plasticity models can 
be defined as rate-independent or rate-dependent. In the 
case of former one, a yield surface is defined for �th slip/
twin system using the resolved shear stress �� and slip 
resistance s� as follows:

In the case of the rate-dependent model, the flow rule 
can be defined as follows:

where �� is the back stress for �th slip/twin system, and 𝛾̇0 
and m are the reference shearing rate and inverse strain rate 
sensitivity exponent, respectively.

Isotropic hardening is included for both rate-independ-
ent and rate-dependent crystal plasticity formulations as 
follows:

where h�� is the hardening moduli and can be defined as 
follows:
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s
 are the latent hardening ratio, initial hard-
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rate-dependent crystal plasticity model and is evolved using 
a two-term back stress Ohno–Wang type as follows:

where ri and hi are the material constants, bi = hi∕ri , and mi 
governs the dynamic recovery.

In order to capture the evolution of grain orientation, 
the elastic rotation tensor �e should be obtained. To do so, 
the elastic deformation gradient �e can be decomposed as 
follows:

where �e is the elastic material stretch tensor. Calculation 
of �e from Eq. (11) can then become an eigenvalue problem 
[39]. The elastic asymmetric spin tensor �e can be obtained 
from �e as follows:

The orientation of each grain can then be updated by 
incrementally integrating Eq.  (12) for each simulation 
increment.

The homogenized Cauchy stress tensor of the sample �H 
can be obtained by averaging of the Cauchy stress tensors 
for each grain as follows:

where �k and �k are the kth grain volume and Cauchy 
stress tensor, respectively, I is the total number of grains, 
and W  is the total sample volume which can be defined as 
W =

∑I

k=1
�
k.

The final aspect of the model is to capture grain reori-
entation due to twinning which is especially important in 
hcp metals and alloys. In the current framework, the PTR 
scheme developed by Tomé et al. [35] is incorporated to 
capture twinning. The twinning is modeled as pseudo-slip 
system, and the nominal twin volume fraction for kth twin 
system, i.e., f k∗

tw
 , can be evolved as follows:

where S is the characteristic twin shear strain. According 
to the PTR scheme, when f k∗

tw
 for any twin system becomes 

larger than a specific threshold of FT , the grain will be reori-
ented according to that twin system. The threshold FT can 
be defined as follows [15, 35]:
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where FE is the total reoriented twin volume within the 
sample and FR is the total nominal twin volume fraction 
within the sample.

After the grain is reoriented due to twinning, one cannot 
use the converged elastic and plastic deformation gradient 
tensor for the last increment as the starting values. This is 
because those computed state variables will not be consist-
ent with the reoriented grain orientation. Accordingly, right 
after the reorientation, both plastic and elastic deformation 
gradient tensors are reset to the identity matrix, and the total 
deformation history is applied on that grain to reach a new 
state of strain and stress which is consistent with the new 
grain orientation.

It is worth mentioning that all the constitutive model cal-
culations are performed within the sample frame. Accord-
ingly, at the end of constitutive model calculations, no more 
transformation is required since we are already within the 
sample frame. This requires the transformation of the elastic 
stiffness tensor and Schmid tensor from the crystal frame 
to the sample frame at the start of each increment using the 
grain orientations.

Software Structure

The new rapid texture evolution analysis PRISMS-Plasticity 
TM pipeline is integrated as a part of the PRISMS-Plasticity 
software. The inputs include the microstructure, material 
models, and applied boundary conditions, while the outputs 
include grain-level stress and strain tensors, slip activities, 
and updated orientations.

The microstructure of the sample is the first input. This 
includes the list of orientations for each grain using Rod-
rigues vector representation. Since the PRISMS-Plasticity 
framework is used here, a grain ID list should be gener-
ated as well. The Taylor-type simulation does not, however, 
include any grain neighborhoods and thus any form of grain 
ID list is acceptable. The Dream.3D pipeline is available 
within the package and can be used to generate the required 
starting microstructure from input EBSD microstructures or 
synthetic microstructures.

All the material constants should be provided in the 
input file. This includes the number of slip/twin systems, 
initial slip resistances, isotropic and kinematic hardening 
parameters, latent hardening coefficients, crystallographic 
information of slip/twin normal and directions, reference 
shearing rate and inverse strain rate sensitivity exponent, 

(15)FT = A + B
FE

FR
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characteristic twin shear strain, twinning threshold param-
eters, and numerical integration parameters of the crystal 
plasticity model. The final input data are the applied bound-
ary conditions. The boundary condition is defined here as 
an applied velocity gradient tensor. One should define the 
total simulation time in which the deformation gradient is 
applied.

The output includes all the grain-level information includ-
ing stress and strain tensors, slip activity, twin volume, and 
updated orientations. How frequently these outputs are to be 
written can be set by the user. Using the grain-level outputs 
along with the corresponding grain sizes, one can extract the 
homogenized values for stress and strain tensors, slip activ-
ity, and twin volume. Also, the outputs can be read using a 
MATLAB script within the package which uses the MTEX 
toolbox to report the updated texture by plotting the updated 
pole figures and inverse pole figures.

The final step links the simulation inputs and outputs to 
Materials Commons as a virtual collaboration space and 
repository. Data can be transferred into Materials Com-
mons in three different ways: (1) uploading using the web-
site GUI, which is suitable for a small file or projects; (2) 
Using Globus which is especially helpful for a large dataset; 
or (3) Using Materials Commons Python Application Pro-
gramming Interfaces (MCAPI) wrapper (prismscpfe_mcapi) 
which automates the integration of texture evolution results. 
prismscpfe_mcapi automatically uploads the simulation 
inputs and outputs into Materials Commons.

Application Examples

Three different examples are solved here to demonstrate the 
capabilities of this texture evolution framework. The first 
example is the evolution of texture during uniaxial compres-
sion of a polycrystalline OFHC copper sample with initial 
random texture. The importance of twinning on the texture 
evolution of Mg alloys is highlighted in the second exam-
ple, in which the evolution of texture in extruded Mg alloy 
ZK60A sample is captured during the uniaxial compression 
along the extrusion direction. In the third example, the cyclic 
response of 7075-T6 Al is captured using the implemented 
back stress formulation. In the following examples, the 
reported true strain tensor �true is obtained as follows:

where t is the simulation time and �BCs is the rate of the 
deformation tensor applied as the boundary conditions as 
the BCs and can be obtained as follows:

(16)�true = ∫
�BCsdt

constant�BCs
→ �true = �BCst

where �BCs is the velocity gradient tensor applied to the 
sample.

Polycrystalline OFHC Copper

The first example is to simulate the texture evolution of 
polycrystalline OFHC copper with random texture during 
uniaxial compression. The crystal plasticity parameters are 
calibrated using as a reference the experimental 
stress–strain response of the OFHC copper sample during 
uniaxial compression reported by Bronkhorst et al. [40]. 
Also, the PRISMS-Plasticity TM predicted response is 
also compared versus the simulation of Anand and Kothari 
[37] for the same material. The sample initially has a ran-
dom texture consisting of 400 grains with equal sizes. The 
rate-dependent crystal plasticity formulation is used here 
with isotropic hardening, and no kinematic hardening is 
i n c o r p o r a t e d  f o r  t h i s  e x a m p l e ,  i . e . , 
h1 = h2 = r1 = r2 = m1 = m2 = 0 . To mimic the uniaxial 
compression along the z-axis, the velocity gradient tensor 
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12
= 124GPa,

andC
44

= 75GPa are incorporated [37]. The crystal plastic-
ity parameters calibrated by Anand and Kothari [37] are 
incorporated here as the starting point, which are 
h�
0
= h0 = 180MPa , s�

0
= s0 = 16MPa , s�

s
= ss = 148MPa , 

and a� = a = 2.25 for all slip systems as described in 
Eq. (7). The latent hardening parameter of q = 1.4 and 
reference shearing rate of 𝛾̇0 = 0.001s−1 are used as recom-
mended in [37]. Finally, the inverse strain rate sensitivity 
exponent of m = 75 is selected for the simulation. The pre-
dicted response by Anand and Kothari [37] overpredicts 
the strength of sample at high strains. Accordingly, the 
crystal plasticity parameters are further calibrated to better 
capture the stress–strain response. The calibrated crystal 
p l a s t i c i t y  p a r a m e t e r s  a r e  h�

0
= h0 = 200MPa  , 

s�
0
= s0 = 16MPa , s�

s
= ss = 129.5MPa , and a� = a = 2 . 

Figure 1 compares the PRISMS-Plasticity TM simulation 
results of OFHC copper sample during uniaxial compres-
sion versus the experimental results of Bronkhorst et al. 
[40] and simulation results of Anand and Kothari [37]. The 
results show that the PRISMS-Plasticity TM results agree 
well with the experimental results of Bronkhorst et al. 
[40]. The simulation takes 6.5 min for a single processor 
on PRISMS Lighthouse cluster. The PRISMS-Plasticity 
TM simulation prediction of the sample texture at the true 
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strains of 99% compressive strain is compared versus the 
experimental results of Bronkhorst et al. [40], as shown in 
Fig.  2. The simulated texture reported by Anand and 
Kothari [37] for the true strain of 100% is also presented 
in Fig. 2. The characteristics of the predicted textures 
agree well with the results presented by Anand and Kothari 
[37] and Bronkhorst et al. [40].

A scaling study was conducted to investigate the parallel 
performance of the PRISMS-Plasticity TM pipeline. In the 
case of strong-scaling, different processor numbers of 2, 4, 
16, and 64 are used to simulate the OFHC copper sample. 
For the scaling study, the assumption of perfect plasticity is 
incorporated. Figure 3b shows that the software scales nearly 
ideally for the number of processors evaluated. A slight per-
formance drop for 64 processors can be attributed to the 
fact that the ratio of (numberofgrains∕numberofprocessors) 
is small for 64 processors. Using 64 processors this 
simulation took approximately 8  s to complete. To 
investigate the weak-scaling, the required simulation 
times for different sample sizes but a similar ratio of 
(numberofgrains∕numberofprocessors) = 400 are presented 
in Fig. 4. The results show almost ideal weak-scaling up to 
the sample with 25,600 grains simulated using 64 proces-
sors. However, the scaling slightly drops for the sample of 
102,400 grains simulated using 256 processors. Compared 
to the CPFE software PRISMS-Plasticity [15], both weak-
scaling and strong-scaling are significantly enhanced for the 
PRISMS-Plasticity TM texture evolution pipeline.

ZK60A Mg Alloy

Extruded Mg alloys frequently exhibit a texture with basal 
poles aligned perpendicular to the extrusion direction [15, 
24, 41]. In materials with this texture, when loaded in com-
pression along the extrusion direction, extension twinning 
plays a key role in sustaining deformation along the hcp 
c-axis. The PRISMS-Plasticity TM with rate-dependent 
crystal plasticity formulation and isotropic hardening is 
incorporated to model the response of extruded ZK60A Mg 
alloy during uniaxial compression and tension along the 
extrusion direction. No kinematic hardening is incorporated 
for this example, i.e., h1 = h2 = r1 = r2 = m1 = m2 = 0 . The 
sample consists of 1080 grains with equal sizes. The 
assumed initial texture of the sample is presented in Fig. 5, 
which shows that the majority of grains have their basal 
poles aligned perpendicular to the extrusion direction. The 
uniaxial compression and tension along the extrusion direc-
tion (z-axis) are modeled using the velocity gradient tensor 
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 are used along with 
an extension twin mode 

��

101̄2
�
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�

 to capture the 
response of ZK60A Mg alloy. The elastic constants of unal-
loyed Mg presented in Table 1 are incorporated here. Similar 
to Qiao et al. [42], the latent hardening parameter of q = 1 is 
used for the crystal plasticity model. The reference shearing 
rate of 𝛾̇0 = 0.001s−1 and inverse strain rate sensitivity expo-
nent of m = 75 are selected. The crystal plasticity parameters 
for ZK60A alloy are calibrated using the experimental 
results reported by Wu [43] for extruded Mg alloy ZK60A 
sample at room temperature during uniaxial compression 
and tension experiments. Table 2 presents the calibrated 
crystal plasticity parameters for slip and twin systems. The 
PTR parameters of A = 0.45 and B = 0 are used to capture 
the reorientation due to extension twinning. These constants 
are calibrated to accurately capture the length of the plateau 
and the steepness of the subsequent strain hardening during 
uniaxial compression test. Figure 6 compares the PRISMS-
Plasticity TM simulation results of extruded ZK60A Mg 
alloy sample during uniaxial compression and tension along 
the extrusion directions versus the experimental results of 
Wu [43]. The PRISMS-Plasticity TM successfully captures 
the responses of sample during both uniaxial tension and 
compression loadings. In order to investigate the observed 
anisotropy in Fig. 5, the evolution of twin volume fraction 
is further investigated in Fig. 7. The results show that the 
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Fig. 1   The predicted stress–strain response of a polycrystalline 
OFHC copper sample during uniaxial compression test obtained by 
PRISMS-Plasticity TM. The results are compared with the experi-
mental results of Bronkhorst et al. [40] and crystal plasticity simula-
tion of Anand and Kothari [37]
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Fig. 2   The final crystallographic 
texture of polycrystalline OFHC 
copper with random initial 
texture: a experimental texture 
after a true strain of − 99% 
reported by Bronkhorst et al. 
[39], b simulated texture after 
a true strain of − 100% reported 
by Anand and Kothari [40] and 
c PRISMS-Plasticity TM simu-
lated texture after a true strain 
of–99% (after Bronkhorst et al. 
[39] and Anand and Kothari 
[40])
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Fig. 3   Strong-scaling computational performance for the PRISMS-
Plasticity TM rapid texture evolution analysis pipeline: a simulation 
wall time versus the number of processors and b actual speedup ver-
sus the ideal speedup for different numbers of processors. A polycrys-

talline copper sample containing 400 grains with random initial tex-
ture subjecting to 100% true compressive strain is investigated in the 
strong-scaling study



	 Integrating Materials and Manufacturing Innovation

1 3

observed anisotropy in Fig. 5 can be attributed to the activa-
tion of twinning during compression loading along the 
extrusion direction while the twin content is negligible dur-
ing the uniaxial tension. The compressive and tensile simu-
lations take 6.6 min and 2.4 min using 64 processors on the 
Stampede2 cluster, respectively.

In the final step, the evolution of basal (0001) pole figures 
of extruded ZK60A Mg alloy during the compression load-
ing along the extrusion direction is investigated, as shown 
in Fig. 8. The twinning deformation mechanism leads to 
an 86.3◦ reorientation of the basal pole which increases the 
basal {0002} peak intensity along the extrusion direction. 
Comparing Fig. 8 with Fig. 7, one can see that the larger 
twin volume fractions correlate with the higher basal {0002} 
peak intensity in the center of the pole figures shown in 
Fig. 8. Also, one can see that the grains with basal poles 
aligned closer to the normal to the loading direction reori-
ent due to twinning at lower strains compared to the ones 
with poles deviating further away from normal to loading 
direction. Almost 73% of the grains are reoriented due to 
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Fig. 4   Weak-scaling computational performance for the rapid tex-
ture evolution analysis pipeline. A polycrystalline copper sam-
ple with random initial texture subjected to 100% true compres-
sive strain is investigated in the weak-scaling study. The ratio of 
(numberofgrains∕numberofprocessors) = 400 is initially selected, 
and the performance is investigated as the number of grains is 
increased to 102,400

Fig. 5   The initial texture of 
the extruded ZK60A Mg alloy 
sample. The loading direction 
is along the extrusion direction, 
which is out of plane of the 
image. The majority of grains 
have their basal poles aligned 
perpendicular to the extrusion 
direction

Table 1   The elastic constants (MPa) of Mg at room temperature [50]

C11 C12 C13 C33 C44

59,400 25,610 21,440 61,600 16,400

Table 2   Crystal plasticity parameters of Mg alloy ZK60A for differ-
ent slip and twin systems

Mode s
�

0
(MPa) h

�

0
(MPa) s

�

s
(Mpa) �

�

Basal 20 10 35 2
Prismatic 100 800 155 2
Pyramidal < c + a >  207 1200 340 2
Twinning 36 400 40 0
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Fig. 6   The stress–strain response of the extruded ZK60A Mg alloy 
sample during uniaxial compression and tension test along the extru-
sion direction obtained by PRISMS-Plasticity TM. The results are 
compared with the experimental results of Wu [43]
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twinning at the compressive strain of 12% along the extru-
sion direction.

The current version of the PRISMS-Plasticity TM tex-
ture analysis pipeline can capture twinning which is suitable 
for modeling of monotonic loading. However, during more 
complex loading paths such as cyclic experiments, detwin-
ning may occur as well. In a future version, a similar scheme 
to the twinning–detwinning framework developed by Wang 
et al. [44] will be implemented for the texture analysis pipe-
line to capture both twinning and detwinning mechanisms. A 
twinning–detwinning model based on this concept has been 
implemented in the CPFE model in PRISMS-Plasticity [24].

7075‑T6 Aluminum Alloy

The third example is to capture the response of the alu-
minum alloy 7075-T6 during cyclic loadings. Unlike the 
previous two examples where the monotonic loading is 
simulated using the isotropic hardening, the cyclic response 
of the sample cannot be handled using the isotropic harden-
ing, and the back stress formulation is required to capture 
the cyclic response. Accordingly, the rate-dependent crystal 
plasticity model with a two-term back stress Ohno–Wang 
type is used as described in Eq. (8). The sample initially has 
a random texture consisting of 400 grains with equal sizes. 
To mimic the compressive and tensile part of the cyclic 
response along the z-axis, the velocity gradient tensors of 

�compression =

⎡

⎢

⎢

⎣

0.005 0 0

0 0.005 0

0 0 −0.01

⎤

⎥

⎥

⎦

s−1  a n d  �
tension

=

⎡

⎢

⎢

⎣

−0.005 0 0

0 −0.005 0

0 0 0.01

⎤

⎥

⎥

⎦

s−1 are incorporated, respectively. 

The crystal plasticity parameters are calibrated versus the 
experimental response of the 7075-T6 Al sample during fully 
reversed strain controlled cyclic loading with different strain 
amplitudes reported by Arcari [45]. The elastic constants of 
C
11

= 107.3GPa,C
12

= 60.9GPa, andC
44

= 28.3GPa are incorpo-
rated, as reported by Bozek et al. [46]. The reference shearing 
rate of 𝛾̇0 = 0.001s−1 and inverse strain rate sensitivity 
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Fig. 7   The PRISMS-Plasticity TM predicted evolution of twin vol-
ume fraction in extruded ZK60A sample during the uniaxial com-
pression and tension along the extrusion direction

(a) True strain = 5% (b) True strain = 7% (c) True strain = 12 %

Fig. 8   The PRISMS-Plasticity TM simulated evolution of basal 
(0001) pole figures of extruded ZK60A during the compression load-
ing along the extrusion direction. Note: The twinning deformation 

mechanism leads to an 86.3◦ reorientation of the basal pole which 
increases the basal {0002} peak intensity along the extrusion direction

Table 3   Crystal plasticity parameters of 7075-T6 Al

s
�

0
(MPa) h

1
(MPa) r

1
h
2
(MPa) r

2
m

1
= m

2

35 1.5 × 10
5 2500 7.4 × 10

4 710 70
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exponent of m = 75 are selected. Table 3 presents the cali-
brated crystal plasticity parameters for cyclic response of 
7075-T6 Al. Figure 9 compares the cyclic response of the 
7075-T6 Al sample subjected to strain amplitudes of 1% and 
1.8% predicted by PRISMS-Plasticity TM versus the experi-
mental results of Arcari [45]. The results show that 
PRISMS-Plasticity TM can accurately capture the cyclic 
response of the 7075-T6 Al sample at different strain ampli-
tudes. The cyclic simulations with strain amplitudes of 1% 

and 1.8% require 3 min and 4.8 min using a single processor 
on the Stampede2 cluster, respectively. In the last step, the 
texture evolution of the 7075-T6 Al sample at the uniaxial 
tensile strain of 37% is predicted using the calibrated 
PRISMS-Plasticity TM framework, as shown in Fig. 10. 
Texture results for this precise condition are not available for 
fcc aluminum alloy 7075-T6, therefore they are compared 
with the results of fcc copper described in Sect. 4.1. The 
results are compared versus the texture of OFHC copper 
sample at the same tensile strain as reported by Bronkhorst 
et al. [40]. The characteristics of the predicted textures agree 
well with the experimental results reported by Bronkhorst 
et al. [40].

Application to Machine Learning 
Frameworks

The PRISMS-Plasticity TM pipeline is specifically 
designed to for high-throughput simulations. An impor-
tant application for this is generation of large datasets for 
use with machine learning. In this section, we describe 
one such application for manufacturing process opti-
mization of 7075-T6 Al. A simulated sample of this 
alloy is subjected to mechanical deformation sequences 
comprising up to three stages. A rate-dependent crys-
tal plasticity formulation is used. The elastic constants 
o f  C11 = 107.3GPa,C12 = 60.9GPa, andC44 = 28.3GPa 
are incorporated [29, 30]. An initial slip resistance of 
35 MPa is selected for all 12 slip systems [29, 30] with 
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Fig. 9   Cyclic response of 7075-T6 Al subjected to strain amplitudes 
of 1% and 1.8% predicted by PRISMS-Plasticity TM. The results are 
compared with the experimental results of Arcari [45]

Fig. 10   The crystallographic 
texture of fcc polycrystalline 
metals with initial random 
texture during the uniaxial 
tension after a true strain of 
37%: a experimental results of 
polycrystalline OFHC copper 
reported by Bronkhorst et al. 
[40] and b PRISMS-Plasticity 
TM simulation of 7075-T6 Al 
(after Bronkhorst et al. [39])
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no hardening. A variational autoencoder (VAE) network 
is used in the current work to obtain a continuous latent 
space for the generated database [20]. The PRISMS-
Plasticity TM pipeline is used to develop the train-
ing and validation database. For each step, the applied 
velocity gradient tensor � is selected from six processes 
(Table 4), each is multiplied by four different multipliers 
of � = {−1,−0.5, 0.5, and1} , i.e., 24 different possibilities 
are available for each process step. Each process step is 
modeled for 0.2s . In total, 14,424 process sequences are 
modeled using the PRISMS-Plasticity TM framework. The 
sample initially has a random texture consisting of 8000 
grains with equal sizes. The result of each simulation is a 
discretized orientation distribution function (ODF). Out of 
the resulting 14,424 ODF pairs, 10,424 pairs are incorpo-
rated for training, 2000 pairs are used for validation, and 
2000 data points are used as test sets.

A variational autoencoder (VAE) is incorporated here, 
which is a class of autoencoders that is generative [47, 48]. 
VAE consists of an encoder, latent space, and a decoder. 
The encoder reduces the dimensionality of the input data 
into a constrained multivariate latent distribution, while the 
decoder reconstructs the output data from the low-dimension 
latent space. To train the VAE, ODFs from training sets are 
fed to the encoder. The encoder compresses input ODFs 
into lower dimension latent space, which has user-defined 
dimensionality. The decoder can convert the lower-dimen-
sional data from the latent space into the ODF output. In 
order to train the VAE model, an error parameter is estab-
lished which consists of two terms. The first error term is 
the reconstruction loss which is the difference between the 
input ODFs and output ODFs for training sets. The second 

term is Kullback–Leibler (KL) divergence which defines 
how the trained latent distribution deviates from the known 
prior distribution of the latent space, which is commonly a 
spherical normal distribution [47, 48]. The Adam optimi-
zation algorithm is used to train the model. The model is 
trained by minimizing the defined error. Next, the trained 
model is evaluated using the validation datasets to ensure 
that the trained model is not overfitted. Keras, which is a 
deep learning API written in Python, is used in the current 
work to set the VAE model [49].

In the first step, the input data is trained for 1-D−5-D 
latent spaces. A n-D latent space presents the data in an 
n-dimensional space. In the case of 2-D latent space, all the 
data can be visualized using a 2-D plot, as shown in Fig. 11. 
In these three plots, different colors have been used to show 
the intensity of the yield stress and elastic modulus along the 
x direction, i.e., �xandEx , respectively, for various process 
sequences defined in 2-D latent space. As can be seen in 
Fig. 11a, the elastic modulus is maximized for Z1-Z2 pairs 
that lie on the outer circumference of the plot. A similar 
behavior can be observed for yield strength in Fig. 11b. One 
can also define the objective to maximize the yield strength 
while minimizing the elastic modulus. To do so, the ratio 
of the yield strength over the elastic modulus along the x 
direction 

(

�x∕Ex

)

 is also used in latent space 2-D plot as 
shown in Fig. 11c. In this case the maximum values of this 
ratio for values of Z1-Z2 pairs that closer to the center of 
the dataset on the 2-D latent space plot. Within the range of 
the applied processes, the final elastic modulus along the 
loading axes is within the range of 69.5–73 GPa while the 
final yield stress for loading along x-axis is within the range 
of 106–109.5 MPa. The simulation time of 0.2 s is selected 
for each stage. One can either increase the simulation time 
to apply larger strains or increase the number of stages for 
each process to observe wider spread for final elastic modu-
lus and yield stress.

The validation sets are used to evaluate the trained mod-
els. Figure 12a shows the normalized L2 reconstruction loss 
for different latent spaces obtained for validation sets. The 
errors are higher for 1-D latent spaces compared to higher-
dimensional latent spaces. The results show that using 2-D 
latent space would be optimal for the three-stage processes 
space. The error observed in Fig. 12a is mainly due to the 
loss in the intensity in the output ODF. This is attributed to 
the scaling of input data and descaling of the output. This 
is required to keep all attributes of the input data between 0 
and 1, which is one of the assumptions of the methods used, 
and the NN layers. The scaling is required by the VAE tech-
nique since all the inputs for the encoder should be between 
0 and 1. However, the trained VAE models conserve the 
primary fibers of the input ODF, as shown in Fig. 12b for 
three randomly selected input ODFs. Similar to Fig. 12a, 
Fig. 12b shows that all latent spaces with dimensions higher 

Table 4   The velocity gradient 
tensor L for six processes 
used in the machine learning 
application. In the rolling 
process, the second direction 
is the rolling direction while 
the first one is the compression 
direction. For example, in 
“Rolling YX” process, X is the 
rolling direction while Y is the 
compression direction

Tension X
⎡

⎢

⎢

⎣
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0 0 −0.5
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Tension Z
⎡
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Fig. 11   Representation of ODFs 
generated by PRISMS-Plasticity 
TM in 2-D latent space for 
training sets. Each process 
sequence is represented by a 
single point in latent space and 
colored based on its: a E

x
 , b �

x
 , 

and c �
x
∕E

x
 . Z1-Z2 represents 

the 2-D latent space
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than 1-D replicate the important fibers of the input ODF. The 
smallest latent space that can have acceptable reconstruction 
error is the optimum space. The results show that the 2-D 

latent space is the optimum representation of the ODF map 
for three-stage processes.

Fig. 12   Evaluation of the trained VAE model using the PRISMS-
Plasticity TM generated validation sets: a quantitative analysis of 
the trained VAE model using the normalized reconstruction loss for 
different latent spaces and b qualitative analysis of the trained VAE 
models by comparing three randomly selected input ODFs and the 

corresponding reconstruction ODFs. The ODFs are plotted in the 
Rodrigues fundamental region, and the coordinate system is pre-
sented for the original ODFs, which is the same for the reconstructed 
ones
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The last step is to illustrate sequence identification. To do 
so, two different input ODFs are selected from the test sets. 
Surrounding each of these two points in the latent space, 
there is a cluster of ODFs predicted by the trained VAE. 
Figure 13 shows the normalized L2 norm of the difference 
between the input ODF and the predicted ones normalized 
by the L2 norm of the input ODF. Some of the predicted 
ODFs are represented as well, which are highlighted by red 
points on the curve. The predicted ODFs for the sequences 
of A1 and A2 are very close to the ODFs of the input ODFs 
for Cases 1 and 2, respectively. Figure 13 shows that as 
the reconstruction error increases, the corresponding pre-
dicted ODFs deviate from the ODF of the corresponding 
input cases. The process paths for the two input ODFs and 
the predicted ODFs plotted for each of those are presented 

in Tables 5 and 6, respectively. The ODF for the predicted 
sequences of A1 and B1 has the least difference with the 
input ODF for Case 1 among all the plotted ODFs. It is 
interesting that one can mimic the three-stage process of the 
input process of Case 1 with just the two-step process of B1. 
In the case of the input ODF for Case 2, the closest predicted 
ODF is A2 which has different processes compared to the 
input process for Case 2 but leads to a similar ODF. Thus, 
one can explore more economical processing routes using 
this database to achieve target textures.

One can use the sequence identification process for man-
ufacturing process design to reach certain properties with 
alternatives (and potentially simpler) process steps. The rela-
tively simple example of the ratio of yield strength over the 
elastic modulus along x direction, i.e., �x∕Ex , is used here 

Fig. 13   Sequence identifica-
tion using VAE model. Two 
different input ODFs shown on 
the left of the figure are selected 
from the test sets. Surrounding 
each of these two points in the 
latent space (Fig. 11), there are 
a cluster of ODFs predicted by 
the trained VAE. The normal-
ized L2 norm of the difference 
between the input and predicted 
ODFs is presented here. Some 
of the predicted ODFs are 
represented as well, which are 
highlighted by red points on the 
curve. The ODFs are plotted 
in the Rodrigues fundamental 
region

Table 5   Process sequences for 
the input cases of Fig. 13

Stage 1 �
1

Stage 2 �
2

Stage 3 �
3

Case 1 Rolling YX −0.5 Tension X 1.0 Tension Z 1.0

Case 2 Tension Z −1.0 Rolling YX 0.5 Rolling XZ 0.5

Table 6   Process sequences 
predicted for the input cases of 
Fig. 13

Stage 1 �
1

Stage 2 �
2

Stage 3 �
3

A1 Tension Z 1.0 Rolling YX 1.0 Tension X 1.0
B1 Rolling XZ −0.5 Tension Z 1.0 NaN NaN
C1 Rolling ZY −0.5 Tension Z 0.5 Tension Z −0.5

D1 Rolling XZ 1.0 Rolling XZ −1.0 Rolling ZY −0.5

A2 Rolling XZ 0.5 Rolling YX 0.5 Tension Z −1.0

B2 Tension Y −1.0 Rolling ZY 0.5 Rolling ZY 0.5

C2 Tension Z −1.0 Tension Z 1.0 Rolling XZ −0.5
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as the design property. The goal is to achieve the same ratio 
of �x∕Ex but with fewer or simpler process steps. Figure 14 
shows the difference between the �x∕Ex ratio for the input 
ODFs and the predicted ones. Two predicted ODFs with 
�x∕Ex almost equal to each input ODF are also presented 
which correspond to the red points on the curve. Although 
the values of �x∕Ex are very close to those of the input 
ODFs, the predicted ODFs are different compared to the 
input ones both in intensity and general fibers. Table 7 shows 
the process sequences related to each set of predicted ODFs 
presented in Fig. 14. Again, one can select different combi-
nations of process sequences that result in similar property 
ratio �x∕Ex . In Case 2, a process sequence containing only 
two steps (Sequence A2) was determined to have the same 
ratio as the input process rather than three steps used for the 
input process and the Sequence B2.

Summary and Conclusions

An efficient open-source texture modeling pipeline, 
PRISMS-Plasticity TM, is integrated into the CPFE soft-
ware PRISMS-Plasticity [15] to rapidly capture the tex-
ture evolution of metallic samples subjected to mechani-
cal processes. PRISMS-Plasticity TM uses a Taylor-type 
crystal plasticity model to overcome the limitations of 
CPFE that enforces solving the equilibrium equation over 
the discretized domain. Because of this limitation, CPFE 
codes are not efficient for global searches of different 
processes to optimize the specific response of metals and 

alloys. In contrast, PRISMS-Plasticity TM relies on the 
extensive texture and microstructural mapping pipelines 
established for PRISMS-Plasticity along with its sophis-
ticated library of materials model to capture the texture 
evolution using a Taylor-type model to minimize the cost 
of texture evolution analysis. The current framework can 
also easily reach very high strains, which is critical for 
many applications.

Both strong-scaling and weak-scaling of the developed 
texture evolution analysis pipeline are investigated and 
show nearly ideal scalability for the framework. Three 
examples of a polycrystalline OFHC copper sample with 
random texture during uniaxial compression, an extruded 
ZK60A Mg alloy subjected to the uniaxial compression, 
and a 7075-T6 aluminum alloy with random texture during 
cyclic loading and uniaxial tension are investigated. The 
results show that the PRISMS-Plasticity TM can success-
fully capture the main features of the texture development 
in the simulated examples. In addition to the slip defor-
mation modes, the effect of extension twinning mode on 
texture evolution is incorporated in the case of ZK60A Mg 
alloy using the implemented PTR scheme.

The application of the PRISMS-Plasticity TM out-
puts to the machine learning framework is presented. 
The PRISMS-Plasticity TM pipeline is used to generate 
high-throughput data in 7075-T6 Al to explore three-stage 
process space for training and validating a variational 
autoencoder (VAE) machine learning model. The high-
dimensional space of orientation distribution function is 
translated into the low-dimensional latent space, which can 

Fig. 14   Sequence identification 
using the VAE model. Starting 
ODFs are on left of figure and 
same as in Fig. 13. ODF identi-
fication is obtained by matching 
the ratio of yield strength over 
the elastic modulus along the x 
direction, i.e., �

x
∕E

x
 , between 

the input and predicted ODFs. 
The ODFs are plotted in the 
Rodrigues fundamental region

Table 7   Process sequences 
predicted for the input cases of 
Fig. 14

Stage 1 �
1

Stage 2 �
2

Stage 3 �
3

A1 Rolling XZ 0.5 Tension X 1.0 Rolling XZ 0.5

B1 Tension Z 1.0 Tension Y −1.0 Rolling ZY 1.0

A2 Rolling ZY −0.5 Tension Z −1.0 NaN NaN
B2 Tension Y −1.0 Rolling ZY 0.5 Rolling ZY 0.5
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be readily visualized and explored. The developed frame-
work can be used for sequence identification to find differ-
ent design paths for an optimized property. Here, the ratio 
of the yield strength normalized by the elastic modulus 
along the x-axis is selected as the target property set. The 
results show that the VAE model can successfully identify 
different process sequences which results in similar prop-
erties, allowing exploration of more economical process 
sequences to achieve desired textures.

Appendix 1

•	 PRISMS-Plasticity software can be freely downloaded 
from the following link: https://​github.​com/​prisms-​
center/​plast​icity.

•	 prismscpfe_mcapi Python package can be freely down-
loaded from the following link: https://​github.​com/​
prisms-​center/​prism​scpfe_​mcapi.

Appendix 2

The PRISMS-Plasticity TM pipeline has a user-friendly 
input and output formats, which follows those of the 
PRISMS-Plasticity CPFE software. A user can add a flag in 
the main input file (prm.prm) to switch between the CPFE 
simulation and Taylor-type calculations. Here are the list of 
inputs and outputs for the framework:

Inputs

•	 prm.prm: The main input file for the simulation.
•	 grainID.txt: The list of grainIDs for each voxel. In the 

case of PRISMS-Plasticity Taylor model, each voxel 
represents a grain, and the order of the voxels does not 
influence the results.

•	 orientations.txt: The orientation of each grain which is 
defined as a Rodrigues–Frank vector.

•	 slipDirections.txt: The slip direction vector for each slip 
system.

•	 slipNormals.txt: The normal vector to slip plane for each 
slip system.

•	 twinDirections.txt: The pseudo-slip direction vector for 
each twin system.

•	 twinNormals.txt: The normal vector to twin plane for 
each twin system.

•	 LatentHardeningRatio.txt: The coefficient matrix which 
defines the hardening due to the interaction of different 
deformation modes.

Outputs

•	 stresstrain.txt: The average response of the sample 
including six components of stress and strain tensors 
along with the twin volume and plastic slip.

•	 QuadratureOutputs.csv: The simulation history for each 
grain. This includes the updated grain orientations, stress 
and strain tensors, and all the crystal plasticity state vari-
ables.
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