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Abstract—We analyze a dynamic oligopoly model with strategic sellers and buyers/consumers over a finite horizon. Each seller has private information described by a finite-state Markov process; the Markov processes describing the sellers’ information are mutually independent. At the beginning of each time/stage $t$ the sellers simultaneously post the prices for their good; subsequently, consumers make their buying decisions; finally, after the buyers’ decisions are made, a public signal, indicating the buyers’ consumption experience from each seller’s good becomes available and the whole process moves to stage $t+1$. The sellers’ prices, the buyers’ decisions and the signal indicating the buyers’ consumption experience are common knowledge among buyers and sellers. This dynamic oligopoly model arises in online shopping and dynamic spectrum sharing markets. The model gives rise to a stochastic dynamic game with asymmetric information. Using ideas from the common information approach (developed in [1] for decentralized decision-making), we prove the existence of common information based equilibria. We obtain a sequential decomposition of the game and we provide a backward induction algorithm to determine common information-based equilibria that are perfect Bayesian equilibria. We illustrate our results with an example.

I. INTRODUCTION

A. Background and Motivation

Stochastic dynamic games arise in many socio-technological systems that consist of many strategic decision makers (agents). In dynamic games with symmetric information all the agents share the same information and each agent makes decisions anticipating other agents’ strategies. This class of dynamic games has been extensively studied in the literature (see [2–5] and references therein). An appropriate solution concept for this class of games is sub-game perfect equilibrium (SPE) which consists of a strategy profile of agents that must satisfy sequential rationality [2]. The common history in dynamic games with symmetric information can be utilized to provide a sequential decomposition of the dynamic game. The common history (or a function of it) serves as an information state and SPE can be computed through backward induction.

In dynamic games with asymmetric information agents have different observations over time, and consequently different local history. As a result, each agent needs to anticipate the other agents’ strategy and to form a belief about the other agents’ local information. Therefore, perfect Bayesian equilibrium (PBE) is an appropriate solution concept for this class of games. PBE consists of a pair of strategy profiles and beliefs for all agents that jointly must satisfy sequential rationality and consistency [2]. In games with asymmetric information a decomposition similar to that of games with symmetric information is not possible in general. This is because the computation of any belief at time $t$ depends, in general, on the strategy of all agents up to time $t-1$. As a result, only special instances of stochastic dynamic games with asymmetric information have been studied in the literature (see [6–12] and references therein).

In this paper, we consider a dynamic oligopoly model with asymmetric information and Markovian dynamics. We define a class of PBE and provide a sequential decomposition of the game through an appropriate choice of information state using ideas from the common information approach developed in [1] for decentralized decision-making. The proposed equilibrium and the associated decomposition resemble Markov perfect equilibrium (MPE) defined in [13] for dynamic games with symmetric information.

Dynamic oligopoly games have been studied in economics. Bergemann et al. [14] study a dynamic oligopoly game with symmetric information where the quality of goods is unknown and is revealed over time through public consumption experiences of the buyers; the solution concept is MPE. A repeated oligopoly game with asymmetric information is investigated in [15], [16] with private production costs that are described by iid processes; the solution concept is public perfect equilibrium [12]. In this paper, we consider a dynamic oligopoly model where each seller has private information about the quality of his product; this information is described by a Markov process. Such a dynamic oligopoly model results in a non-zero sum stochastic dynamic game with asymmetric information.

The dynamic oligopoly model investigated in this paper arises in several socio-technological areas. Such an area is the growing online shopping market. In such a market, the buyers’ shopping decisions are based on the products’ posted prices and the posted consumer reviews about their consumption experiences [17], [18]. A product’s quality is the seller’s private information that varies over time due to changes in technology and other unpredictable factors. It is widely known that the public consumer reviews, known as word of mouth [19], have great impact on the the consumers’ buying decisions and, consequently, on the sellers’ pricing strategies.

Another area is dynamic spectrum markets. It has been argued that the static long-term allocation of the spectrum results in inefficient and underutilization of spectrum [20]. A dynamic market architecture, regulated by FCC, has been
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## B. Contribution

The key contributions of the paper are: (i) The existence of common information-based equilibria for a class of stochastic dynamic games with asymmetric information where the common information-based beliefs are policy dependent; (2) The sequential decomposition of stochastic dynamic oligopoly games with the asymmetric information structure described in section II. This decomposition provides a backward induction algorithm to find common information-based equilibria that are PBE. The results are illustrated by an example.

## C. Organization

The paper is organized as follows. We introduce the model and formulate our problem in section II. In Section III, we analyze the problem and present our results. We provide an example that illustrates our results in section IV. We conclude in section V. Due to space limitation, the proofs of all the technical results of the paper have been omitted. They can be found in the Appendix.

## D. Notation

Random variables are denoted by upper case letters, their realization by the corresponding lower case letter. In general, subscripts are used as time index while superscripts are used to index sellers and buyers. For time indices \( t_1 \leq t_2 \), \( X_{t_1:t_2} \) \((\text{resp. } f_{t_1:t_2}(\cdot))\) is the short hand notation for the variables \((X_{t_1}, X_{t_1+1}, \ldots, X_{t_2}) \text{ (resp. functions } f_{t_1}(\cdot), \ldots, f_{t_2}(\cdot))\). We consider the variables (resp. functions) for all time, we drop the subscript and use \( X \) to denote \( X_{1:T} \) \((\text{resp. } f)\). For variables \( X_1, X_2, \ldots, X_N \) \((\text{resp. } f_1, f_2, \ldots, f_N)\), we use \( X_t := (X_1, X_2, \ldots, X_N) \) \((\text{resp. } f_t := (f_1, f_2, \ldots, f_N))\) to denote the vector of the set of variables (resp. functions), and \( X_{-n} := (X_1, \ldots, X_{n-1}, X_{n+1}, \ldots, X_N) \) \((\text{resp. } f_{-n} := (f_1, \ldots, f_{n-1}, f_{n+1}, \ldots, f_N))\) to denote all the variables (resp. functions) except that of the agent indexed by \( n \). \( \mathbb{P}(\cdot) \) and \( \mathbb{E}(\cdot) \) are the probability and the expectation, respectively, of an event. For a set \( \mathcal{X} \), \( \Delta(\mathcal{X}) \) denotes the set of all beliefs/distributions on \( \mathcal{X} \). For random variables \( X, Y \) with realizations \( x, y \), \( \mathbb{P}(x|y) := \mathbb{P}(X=x|Y=y) \) and \( \mathbb{E}(x|y) := \mathbb{E}(X|Y=y) \). For a strategy \( g \) and a belief (probability mass function) \( \pi \), we use \( \mathbb{P}_\pi(\cdot) \) \((\text{resp. } \mathbb{E}_\pi(\cdot))\) to indicate that the probability \((\text{resp. expectation})\) depends on the choice of \( g \) and \( \pi \).

## II. System Model and Problem Formulation

Consider a dynamic oligopoly game between \( N \) sellers indexed by \( n \in \mathcal{N} = \{1, 2, \ldots, N\} \) and \( M \) buyers indexed by \( m \in \mathcal{M} = \{1, 2, \ldots, M\} \) over a time period \( T = \{1, 2, \ldots, T\} \). Let \( D^m \) \((\text{resp. functions } f^m)\) denote \( m \)’s decision at time \( t \). Then, \( D^m := (D^m_{1:T}) \) \((\text{resp. } f^m := (f^m_{1:T}))\) to denote all the variables (resp. functions) except that of the agent indexed by \( m \). The information structure in our problem results in the set of all beliefs/distributions on \( \mathcal{X} \). For random variables \( X, Y \) with realizations \( x, y \), \( \mathbb{P}(x|y) := \mathbb{P}(X=x|Y=y) \) and \( \mathbb{E}(x|y) := \mathbb{E}(X|Y=y) \). For a strategy \( g \) and a belief (probability mass function) \( \pi \), we use \( \mathbb{P}_\pi(\cdot) \) \((\text{resp. } \mathbb{E}_\pi(\cdot))\) to indicate that the probability \((\text{resp. expectation})\) depends on the choice of \( g \) and \( \pi \).

At the beginning of time \( t \), each seller \( n \in \mathcal{N} \), selects a price \( P^m_t \) \((\text{resp. functions } f^m_t)\) at which he sells a unit of his good. After the prices \( P_t := (P^1_t, P^2_t, \ldots, P^m_t) \) are announced, each buyer chooses the amount of good that he wants to buy from each seller at time \( t \). Let \( D^m \in \mathcal{D}^m, m \in \mathcal{M}, \) denote buyer \( m \)'s decision at time \( t \). Then, \( D^m := (D^m_{1:T}) \) \((\text{resp. } f^m := (f^m_{1:T}))\) to denote all the variables (resp. functions) except that of the agent indexed by \( m \). The information structure in our problem results in the set of all beliefs/distributions on \( \mathcal{X} \). For random variables \( X, Y \) with realizations \( x, y \), \( \mathbb{P}(x|y) := \mathbb{P}(X=x|Y=y) \) and \( \mathbb{E}(x|y) := \mathbb{E}(X|Y=y) \). For a strategy \( g \) and a belief (probability mass function) \( \pi \), we use \( \mathbb{P}_\pi(\cdot) \) \((\text{resp. } \mathbb{E}_\pi(\cdot))\) to indicate that the probability \((\text{resp. expectation})\) depends on the choice of \( g \) and \( \pi \).

The consumption experience of good \( n \) at time \( t \), denoted by \( Y^m_n \) \((\text{resp. } f^m_n)\) to denote all the variables (resp. functions) except that of the agent indexed by \( m \). The consumption experience of good \( n \) at time \( t \), denoted by \( Y^m_n \in \mathcal{Y} \), is given by

\[
\mathbb{P}(y^m_n|x^m_n) = \mathbb{P}(y^m_n|y^m_n) \quad \text{for all } y^m_n \in \mathcal{Y}, x^m_n \in \mathcal{X}. \tag{1}
\]

Let \( Y_t := (Y^1_t, Y^2_t, \ldots, Y^N_t) \); \( Y_t \) is observed by the sellers and the buyers at time \( t \). The time-ordering of events from time \( t \) to \( t+1 \) is shown in Fig. 1. Double arrows (blue) indicate sellers’ and buyers’ decisions; thin arrows indicate the realizations of the states of the Markov processes and the consumption experiences; and dashed arrows indicate observations of sellers and buyers. Note that \( t^+ \) is used to denote the time when the buyers make decisions.

For each \( n \in \mathcal{N} \), seller \( n \)’s instantaneous revenue at time \( t \) is given by

\[
\phi^{n,S}_t(P_t, D_t) := (P^m_t - c) \sum_{m \in \mathcal{N}} D^m_t(n) \tag{2}
\]
A behavioral strategy for buyer \( m \)'s time horizon is conditional on the state of the goods and externality among the buyers. We make the following assumptions:

**Assumption 1.** The dynamic oligopoly game is a finite game. i.e. \( X, P, D \), and \( \mathcal{Y} \) are all finite sets.

**Assumption 2.** The Markov chains describing the evolution of the state processes, and the consumption experiences \( Y_t \) conditional on the state \( X_t \) of the sellers are all mutually independent.

Let \( H_t^{n,S} \) denote the history of observations of buyer \( n \) at time \( t \), and \( H_t^{m,B} \) denote the history of observations of seller \( m \) at time \( t \). The histories \( H_t^{n,S} \) and \( H_t^{m,B} \) are given by (consult Fig 1)

\[
H_t^{n,S} = \{ X_{t-1}^{n}, P_{t-1}, D_{t-1}, Y_{t-1} \} \quad \text{for } n \in \mathcal{N},
\]

\[
H_t^{m,B} = \{ P_{t-1}, D_{t-1}, Y_{t-1} \} \quad \text{for } m \in \mathcal{M}.
\]

Let \( H_t^{n,S} \) and \( H_t^{m,B} \) denote the space of possible histories of seller \( n \) and buyer \( m \), respectively, at time \( t \). Let \( \mathcal{H}_t := \bigcup_{n \in \mathcal{N}, m \in \mathcal{M}} H_t^{n,S} \bigcup H_t^{m,B} \) and \( \mathcal{H} := \bigcup_{t \in T} \mathcal{H}_t \) denote the set of all possible histories of the players and the sellers over time horizon \( T \). A behavioral strategy for seller \( n \) at time \( t \) is a mapping \( \phi_t^{n,S} : H_t^{n,S} \rightarrow \Delta(P) \) such that

\[
\mathbb{P}(P_t^n = p_t^n) = \phi_t^{n,S}(h_t^{n,S})(p_t^n) \quad \text{for all } p_t^n \in \mathcal{P}.
\]

A behavioral strategy for buyer \( m \) at time \( t \) is a mapping \( \phi_t^{m,B} : H_t^{m,B} \rightarrow \Delta(D) \) such that

\[
\mathbb{P}(D_t^m = d_t^m) = \phi_t^{m,B}(h_t^{m,B})(d_t^m) \quad \text{for all } d_t^m \in \mathcal{D}.
\]

We define \( \phi_t^{n,S} := (\phi_t^{n,S})_T \) and \( \phi_t^{m,B} := (\phi_t^{m,B})_T \), and call \( g := (g^1, \ldots, g^{N,S}, g^1, \ldots, g^{M,B}) \) a strategy profile. Let \( \mathcal{G}_t^{n,S} \) and \( \mathcal{G}_t^{m,B} \) denote the set of all possible strategies of seller \( n \) and buyer \( m \), respectively, at time \( t \).

Let \( \mu := (\mu_1, \mu_2, \ldots, \mu_T) \) be a belief system where \( \mu_t : \mathcal{H}_t \rightarrow \Delta(\mathcal{X}^{t \times N}) \) for any \( t \in T \); for every history \( h_{t}^{n,S} \in \mathcal{H}_t \) (resp. \( h_{t}^{m,B} \in \mathcal{H}_t \)) \( \mu_t(h_{t}^{n,S}) \) (resp. \( \mu_t(h_{t}^{m,B}) \)) defines a distribution/belief on \( X_{t+1} \) for seller \( n \) (resp. for buyer \( m \)).

For each \( n \in \mathcal{N} \), seller \( n \)'s objective is to maximize his expected (under the belief system \( \mu \)) profit described by

\[
\mathbb{E}_{\mu}^n \left[ \sum_{t=1}^{T} \phi_t^{n,S}(P_t, D_t) \right]
\]

where \( \phi_t^{n,S}(P_t, D_t) \) is given (2). For each \( m \in \mathcal{M} \), buyer \( m \)'s objective is to maximize his expected (under the belief system \( \mu \)) utility described by

\[
\mathbb{E}_{\mu}^m \left[ \sum_{t=1}^{T} \phi_t^{m,B}(Y_t, D_t, P_t) \right]
\]

where \( \phi_t^{m,B}(Y_t, D_t, P_t) \) is given by (3).

A pair \((g, \mu)\) satisfies sequential rationality if for every \( n \in \mathcal{N}, g_{t:T}^{n,S} \) is a solution to

\[
\sup_{g_{t:T}^{m,B}} \mathbb{E}_{\mu}^n \left[ \sum_{t=1}^{T} \phi_t^{n,S}(P_t, D_t)|h_t^{n,S} \right]
\]

for every \( t \in T \) and every history \( h_t^{n,S} \in \mathcal{H}_t^{n,S} \), and for every \( m \in \mathcal{M}, g_{t:T}^{m,B} \) is a solution to

\[
\sup_{g_{t:T}^{m,B}} \mathbb{E}_{\mu}^m \left[ \sum_{t=1}^{T} \phi_t^{m,B}(Y_t, D_t, P_t)|h_t^{m,B} \right]
\]

for every \( t \in T \) and every history \( h_t^{m,B} \in \mathcal{H}_t^{m,B} \).

A pair \((g, \mu)\) satisfies consistency if for every \( t \in T \), \( \mu_t(h_{t+1}^{n,S})(x_{t+1}^{n}) = \mathbb{P}_{\mu_t(h_{t+1}^{n,S})}(x_{t+1}^{n}|x_t^{n}, p_t, d_t, y_t|h_{t}^{n,S}) \)

\[
\sum_{x_{t+1}^{n} \in X^{n} \times x_{t+1}^{n} = x_{t}^{n}} \mathbb{P}_{\mu_t(h_{t+1}^{n,S})}(x_{t+1}^{n}, p_t, d_t, y_t|h_{t}^{n,S})
\]

for every history \( h_{t+1}^{n,S} = (h_{t}^{n,S}, p_t, d_t, y_t, x_{t+1}^{n}) \in \mathcal{H}_{t+1}^{n,S} \) of seller \( n \), \( n \in \mathcal{N} \) (respectively,

\[
\mu_t(h_{t+1}^{m,B})(x_{t+1}^{n}) = \mathbb{P}_{\mu_t(h_{t+1}^{n,S})}(x_{t+1}^{n}, p_t, d_t, y_t|h_{t}^{m,B}) \)

\[
\sum_{x_{t+1}^{n} \in X^{n} \times x_{t+1}^{n} = x_{t}^{n}} \mathbb{P}_{\mu_t(h_{t+1}^{n,S})}(x_{t+1}^{n}, p_t, d_t, y_t|h_{t}^{m,B})
\]

for every history \( h_{t+1}^{m,B} = (h_{t}^{m,B}, p_t, d_t, y_t) \in \mathcal{H}_{t+1}^{m,B} \) of buyer \( m \), \( m \in \mathcal{M} \).

A pair \((g, \mu)\) is called a perfect Bayesian equilibrium (PBE) if it satisfies sequential rationality and consistency.¹

We wish to determine PBE of the dynamic game with asymmetric information defined by the dynamic oligopoly model described in this section.

¹Note that the dynamic oligopoly model defined in this paper satisfies the conditions of [27] [2, ch. 8], because the Markov processes describing the private information of the sellers are mutually independent. Therefore, the set of PBEs and the set of sequential equilibria of the game defined in this paper are the same.
III. Analysis

The main results of this paper are described by Theorem 1 and 2 presented in Section III-B. The proof of Theorem 1 and 2, along with the proofs of all the intermediate results required to verify the theorems’ assertions can be found in the Appendix. To establish Theorems 1 and 2 we proceed as follows.

A. Preliminaries

The common history \( H^c_t \) at the beginning of time \( t \) is
\[
H^c_t = \{P_{1:t-1}, D_{1:t-1}, Y_{1:t-1}\}.
\]
The common history \( H^c_{t_+} \) at time \( t_+ \), the time when buyers make decisions, is
\[
H^c_{t_+} = \{P_{1:t}, D_{1:t-1}, Y_{1:t-1}\}.
\]
Let \( \mathcal{H}^c \) denote the space of all possible common histories. Note that \( \mathcal{H}^m,B_t = \mathcal{H}^m_t \) and \( \mathcal{H}^m,B_t = \mathcal{H}^m_t \) for all \( m \in \mathcal{M} \).

Based on common histories, we define common-information based (CIB) belief systems. A map \( \gamma : \mathcal{H}^c \to \cup_{t \in \mathcal{T}} \Delta(\mathcal{X}^N) \) is called a CIB belief system. A set of functions \( \psi = \{\psi^n, \gamma^n, n \in \mathcal{N}, t \in \mathcal{T}\} \), where \( \psi^n_t : \Delta(\mathcal{X}^N) \times \mathcal{P} \to \Delta(\mathcal{X}) \) and \( \gamma^n_t : \Delta(\mathcal{X}^N) \to \Delta(\mathcal{X}) \), is called a CIB update rule. From any CIB update rule \( \psi \), we can construct a CIB belief system \( \gamma_\psi : \mathcal{H}^c \to \cup_{t \in \mathcal{T}} \Delta(\mathcal{X}^N) \) by the following inductive construction:

1. \( \gamma_\psi(h^c_t)(x_1) = \mathbb{P}(x_1) = \prod_{n \in \mathcal{N}} \mathbb{P}(x^n_1) \quad \forall x_1 \in \mathcal{X}^N \).
2. At time \( t_+ \), after \( \gamma_\psi(h^c_t) \) is defined, set
\[
\gamma_\psi(h^c_{t_+}(x^n_1)) := \psi^n_t(\gamma_\psi(h^c_t), p^n_t)(x^n_1),
\]
for all \( x_1 \in \mathcal{X}^N \).
3. At time \( t_+ + 1 \), after \( \gamma_\psi(h^c_{t_+}) \) is defined, set
\[
\gamma_\psi(h^c_{t_+ + 1}(x^n_{t+1})) := \prod_{n=1}^N \gamma_\psi(h^c_{t_+ + 1}(x^n_{t+1})),
\]
for all \( x_{t+1} \in \mathcal{X}^N \).

For the CIB belief system \( \gamma_\psi \), we use \( \Pi^{\psi}_n \) and \( \Pi^{\psi}_m \) to denote the belief, under \( \gamma_\psi \), on \( X_t \) conditioned on the common histories at time \( t \) and time \( t_+ \), respectively; that is,
\[
\Pi^{\psi}_n := \gamma_\psi(H^c_t) \in \Delta(\mathcal{X}^N),
\]
\[
\Pi^{\psi}_m := \gamma_\psi(H^c_{t_+}) \in \Delta(\mathcal{X}^N).
\]
We also define the marginal beliefs on \( X^n_t \) at time \( t \) and time \( t_+ \), respectively, as
\[
\Pi^{\psi,n}_n(x^n_t) := \gamma_\psi(H^c_t)(x^n_t) \quad \forall x^n_t \in \mathcal{X},
\]
\[
\Pi^{\psi,m}_m(x^n_{t_+}) := \gamma_\psi(H^c_{t_+})(x^n_{t_+}) \quad \forall x^n_{t_+} \in \mathcal{X}.
\]

Given a CIB belief system \( \gamma_\psi \), we consider CIB strategies where each seller \( n \) makes his decision at time \( t \) based on \( X^n_t \) and \( \Pi^{\psi}_n \), and each buyer \( m \) makes his decision at time \( t_+ \) based on \( P_t \) and \( \Pi^{\psi}_m \). We call a set of functions \( \lambda = \{\lambda_h^{n,S}, \lambda^{m,B}, n \in \mathcal{N}, m \in \mathcal{M}, t \in \mathcal{T}\} \), where \( \lambda^{n,S} : \mathcal{X} \times \Delta(\mathcal{X}^N) \to \Delta(P) \) and \( \lambda^{m,B} : \mathcal{P} \times \Delta(\mathcal{X}^N) \to \Delta(D) \), a CIB strategy profile.

In analogy with PBE, we define consistent beliefs for CIB strategies.

Definition 1 (consistency). For a given CIB strategy profile \( \lambda \), we call a CIB update rule \( \psi \) consistent with \( \lambda \) if, for all \( n \in \mathcal{N} \),
\[
\psi^n_t(p_t, p^n_t)(x^n_t) \in \lambda^{n,S}(x^n_t, \gamma^n_t(h^n_t)) = \frac{\sum_{x^n \in \mathcal{X}} \lambda^n_{x^n,\gamma^n}(x^n_t, \gamma^n_t(h^n_t)) \pi^n_t(x^n)}{\sum_{x^n \in \mathcal{X}} \lambda^n_{x^n,\gamma^n}(x^n_t, \gamma^n_t(h^n_t)) \pi^n_t(x^n)}
\]
for all \( n \in \mathcal{N} \);
\[
\psi^{m+B}_t(p_t, h^{m+B}_t)(x^{m+B}_t) \in \lambda^{m,B}(p_t, \gamma^{m+B}_t(h^{m+B}_t)) = \sum_{x^{m+B} \in \mathcal{X}} \lambda^{m,B}_{x^{m+B},\gamma^{m+B}}(p_t, \gamma^{m+B}_t(h^{m+B}_t)) \pi^{m+B}_t(x^{m+B})
\]
for all \( m \in \mathcal{M} \), and \( \mu : \mathcal{H} \to \cup_{t \in \mathcal{T}} \Delta(\mathcal{X}^N) \), is a belief system such that, for all \( h^{n,S}_t, h^{m+B}_t \in \mathcal{H} \) and for all \( x_t \in \mathcal{X}^N \),
\[
\mu(h^{n,S}_t)(x_t) = \mathbf{1}_{\{x^n_t|h^{n,S}_t\}} \prod_{k \neq n} \gamma^n_k(h^{n,S}_t)(x^n_k),
\]
where \( \mathbf{1}_{\{x^n_t|h^{n,S}_t\}} \) denotes the indicator that \( X^n_t = x^n_t \) in the history \( h^{n,S}_t \).

B. Common-Information Based Equilibria

We focus on common-information based equilibria defined below.

Definition 2. A pair \((\lambda^*, \psi^*)\) of a CIB strategy profile \( \lambda^* \) and a CIB update rule \( \psi^* \) is called a common-information based equilibrium (CIB equilibrium) if \( \psi^* \) is consistent with
\( \lambda^* \) and the pair \((g^*, \mu^*) = f(\lambda^*, \psi^*)\) defined in Lemma 1 forms a PBE.

The following lemma plays a crucial role in establishing the main results of this paper.

**Lemma 2** (Closeness of CIB strategies). Suppose \( \lambda \) is a CIB strategy profile and \( \psi \) is a CIB update rule consistent with \( \lambda \). If every buyer \( m \) uses the strategy \( \lambda^{m,B} \), and every seller \( k \neq n \) uses the strategy \( \lambda^{k,S} \), then, there exists a CIB strategy \( \lambda^{m,S} \) that is a best response for seller \( n \) under the belief generated by \( \psi \). Furthermore, if every seller \( n \) uses the strategy \( \lambda^{n,S} \), and every buyer \( k \neq m \) uses the strategy \( \lambda^{k,B} \) along with the belief generated by \( \psi \), then, there exists a CIB strategy \( \lambda^{n,B} \) that is a best response for buyer \( m \) under the belief generated by \( \psi \).

Lemma 2 says that the set of CIB strategies is closed under the best response mapping. Lemma 2 allows us to restrict attention to the set of CIB strategies and to search for CIB equilibria. We show that the best response mapping has a fixed point within the set of CIB strategies and beliefs; thus, we establish the existence of CIB equilibria.

**Theorem 1.** The dynamic oligopoly game defined in Section II has at least one CIB equilibrium.

In order to compute CIB equilibria, for a pair of CIB strategy profile \( \lambda \) and CIB update rule \( \psi \) (not necessarily consistent with \( \lambda \)), we define, recursively, a set of functions

\[
V(\lambda, \psi) := \left\{ V^{m,S}_t(\cdot), V^{m,B}_t(\cdot), V^{n,S}_t(\cdot), V^{n,B}_t(\cdot), t \in T \right\} \tag{30}
\]

as follows.

\[
V^{n,S}_{t+1}(\cdot) := 0 \quad \forall n \in N, \quad V^{m,B}_{t+1}(\cdot) := 0 \quad \forall m \in M.
\]

For each \( t, t \in T \), for all \( n \in N \) and for all \( m \in M \),

\[
\begin{align*}
V^{n,S}_t(\pi_t, p_t, x^t) &:= \mathbb{E}_{\pi_{t+1}}^{\lambda^{n,S}} \left[ \phi^{m,B}_t(Y_t, q_t, D_t) \\
&+ V^{n,S}_{t+1}(\pi_{t+1}, Y_t, x^{t+1}_{t+1}) | \pi_t, p_t, x^t \right] \tag{31} \\
V^{m,B}_t(\pi_t, p_t) &:= \mathbb{E}_{\pi_t}^{\lambda^{m,B}} \left[ \phi^{m,B}_t(Y_t, q_t, D_t) \\
&+ V^{m,B}_{t+1}(\psi_{t+1}(\pi_{t+1}, Y_t)) | \pi_t, p_t \right] \tag{32}
\end{align*}
\]

where \( \pi_{t+1} \) denotes the CIB distribution of \( X_t \) at \( t+1 \) in the above expectation.

For each \( t, t \in T \), for all \( n \in N \) and for all \( m \in M \),

\[
\begin{align*}
V^{n,S}_t(\pi_t, x^t) &:= \mathbb{E}_{\pi_t}^{\lambda^{n,S}} \left[ V^{n,S}_{t+1}(\pi_t, P_t, P_t, x^t) | \pi_t, x^t \right] \tag{33} \\
V^{m,B}_t(\pi_t) &:= \mathbb{E}_{\pi_t}^{\lambda^{m,B}} \left[ V^{m,B}_{t+1}(\pi_t, P_t, P_t) | \pi_t \right] \tag{34}
\end{align*}
\]

where \( \pi_t \) denotes the CIB distribution of \( X_t \) at \( t \) in the above expectation.

Using the set of functions \( V(\lambda, \psi) \), we provide a method/algorith to sequentially compute CIB equilibria in the following theorem.

**Theorem 2.** A pair \((\lambda^*, \psi^*)\) of a CIB strategy profile \( \lambda^* \) and a CIB update rule \( \psi^* \) is a CIB equilibrium if and only if \( \psi^* \) is consistent with \( \lambda^* \) and \( \lambda^* \) solves the dynamic program for functions \( V^* = V(\lambda^*, \psi^*) \). That is,

1. For all \( n \in N \), for any \( x^t_n \in \mathcal{X} \) and \( \pi_t \in \Delta(\mathcal{X}^N) \), any \( p^*_t \in \mathcal{P} \), such that \( \lambda^{n,S}_t(x^t_n, \pi_t)(p^*_t) > 0 \), should satisfy

\[
p^*_t \in \arg \max_{p_t \in \mathcal{P}} \left\{ \mathbb{E}_{\pi_t}^{\lambda^{n,S}_t} \left[ V^{n,S}_t \left( \pi_t \left( p^*_t, P^*_t \right), \left( p^*_t, P^*_t, x^t_n \right) \right) | \pi_t, x^t_n \right] \right\}. \tag{35}
\]

2. For all \( m \in M \), for any \( p_t \in \mathcal{P}^N \) and \( \pi_{t+1} \in \Delta(\mathcal{X}^N) \), any \( d^*_t \in \mathcal{D} \), such that \( \lambda^{m,B}_t(p_t, \pi_{t+1})(d^*_t) > 0 \), should satisfy

\[
d^*_t \in \arg \max_{d^*_t \in \mathcal{D}} \left\{ \mathbb{E}_{\pi_{t+1}}^{\lambda^{m,B}_t} \left[ \phi^{m,B}_t(Y_t, p_t, d^*_t) \right] \right\} + \mathbb{E}_{\pi_{t+1}}^{\lambda^{m,B}_t} \left[ \phi^{m,B}_t(Y_t, p_t, d^*_t) \right] \right\}. \tag{36}
\]

Any CIB equilibrium \((\lambda^*, \psi^*)\) determined by algorithm of Theorem 2 gives rise to a PEB \((g^*, \mu^*) = f(\lambda^*, \psi^*)\) via the result of Lemma 1.

We illustrate our results with the following example.

**IV. AN EXAMPLE.**

Consider an oligopoly game with \( N = 2 \) sellers and \( M = 10 \) buyers over a time horizon \( T = 2 \). The state of each seller’s service is either high or low, i.e. \( \mathcal{X} = \{H, L\} \), with transition probabilities given by

\[
\begin{align*}
Q^H(H, H) &= q_{HH}, Q^H(H, L) = 1 - q_{HH}, \\
Q^H(L, H) &= q_{LH}, Q^H(L, L) = 1 - q_{LH}, \tag{37}
\end{align*}
\]

for both the buyers; the initial distribution on \( X_0^1 \) and \( X_0^2 \) are given by \( \pi_0^1 \) and \( \pi_0^2 \), respectively. The quality of the good \( Y_t^1 \) is assumed to be either \( y > 0 \) or \( 0 \). The conditional distribution of \( Y_t^1 \) is given by

\[
\begin{align*}
P(Y_t^1 = y) &= q_{y}^H \quad \text{when} \quad X_t^1 = H, \tag{39} \\
P(Y_t^1 = y) &= q_{y}^L \quad \text{when} \quad X_t^1 = L, \tag{40}
\end{align*}
\]

where \( q_{y}^H > q_{y}^L > 0 \). Consequently

\[
\mathbb{E}[Y_t^1 | X_t^1 = H] = q_{y}^H y, \quad \mathbb{E}[Y_t^1 | X_t^1 = L] = q_{y}^L y. \tag{41}
\]

Let \( \mathcal{P} = \{h, l\} \), that is, each seller can set either a high price \( h \) or a low price \( l \). We assume that each buyer buys at most one unit of the good from either of the sellers, i.e. \( \mathcal{D} = \{0, 1\} \).\( e^1 := (1, 0), e^2 := (0, 1) \).

The instantaneous utility of buyer \( m \) is given by

\[
\begin{align*}
\phi^{m,B}_t(Y_t, p_t, D_t) := \sum_{n=1,2} D^m_t(n) \left( Y_t^m - P_t^m - \sum_{k \neq m} D^k_t(n) \right) \tag{42}
\end{align*}
\]

where the term \( \sum_{k \neq m} D^k_t(n) \) captures the negative consumption externality created by other buyers (e.g. delay in delivery in online shopping; interference in spectrum
Markets). The instantaneous revenue of seller \( n \) is given by
\[
\phi_t^{n,m}(P_t, D_t) = P_t^n \sum_{m \in \mathcal{M}} D_t^m(n).
\]

Since the state is either \( H \) or \( L \), any common belief on
\( X^t \) at time \( t \) (resp. \( t + 1 \)) can be described by a scalar \( \pi_t^m \) (resp. \( \pi_{t+1}^m \)) that denotes \( \mathbb{P}(X^t = H|\pi_t^m) \) (resp. \( \mathbb{P}(X^t = H|\pi_{t+1}^m) \)).

Using Theorem 2, we compute a CIB equilibrium of the dynamic oligopoly game described above.

### A. Computation of a CIB Equilibrium

In the computation, we use the following parameters: \( q_H = 0.8, q_L = 0.3, q_H^b = 0.6, q_L^b = 0.1, y = 10, h = 10, l = 8 \). Due to space limit, see the Appendix for more details in this section.

First consider time \( t, t + 1 = 1, 2 \). Suppose that the agents use a CIB strategy profile \( \lambda \) and a CIB update rule \( \psi \). Then the dynamic problem (36) for buyer \( m \) at each time \( t, t + 1 = 1, 2 \), becomes
\[
\arg \max_{d_t^m \in \mathcal{D}} \left\{ \mathbb{E}_{\pi_{t+1}}^m \left[ \phi_t^{m,B}(Y_t, p_t, (d_t^m, D_t^m)) \right] + V_{t+1}(\psi_{t+1}(\pi_{t+1}, Y_t)) \right\}
\]
\[
= \arg \max_{d_t^m \in \mathcal{D}} \left\{ \mathbb{E}_{\pi_{t+1}}^m \left[ \phi_t^{m,B}(Y_t, p_t, (d_t^m, D_t^m))\right] \right\} + \mathbb{E}_{\pi_{t+1}}^m \left[ V_{t+1}(\psi_{t+1}(\pi_{t+1}, Y_t)) \right].
\]

Note that the term \( \mathbb{E}_{\pi_{t+1}}^m \left[ V_{t+1}(\psi_{t+1}(\pi_{t+1}, Y_t)) \right] \) does not depend on \( D_t \). Therefore, a CIB strategy \( \lambda^B(\cdot) \) solves (44) if for any \( p_t \in \mathcal{P} \) and \( \pi_{t+1} \in \Delta(X^N) \), \( \{\lambda_t^{m,B}(p_t, \pi_{t+1}), (d_t^m), m \in \mathcal{M}\} \) is a Bayesian Nash equilibrium (BNE) of the game where each buyer \( m, m \in \mathcal{M} \) has the objective:
\[
\max_{d_t^m \in \mathcal{D}} \left\{ \mathbb{E}_{\pi_{t+1}} \left[ \phi_t^{m,B}(Y_t, p_t, (d_t^m, d_t^m)) \right]\right\} = \mathbb{E}_{\pi_{t+1}} \left[ \phi_t^{m,B}(Y_t, p_t, (d_t^m, d_t^m)) \right] + \mathbb{E}_{\pi_{t+1}} \left[ V_{t+1}(\psi_{t+1}(\pi_{t+1}, Y_t)) \right] = \mathbb{E}_{\pi_{t+1}} \left[ \phi_t^{m,B}(Y_t, p_t, (d_t^m, d_t^m)) \right]
\]
\[
\max_{d_t^m \in \mathcal{D}} \left\{ \sum_{n=1,2} d_t^m(n) \left( \pi_{t+1}^n Y_d + q_L^b - p_t^n - \sum_{k \neq m} d_t^k(n) \right) \right\}
\]
\[
\text{where } Y_d := q_L^b - q_H^b, \text{ It can be shown that the above game has a symmetric equilibrium given by}
\]
\[
\mathbb{P}(D_t^m(n) = 1) = \frac{1}{2(M - 1)} \left( Y_d(\pi_{t+1}^n - \pi_t^m) - p_t^n + p_t^m \right) + \frac{1}{2}
\]
\[
\text{for } t = 1, 2 \text{ and } n = 1, 2. \text{ Therefore, we define the behavioral strategy } \lambda_t^{m,B}(p_t, \pi_{t+1}) \text{ of buyer } m, m \in \mathcal{M}, \text{ at time } t, t = 1, 2, \text{ by}
\]
\[
\lambda_t^{m,B}(p_t, \pi_{t+1}) = \frac{1}{2(M - 1)} \left( Y_d(\pi_{t+1}^n - \pi_t^m) - p_t^n + p_t^m \right) + \frac{1}{2}
\]

Now suppose the buyers use strategy \( \lambda^S \) and the sellers use a (behavioral) CIB strategy \( \lambda^B \) given by
\[
\lambda_1^{n,S}(x_t^n, \pi_1)(h) = \beta_1^n(\pi_1) \text{ for both } x_t^n = H \text{ or } L,
\]
\[
\lambda_2^{n,S}(H, \pi_2)(h) = \beta_2^n(H, \pi_2),
\]
\[
\lambda_2^{n,S}(L, \pi_2)(h) = \beta_2^n(L, \pi_2),
\]
where \( \beta_1 = \{\beta_1^n(\pi_1) \in [0,1], n = 1, 2\} \) and \( \beta_2 = \{\beta_2^n(H, \pi_2), \beta_2^n(L, \pi_2) \in [0,1], n = 1, 2\} \) are functions that describe the probabilities in the behavioral strategies \( \lambda^{n,S}, n = 1, 2 \). The CIB strategy \( \lambda^B \) can be interpreted as follows. At time \( t = 1 \) the sellers make pricing decisions based only on the CIB belief \( \pi_1 \). At time \( t = 2 \) the sellers make pricing decisions based on their private information and the CIB belief \( \pi_2 \).

For any \( \beta_2 \) consider a CIB update rule \( \psi^{\beta_2} \) given by
\[
\psi_1^{n,\beta_2}(\pi_1, p_t^n) = \pi_1^n \text{ for both } p_t^n = h \text{ or } l,
\]
\[
\psi_1^{n,\beta_2}(\pi_1, y) = \pi_1^n - q_L^n y H + (1 - \pi_1^n) q_L^n y L,
\]
\[
\psi_1^{n,\beta_2}(\pi_1, 0) = \pi_1^n - (1 - q_L^n) y H + (1 - \pi_1^n)(1 - q_L^n) y L.
\]
\[
\text{for } n = 1, 2 \text{ at time } t = 1; \text{ at time } 2 \text{ when } \beta_2^n(H, \pi_2) = \beta_2^n(L, \pi_2)
\]
\[
\psi_2^{n,\beta_2}(\pi_2, p_t^n) = \pi_2^n \text{ for both } p_t^n = h \text{ or } l,
\]
\[
\text{when } \beta_2^n(H, \pi_2) \neq \beta_2^n(L, \pi_2)
\]
\[
\psi_2^{n,\beta_2}(\pi_2, h) = \frac{\pi_2^n \beta_2^n(H, \pi_2)}{\pi_2^n \beta_2^n(H, \pi_2) + (1 - \pi_2^n) \beta_2^n(L, \pi_2)},
\]
\[
\psi_2^{n,\beta_2}(\pi_2, l) = \frac{\pi_2^n (1 - \beta_2^n(H, \pi_2))}{\pi_2^n (1 - \beta_2^n(H, \pi_2)) + (1 - \pi_2^n)(1 - \beta_2^n(L, \pi_2))}
\]
\[
\text{for } n = 1, 2. \text{ The CIB update rule } \psi^{\beta_2} \text{ is consistent with the CIB strategy profile } (\lambda^S, \lambda^B).
\]

Then, under the CIB strategy profile (\( \lambda^S, \lambda^B \)) and the CIB update rule \( \psi^{\beta_2} \), the expected instantaneous revenue of seller \( n, n = 1, 2 \), at time 2 becomes
\[
p_2^n \mathbb{E}_{\pi_2}^{n,\lambda^S, \lambda^B} \left[ \sum_{m \in \mathcal{M}} D_2^m(n) \right] = r_2^{n,\beta_2}(\pi_2, p_2^n)
\]
\[
\text{where}
\]
\[
r_2^{n,\beta_2}(\pi_2, p_2^n) := \frac{M}{2(M - 1)} y D(\psi_2^{n,\beta_2}(\pi_2, p_2^n) - \pi_2^n)
\]
\[
- p_2^n + \pi_2^n - (\beta_2^n(H, \pi_2) + (M - 1)),
\]
\[
\text{and}
\]
\[
p_2^n(\pi_2, \beta_2) := (\psi_2^{n,\beta_2}(H, \pi_2) + (1 - \pi_2^n) \beta_2^n(L, \pi_2) h
\]
\[
+ (\pi_2^n (1 - \beta_2^n(H, \pi_2)) + (1 - \pi_2^n)(1 - \beta_2^n(L, \pi_2))) l)
\]
\[
\text{for } n = 1, 2. \text{ There exists a BNE } \lambda^S(\cdot) \text{ at time } t = 2 \text{ for the game where each seller has the objective given by (57),}
\]
if for each $\pi_2 \in \Delta(\{H, L\}^2)$ and for each $n = 1, 2$ one the following conditions is satisfied:

1) $1 > \beta_2^*(H, \pi_2) > 0$ or $1 > \beta_2^*(L, \pi_2) > 0$, and $r_2^{n, \beta_2^*} (\pi_2, h) = r_2^{n, \beta_2^*} (\pi_2, l)$.

2) $\beta_2^*(H, \pi_2) = \beta_2^*(L, \pi_2) = 1$, and $r_2^{n, \beta_2^*} (\pi_2, h) \geq r_2^{n, \beta_2^*} (\pi_2, l)$.

3) $\beta_2^*(H, \pi_2) = \beta_2^*(L, \pi_2) = 0$, and $r_2^{n, \beta_2^*} (\pi_2, h) \leq r_2^{n, \beta_2^*} (\pi_2, l)$.

where $\beta_2^* = \{\beta_2^*(H, \pi_2), \beta_2^*(L, \pi_2), n = 1, 2\}$ are the functions corresponding to $\lambda_2^S(\cdot)$ according to (49) and (50). We numerically compute such a BNE $\lambda_2^S(\cdot)$ along with the function $\beta_2^*(\pi_1)$. They are shown in Fig. 2. The BNE $\lambda_2^S(\cdot)$ is a solution to the analogue of (35) in Theorem 2 for our example by the reasons explained above.

From the above calculation we have a CIB strategy $\lambda^* = \{\lambda^B, \lambda^S\}$ and a CIB update rule $\psi^* := \psi^{\beta_2}$ such that $\lambda^*$ solves the dynamic program of Theorem 2, and $\psi^*$ is consistent with $\lambda^*$. Then, according to Theorem 2, $(\lambda^*, \psi^*)$ forms a CIB equilibrium for the dynamic oligopoly game described in this example.

We note that at time $t = 2$, the CIB strategy $\lambda_2^S(\cdot)$ given by (49) and (50) depends on the private information of the seller at $t = 2$. Consequently, the CIB belief at $t = 2_+$ given
by (55) and (56) becomes policy-dependent. The policy-dependent model and solution presented in this example highlight the differences between our problem and the ones analyzed in [6], [7].

The expected profit of a seller with state $H$ and that of a seller with state $L$ along with their difference at this equilibrium are shown in Fig. 4.

V. CONCLUSION

We analyzed a dynamic oligopoly model with private Markovian dynamics. This model gives rise to a stochastic dynamic game with asymmetric information. We used ideas from the common information approach to prove the existence of CIB equilibria, and to obtain a sequential decomposition of the game that leads to a backward induction algorithm for the computation of such equilibria. We illustrated our results with an example. A key feature of our problem is that the CIB beliefs are policy-dependent. As a result, signaling is present in the stochastic dynamic game resulting from our model. This is in contrast to the models of [6], [7] where there is no signaling.
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For notational simplicity, we use $h^n_t$ to denote $h^{n,S}_t$ and $h^{n,B}_t$ to denote $h^{n,B}_t$ in the proofs.

**Proof of Lemma 1.** If $\lambda$ is a CIB strategy profile and $\psi$ is a CIB update rule consistent with $\lambda$, we define $g \in G$ to be a strategy profile where

$$g^{n,S}_t(h^n_t) := \lambda^{n,S}_t(x^n_t, \gamma(h^n_t)) = \lambda^{n,S}_t(x^n_t, \pi^n_t)$$

for all $n \in N$, \hspace{1cm} (63)

$$g^{n,B}_t(h^{n,B}_t) := \lambda^{n,B}_t(p_t, \gamma(h^{n,B}_t)) = \lambda^{n,B}_t(p_t, \pi^n_t)$$

for all $n \in N$. \hspace{1cm} (64)

Then, we recursively define a belief system $\mu$ and show by induction that (28) and (29) are satisfied and $\mu$ is consistent with $g$. In order to show the consistency of the belief system, we extend the domain of $\mu$ to include histories $h^c_t$ and $h^{n,B}_t := (h^c_t, p_t)$ at any time $t \in T$.

Define $\mu(h^n_0)(\cdot) := 0$ and $\mu(h^{n,B}_0)(\cdot) := 0$ for $n \in N$ at time 0. At time $t = 1$, define for all $x^1 \in X^N$,

$$\mu(h^c_1)(x_1) := P(x_1)$$

$$\mu(h^{n,B}_1)(x_1) := 1_{x^n_1}(h^c_1)P(x_1^n)$$

for any histories $h^n_0, n \in N$, and $h^c_1$. Then, (29) is satisfied at time 0 and (28) is satisfied at time 1, and $g$ is consistent with $\mu$ before time 1.

Suppose $\mu(h^c_t)(\cdot), \mu(h^{n,B}_t)(\cdot), \mu(h^{c,1}_{t-1})(\cdot)$ and $\mu(h^{n,B}_{t-1})(\cdot)$ are defined and (29) is satisfied at time $(t-1)+$ and (28) is satisfied at time $t$, and $g$ is consistent with $\mu$ before time $t$ (the induction hypothesis).

We proceed to define $\mu(h^{n,B}_{t+1})(\cdot), \mu(h^{n,B}_{t+1})(\cdot)$ and $\mu(h^{c,1}_{t+1})(\cdot)$ and prove that (29) is satisfied at time $t+$ and (28) is satisfied at time $t+1$, and $g$ is consistent with $\mu$ after time 1.

For any histories $h^n_{t+1}$ and $h^{n,B}_{t+1}, n \in N$ define the beliefs

$$\mu(h^c_{t+1})(x_{1:t}) := \prod_{k \in N} \mu(h^c_k(x_{k:t}))$$

$$\mu(h^{n,B}_{t+1})(x_{1:t}) := 1_{x^n_{1:t}}(h^c_{t+1}) \prod_{k \neq n} \mu(h^c_k(x_{k:t}))$$

where for any $k \in N$

$$\mu(h^c_k)(x_{1:t}) := \begin{cases} \mu(h^c_k)(x_{1:t}) := \frac{\gamma_{\psi}(h^c_{t+1})(x^c_t)}{\gamma_{\psi}(h^c_{t+1})(x^c_t)} \cdot \mu(h^{c,1}_{t+1})(x_{1:t}), & \text{when } \gamma_{\psi}(h^c_{t+1})(x^c_t) \neq 0 \\ 0, & \text{when } \gamma_{\psi}(h^c_{t+1})(x^c_t) = 0. \end{cases}$$

(69)

Then, at time $t+$, both sides of (29) are zero when $\gamma_{\psi}(h^c_{t+1})(x_t) = \prod_{k \in N} \gamma_{\psi}(h^c_{t+1})(x^c_t) = 0$. When $\gamma_{\psi}(h^c_{t+1})(x_t) \neq 0$, we get

$$\mu(h^c_{t+1})(x_t) = \sum_{x_{1:t-1} \in X^{N(t-1)}} \mu(h^c_{t+1})(x_{1:t})$$

(70)

where the first and second equalities in (70) follow from (67) and (69), respectively; the last equality in (70) follows from the induction hypothesis for (29) at time $t$. Therefore, (29) is true at time $t+$.

To show the consistency at time $t+$, we need to show that the Bayes rules, given by

$$\mu(h^c_{t+1})(x_{1:t}) = \prod_{k \in N} \frac{P_{\mu(h^c_k)}(x_{1:t}, p_t | h^c_k)}{P_{\mu(h^c_k)}(x_{1:t}, p_t | h^c_k)}$$

(71)

$$\mu(h^{n,B}_{t+1})(x_{1:t}) = \prod_{k \in N} \frac{P_{\mu(h^{n,B}_k)}(x_{1:t}, p_t | h^{n,B}_k)}{P_{\mu(h^{n,B}_k)}(x_{1:t}, p_t | h^{n,B}_k)}$$

(72)

are true for any histories $h^c_{t+1}$ and $h^{n,B}_{t+1}, n \in N$ when the above denominators are non-zero. From (67) and (69) we obtain

$$\mu(h^c_{t+1})(x_{1:t})$$

(73)

when the denominators are non-zero. The last inequality in (73) is true because of (24) ($\psi$ is consistent with $\lambda$).

On the other hand, from the specification of $g$, the numerator in the right hand side of (71) is equal to

$$\prod_{k \in N} \frac{P_{\mu(h^c_k)}(x_{1:t}, p_t | h^c_k)}{P_{\mu(h^c_k)}(x_{1:t}, p_t | h^c_k)} = \mu(h^c_{t+1})(x_{1:t}) \prod_{k \in N} \lambda^{k,S}_t(x_k, \gamma_{\psi}(h^c_k))(p^k_t) \gamma_{\psi}(h^c_k)(x_k)^{p^k_t}$$

(74)

Substituting (74) back into the right hand side of (71), the right hand side of (71) equals to (73), which is the left hand side of (71). Using similar arguments as in (71), we can show that (72) is true for all $n \in N$. Therefore, we obtain the consistency of $\mu$ at time $t+$.
At time $t + 1$ for any histories $h^c_{t+1}, n \in \mathcal{N}$, and $h^n_{t+1}$, define the belief at time $t + 1$ as

$$
\mu(h^c_{t+1})(x_{t+1}) := \prod_{k \in \mathcal{N}} \mu(h^c_{t+1})(x^k_{t+1})
$$

(75)

$$
\mu(h^n_{t+1})(x_{t+1}) := 1_{\{x^k_{t+1} \neq h^n_{t+1}\}} \prod_{k \neq n} \mu(h^n_{t+1})(x^k_{t+1})
$$

(76)

where for any $k \in \mathcal{N}$

$$
\mu(h^c_{t+1})(x^k_{t+1}) = \begin{cases} 
\mu(h^c_{t+1})(x^k_{t+1}) \\
\frac{1}{|X^c|} \gamma^c(h^c_{t+1})(x^k_{t+1}) \\
\gamma^c(h^c_{t+1})(x^k_{t+1})
\end{cases}
$$

(77)

(78)

For any $k \in \mathcal{N}$, when $\sum_{x^k_{t+1}} \gamma^c(x^k_{t+1}, y^k_t) \gamma^c(h^c_{t+1})(x^k_{t+1}) \neq 0$, we get

$$
\mu(h^c_{t+1})(x^k_{t+1}) = \sum_{x^k_{t+1} \in X^c} \mu(h^c_{t+1})(x^k_{t+1})
$$

$$
= \sum_{x^k_{t+1} \in X^c} \mu(h^c_{t+1})(x^k_{t+1})
$$

(79)

(80)

where the fourth equality in (80) follows from the induction hypothesis for (28) at time $t + 1$ and the last equality in (80) is true because of (25) ($\psi$ is consistent with $\lambda$). Then, for any $n \in \mathcal{N}$, from (76), (79) and (80) we obtain

$$
\mu(h^n_{t+1})(x_{t+1}) := 1_{\{x^k_{t+1} \neq h^n_{t+1}\}} \prod_{k \neq n} \mu(h^n_{t+1})(x^k_{t+1})
$$

(81)

Therefore, (28) is true at time $t + 1$.

To show the consistency at time $t + 1$, we need to show that the Bayes rules, given by

$$
\mu(h^c_{t+1})(x_{t+1} \mid d_t, y_t | h^c_{t+1})
$$

$$
\sum_{x^k_{t+1}} P^g_{\mu(h^c_{t+1})}(x^k_{t+1}, d_t, y_t | h^c_{t+1})
$$

(82)

$$
\mu(h^n_{t+1})(x_{t+1} \mid d_t, y_t | h^n_{t+1})
$$

$$
\sum_{x^k_{t+1}} 1_{\{x^k_{t+1} \neq h^n_{t+1}\}} P^g_{\mu(h^n_{t+1})}(x^k_{t+1}, d_t, y_t | h^n_{t+1})
$$

(83)

are true for any histories $h^c_{t+1}$ and $h^n_{t+1}, n \in \mathcal{N}$ when the above denominators are non-zero. From (75) and (77) we obtain

$$
\mu(h^c_{t+1})(x_{t+1} \mid d_t, y_t | h^c_{t+1})
$$

$$
= \prod_{k \in \mathcal{N}} \mu(h^c_{t+1})(x^k_{t+1}) \sum_{x^k_{t+1} \in X^c} Q^c_k(x^k_{t+1}, y^k_t) \gamma^c(h^c_{t+1})(x^k_{t+1})
$$

(84)

when the above denominator is non-zero; the last equality in (84) follows from the induction hypothesis for (29) at time $t + 1$.

On the other hand, using the dynamics of states and the specification of $g$, the numerator in the right hand side of (82) is equal to

$$
\sum_{x^k_{t+1} \in X^c} Q^c_k(x^k_{t+1}, y^k_t) \gamma^c(h^c_{t+1})(x^k_{t+1})
$$

$$
= \mu(h^c_{t+1})(x_{t+1}) \prod_{m \in \mathcal{M}} g^{m,B}(h^c_{t+1})
$$

(85)

Substituting (85) back into the right hand side of (82), the right hand side of (82) equals to (84), which is the left hand side of (82). Using similar arguments as in (82), we can show that (83) is true for all $n \in \mathcal{N}$. Therefore, we obtain the consistency of $\mu$ at time $t + 1$.

\[ \square \]

**Proof of Lemma 2.** Due to space limit, we only prove the case for seller $n$; the buyer’s case can be proved using arguments similar to the seller’s case. To simply the notation, we use $\gamma$ to denote the CIB belief $\gamma^c$ constructed from $\psi$.

Let $(g, \mu) = f(\lambda, \psi)$. Suppose every buyer $m$ uses the strategy $g^{m,B}$ and every seller $k \neq n$ uses the strategy $g^{k, S}$. Since the strategy of every buyer and every seller $k \neq n$ is fixed, the best response of seller $n$ is the solution to the
following stochastic control problem.

\[ \max_{\tilde{g}^{n,s} \in \tilde{G}^{n,s}} E^{\tilde{g}^{n,s}}_\mu \left[ \sum_{t=1}^{T} \phi^{n,s}_t(P_t, D_t) \right]. \] (86)

In the following, we show that the stochastic control problem (86) is equivalent to a Markov Decision Process (MDP) with state process \( \{X^k_t, \Pi^k_t\}, t \in T \) and action process \( \{P^k_t, t \in T\} \) of seller \( n \).

Since \( P^k_t, k \neq n \) satisfies (26), the distribution of \( P^k_t \) only depends on \( \{X^k_t, \Pi^k_t\} \). Each \( D^a_t \) satisfies (27), then the distribution of \( D^a_t \) depends on \( \{P_t, \Pi^a_t\} \). Note that \( \Pi^a_t = \psi_t(\Pi^a_t, P_t) \) from (18). Consequently, the distribution of \( D^a_t \) only depends on \( \{P^a_t, X^a_t, \Pi_t^a\} \).

Therefore, the distribution of \( \{P_t, D_t\} \) only depends on \( \{P^a_t, X^a_t, \Pi_t^a\} \). Then,

\[ E^{\tilde{g}^{n,s}}_\mu \left[ \phi^{n,s}_t(P_t, D_t) | P^a_t, X^a_t, \Pi_t^a, H^a_t \right] \]
\[ = \mathbb{E} \left[ \phi^{n,s}_t(P_t, D_t) | P^a_t, X^a_t, \Pi_t^a, H^a_t \right] \]
\[ = \tilde{g}^{n,s}_t(P^a_t, X^a_t, \Pi_t^a). \] (87)

For any realization \( h^a_t = (h^a_t, x^a_t, \gamma_t) \in \mathcal{H}^{n,s}_t \) and \( p^a_t \in \mathcal{P} \), letting \( \pi^a_t := \gamma(h^a_t) \). From (87) we obtain

\[ E^{\tilde{g}^{n,s}}_\mu \left[ \phi^{n,s}_t(P_t, D_t) | h^a_t, p^a_t \right] \]
\[ = E^{\tilde{g}^{n,s}}_\mu \mathbb{E} \left[ \phi^{n,s}_t(P_t, D_t) | P^a_t, X^a_t, \Pi_t^a, H^a_t \right] | h^a_t, p^a_t \]
\[ = E^{\mu} \left[ \phi^{n,s}_t(p^a_t, X^a_t, \pi^a_t) | h^a_t, p^a_t \right] \]
\[ = E^{\mu} \left[ \phi^{n,s}_t(p^a_t, X^a_t, \pi^a_t) | h^a_t, p^a_t \right] \]
\[ = \tilde{g}^{n,s}_t(p^a_t, X^a_t, \pi^a_t). \] (88)

Equation (a) in (88) is true because from (28), \( X^a_t \) and \( P^a_t \) are independent under \( \mu \). From (88), the objective function (86) of seller \( n \) is equivalent to

\[ \max_{\tilde{g}^{n,s} \in \tilde{G}^{n,s}} E^{\tilde{g}^{n,s}}_\mu \left[ \sum_{t=1}^{T} \tilde{g}^{n,s}_t(\Pi^a_t, P^a_t) \right] \] (89)

From the private state dynamics, the distribution of \( X^a_{t+1} \) depends on \( X^a_t \). From (16) and (18) we get

\[ \Pi^a_{t+1} = \psi_t(\Pi^a_t, Y_t) \]
\[ = \psi_t(\psi(\Pi^a_t, P_t), Y_t). \] (90)

Note that the distribution of \( P^k_t \) only depends on \( \{X^k_t, \Pi^k_t\} \); the distribution of \( Y_t \) depends only on \( \{X^a_t, X^a_{t-1}\} \). Therefore, the distribution of \( \{X^a_{t+1}, X^a_{t+1}, \Pi^a_{t+1}\} \) depends only on \( \{X^a_t, X^a_{t-1}, P^a_t, \Pi^a_t\} \). Then, for any realizations \( x^a_{t+1} \in \mathcal{X} \), \( \pi^a_{t+1} \in \Delta(\mathcal{X}) \), \( h^a_t = (h^a_t, x^a_t, \gamma_t) \in \mathcal{H}^{n,s}_t \) and \( p^a_t \in \mathcal{P} \), we obtain

\[ \mathbb{P}^{g^{n,s}}_\mu (x^a_{t+1}, \pi^a_{t+1} | h^a_t, p^a_t) \]
\[ = \sum_{x^a_t} \mathbb{P}^{g^{n,s}}_\mu (x^a_{t+1}, \pi^a_{t+1} | x^a_t, h^a_t, p^a_t) \mathbb{P}^{g^{n,s}}_\mu (x^a_t | h^a_t, p^a_t) \]
\[ = \sum_{x^a_t} \mathbb{P}(x^a_{t+1} | \pi^a_{t+1} | x^a_t, h^a_t, p^a_t) \mathbb{P}(x^a_t | h^a_t, p^a_t) \prod_{k \neq n} \mathbb{P}(x^a_t | h^a_t, p^a_t) \]
\[ = \mathbb{P}(x^a_{t+1}, \pi^a_{t+1} | x^a_t, h^a_t, p^a_t). \] (91)

The third equality in (91) follows from Lemma 1, and the last equality follows from the same arguments as the first through third equalities. Equation (91) shows that the process \( \{\{X^a_t, \Pi^a_t\}, t \in T\} \) is a controlled Markov Chain with respect to the action process \( \{P^a_t, t \in T\} \) for seller \( n \). Therefore, (89) is a MDP. From the theory of MDP (see [28]), there is a best response \( \tilde{g}^{n,s}_t \), under the belief system \( \mu \), of seller \( n \) such that

\[ \tilde{g}^{n,s}_t(H^a_t) = \tilde{\lambda}^{n,s}_t(X^a_t, \Pi^a_t) = \lambda^{n,s}_t(X^a_t, \gamma(h^a_t)) \] (92)

for some function \( \lambda^{n,s}_t(\cdot) \) at each time \( t \). This completes the proof of Lemma 2 for the sellers.

\[ \square \]

**Proof of Theorem 2.** If a pair \((\lambda^*, \psi^*)\) is a CIB equilibrium, let \((g^*, \mu^*) = f(\lambda^*, \psi^*)\) be the PBE constructed from \((\lambda^*, \psi^*)\). From the definition of the functions \( V^* := V(\lambda^*, \psi^*), V^{n,s}_t(\gamma(h^a_t), x^a_t) \) is the expected reward to go from time \( t \) on, under \( \mu^* \), for seller \( n \) at \( h^a_t \) under the strategy profile \( g^* \). If (35) is not true, then there exists another strategy of seller \( n \) that achieves reward higher than \( V^{n,s}_t(\gamma(h^a_t), x^a_t) \). This contradicts the fact that \((g^*, \mu^*)\) is a PBE. Similar arguments show that (36) should also hold.

Due to space limit, we only prove sequential rationality for seller \( n \). Sequential rationality for the buyers can be obtained using similar arguments.

If every buyer \( m \) uses the strategy \( g^{m,B} \) and every seller \( k \neq n \) uses the strategy \( g^{k,B} \), from Lemma 2 we know that there is a best response \( \tilde{g}^{n,s}_t \), under the belief system \( \mu^* \), of seller \( n \) such that

\[ \tilde{g}^{n,s}_t(h^a_t) = \tilde{\lambda}^{n,s}_t(x^a_t, \pi^a_t) \] (93)

for some CIB strategy \( \tilde{\lambda}^{n,s}_t(\cdot) \) at each time \( t \). Define a CIB strategy profile \( \lambda := \langle \lambda^{n,s}_t, \lambda^{n,n,s}_t, \lambda^{n,B} \rangle \). From the definition of the functions \( V := V(\lambda, \psi^*), V^{n,s}_t(\gamma(h^a_t), x^a_t) \) is the expected reward to go from time \( t \) on, under \( \mu^* \), for seller \( n \) at \( h^a_t \) under the strategy profile \( \tilde{g} \). Since \( \tilde{g}^{n,s}_t \) is a best response, \( \tilde{V}^{n,s}_t(\gamma(h^a_t), x^a_t) \) gives seller \( n \) the maximum expected reward to go from time \( t \) on under \( \mu^* \). However, since \( \lambda^{n,s}_t(x^a_t, \pi^a_t) \) is one of the optimal solution of (35) at each time \( t \), we can show by induction that

\[ V^{n,s}_t(\gamma(h^a_t), x^a_t) \geq \tilde{V}^{n,s}_t(\gamma(h^a_t), x^a_t). \] (94)
Therefore, (94) implies that, at any time \( t \), \( q^{n,S}_{m} \) gives seller \( n \) the maximum expected reward to go from time \( t \) on under \( \mu^* \). This complete the proof that \((g^*,\mu^*)\) is a PBE. As a result, the pair \((\lambda^*,\gamma^*)\) forms a CIB equilibrium of the dynamic oligopoly game described in II.

**Proof of Theorem 1.** Consider a CIB update rule \( \psi^* \) given by

\[
\psi^*_t(n, p^n_t) = \pi^*_t \\
\psi^*_t(n, y^n_t)(x^n_{t+1}) = \arg\max_{\pi_t \in \pi^*_t} \{ \frac{1}{\lambda^*_t(x^n_{t+1})} \} + \arg\max_{\pi_t \in \pi^*_t} \{ \frac{1}{\lambda^*_t(x^n_{t+1})} \},
\]

(95)

when the above denominator is non-zero. (96)

Based on \( \psi^* \), we solve the dynamic program (36)-(35) to get a CIB strategy profile \( \lambda^* \) and show that \((\lambda^*,\psi^*)\) forms a CIB equilibrium.

To solve the dynamic program, first consider buyers' strategies. Suppose the users use a CIB strategy profile \( \lambda^* \). For the functions \( V(\lambda, \psi^*) \), since \( Y_t \) is independent of \( D_t \), the optimization problem (36) becomes

\[
\arg\max_{\pi_t \in \pi^*_t} \left\{ \frac{1}{\lambda^*_t(x^n_{t+1})} \right\} + \arg\max_{\pi_t \in \pi^*_t} \left\{ \frac{1}{\lambda^*_t(x^n_{t+1})} \right\} \\
\Rightarrow \arg\max_{\pi_t \in \pi^*_t} \left\{ \frac{1}{\lambda^*_t(x^n_{t+1})} \right\} + \arg\max_{\pi_t \in \pi^*_t} \left\{ \frac{1}{\lambda^*_t(x^n_{t+1})} \right\}.
\]

Consequently, \( \lambda^*_t \) solves (36) if for any \( p_t \in \mathcal{P} \) and \( \pi_t \in \Delta(\mathcal{Y}^N) \), \( \lambda^*_t(p_t, \pi_t) \in \mathcal{M} \) is a Bayesian Nash equilibrium of the game \( G_t(p_t, \pi_t) \) where each agent \( m \) has the following objective.

\[
\arg\max_{\pi_t \in \pi^*_t} \left\{ \frac{1}{\lambda^*_t(x^n_{t+1})} \right\} + \arg\max_{\pi_t \in \pi^*_t} \left\{ \frac{1}{\lambda^*_t(x^n_{t+1})} \right\}.
\]

(98)

Since \( \mathcal{D} \) is a finite set, \( G_t(p_t, \pi_t) \) has at least one equilibrium. Let \( \{\lambda^*_t(p_t, \pi_t), m \in \mathcal{M}\} \) denote an equilibrium of \( G_t(p_t, \pi_t) \) for \( t \in \mathcal{T} \). Then \( \lambda^*_t \) solves (36) for any time \( t \in \mathcal{T} \).

Now suppose the buyers use the strategy \( \lambda^*_B \) and the sellers use some strategy \( \lambda^* \). For the functions \( V((\lambda^*, \lambda^*_B), \psi^*) \). Note that \( \psi^*_t(n, p^n_t) = \pi^*_t \). Therefore, the optimization problem (35) becomes

\[
\arg\max_{\pi_t \in \pi^*_t} \left\{ \frac{1}{\lambda^*_t(x^n_{t+1})} \right\} + \arg\max_{\pi_t \in \pi^*_t} \left\{ \frac{1}{\lambda^*_t(x^n_{t+1})} \right\}.
\]

(99)

The function \( V^{n,S}_t(\cdot) \) can be computed by

\[
V^{n,S}_t(\pi_t, p_t, x^n_t) = \mathbb{E}^{\lambda_t^B}_t \left( \phi_t^{n,S}(p_t, D_t) \right) \\
+ V^{n,S}_{t+1}(\psi_t(\pi_t, Y_t, X^n_{t+1})|\pi_t, p_t, x^n_t)
\]

(100)

where

\[
\phi_t^{n,S}(p_t, \pi_t) := \sum_{d_t \in \mathcal{D}_M} \phi_t^{n,S}(p_t, d_t) \prod_{m \in \mathcal{M}} \lambda_t^{m,B}(p_t, \pi_t)(d_t^m)
\]

(101)

Putting (100) into (99), the optimization problem (35) becomes

\[
\arg\max_{\pi_t \in \pi^*_t} \left\{ \frac{1}{\lambda^{n,S}_t(x^n_t, \pi_t)} + \frac{1}{\lambda^{n,S}_t(x^n_t, \pi_t)} \right\}.
\]

(102)

Consequently, \( \lambda^{n,S}_t \) solves (35) if and only if \( \lambda^{n,S}_t(x^n_t, \pi_t) = \hat{\lambda}^{n,S}_t(\pi_t) \) and for any \( \pi_t \in \Delta(\mathcal{Y}^N_n) \), \( \{\lambda^{n,S}_t(\pi_t), n \in \mathcal{N}\} \) is a Nash equilibrium of the game \( G_t(\pi_t) \) where each agent \( n \) has the following objective.

\[
\arg\max_{\pi_t \in \pi^*_t} \left\{ \frac{1}{\lambda^{n,S}_t(x^n_t, \pi_t)} + \frac{1}{\lambda^{n,S}_t(x^n_t, \pi_t)} \right\}.
\]

(104)

Since \( \mathcal{P} \) is a finite set, \( G_t(\pi_t) \) has at least one equilibrium. Let \( \lambda^{n,S}_t(\pi_t), n \in \mathcal{N} \) denote an equilibrium of \( G_t(\pi_t) \) for \( t \in \mathcal{T} \). Let \( \{\lambda^{n,S}_t(x^n_t, \pi_t) := \hat{\lambda}^{n,S}_t(\pi_t), n \in \mathcal{N}\} \). Then \( \lambda^{n,S}_t \) solves (35) for any time \( t \in \mathcal{T} \).

From the above calculation we have a CIB strategy profile \( \lambda^* = \{\lambda^B, \lambda^S\} \) and a CIB update rule \( \psi^* \) such that \( \lambda^* \) solves the dynamic program of the functions \( V(\lambda^*, \psi^*) \). Furthermore, \( \psi^* \) satisfies (25) by its definition (96). Note that \( \lambda^{n,S}_t(x^n_t, \pi_t) = \hat{\lambda}^{n,S}_t(\pi_t) \). Therefore,

\[
\frac{\lambda^{n,S}_t(x^n_t, \pi_t)(p_t^n)}{\sum_{x^n_t \in \mathcal{X}^{n,S}} \lambda^{n,S}_t(x^n_t, \pi_t)(p_t^n)} x^n_t
\]

(105)
Then, $\psi^*$ also satisfies (24). As a result, $\psi^*$ is consistent with $\lambda^*$. According to Theorem 2, $(\lambda^*, \psi^*)$ forms a CIB equilibrium.