
A central challenge in biology is to understand how gen-
otypes map to phenotypes. This mapping is complicated 
by the fact that genes, and their protein products, do not 
function independently of each other. Perturbations of 
multiple distinct genes can result in similar phenotypes 
(known as locus heterogeneity), whereas some pheno-
types may only be observed in the presence of combina-
torial perturbations (a type of epistasis1). Consequently, 
in order to understand the genotype-to-phenotype 
problem, it would be beneficial to study proteins and 
genes in a network context. Since the turn of the century, 
high-throughput interaction mapping has emerged as 
an extremely useful approach for providing this context. 
Large-scale networks have been generated in various 
model organisms, documenting which proteins physi-
cally interact, which gene pairs functionally interact and 
which genes functionally interact with specific drugs 
(TABLE 1). These networks have been enormously valu-
able both for understanding the function of individual 
genes2 and for elucidating the organizing principles of 
biological systems3 (FIG. 1). However, a necessary limi-
tation of most large-scale network biology screens is 
that they treat proteins and genes as simple monolithic 
nodes in a network. In reality, most proteins are com-
posed of multiple domains and peptide motifs that can 
bind to distinct partners4. Furthermore, their activity 
and cellular localization can be dynamically regulated 
by various post-translational modifications (PTMs)5. Such 
structural features of proteins are generally ignored by 

protein interaction screens, in which the typical reported 
result is of the form ‘protein A interacts with proteins 
B and C’. Similarly, genetic and drug–gene (chemoge-
netic) interaction screens typically report on the con-
sequences of removing a gene altogether rather than 
on the effect of mutating specific residues. In isolation, 
these approaches can be used to assign function to 
whole genes or proteins but not to specific regions or 
residues. However, mapping at such a high resolution 
is necessary for understanding how protein structure 
relates to function. It is also necessary for elucidating 
how different mutations of the same gene may result 
in different phenotypic outcomes, which is particularly 
important in the context of understanding the conse-
quences of genome sequence variation. Indeed, muta-
tions that result in the complete loss of a gene or severe 
truncation of a protein are much rarer than those that 
alter a single nucleotide or residue6 (BOX 1).

In this Review, we provide a description of three types 
of network biology screens: protein–protein, genetic 
and drug–gene interactions (FIG. 1). These three net-
work types provide complementary views of the same 
cellular components. Protein–protein interactions are 
used to identify the pathways and complexes of the 
cell, and drug–gene interactions can be used to iden-
tify the activities that a pathway is involved in, whereas 
genetic interactions primarily report on the functional 
dependencies within and between pathways. We show 
how the approaches used to map these interactions are 
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Abstract | Proteins are not monolithic entities; rather, they can contain multiple domains  
that mediate distinct interactions, and their functionality can be regulated through 
post-translational modifications at multiple distinct sites. Traditionally, network biology  
has ignored such properties of proteins and has instead examined either the physical 
interactions of whole proteins or the consequences of removing entire genes. In this Review, 
we discuss experimental and computational methods to increase the resolution of protein–
protein, genetic and drug–gene interaction studies to the domain and residue levels. Such 
work will be crucial for using interaction networks to connect sequence and structural 
information, and to understand the biological consequences of disease-associated 
mutations, which will hopefully lead to more effective therapeutic strategies.
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Epistasis
A phenomenon whereby the 
phenotype associated with a 
mutation is altered by the 
presence or absence of 
additional mutations.

Domains
Distinct functional or structural 
regions of a protein, which can 
fold independently of the rest 
of the protein. A protein may 
contain several domains, and 
the same domain may be 
present in different proteins.

Post-translational 
modifications
(PTMs). The chemical 
modifications of a protein  
after its translation, which can 
change the enzymatic activity, 
subcellular localization or 
interaction partners of the 
protein.

being extended to identify the parts of proteins that are 
responsible for specific interactions and to investigate 
how different mutations of the same protein can result 
in different functional consequences (BOX 2). Finally, 
we aim to place into context these high-resolution net-
work biology approaches as a way to ultimately connect 
sequence with structure.

For brevity, we do not discuss gene regulatory net-
works, such as those derived from chromatin immuno-
precipitation followed by sequencing experiments or  
from gene expression studies (reviewed in REFS 7,8),  
or the determination and modelling of dynamic sig-
nalling networks (reviewed in REFS 9–11). Moreover, 
we do not discuss the identification of enzyme– 
substrate relationships, such as those between kinases and 
their targets12. Similarly, we do not address approaches 
that seek to understand the functional changes that are 
caused by sequence variation in non-coding regions,  
as these have recently been reviewed elsewhere13.

Interaction network primer
Protein–protein interactions. Experimental methods for 
detecting protein–protein interactions can be generally 

grouped into two distinct categories: those that seek to 
identify direct ‘binary’ interactions, such as yeast two-
hybrid (Y2H)14 and protein complementation meth-
ods15, and those that identify co-complex associations, 
such as the affinity purification–mass spectrometry 
(AP–MS) approach16,17 (FIG. 1a). All of the methods for 
detecting protein–protein interactions have different 
strengths and weaknesses, and it should be noted that 
no high-throughput approach has perfect specificity and 
sensitivity18. Initial reports suggested that the results of 
AP–MS experiments are of higher accuracy and higher 
reproducibility than Y2H methods19,20. However, subse-
quent analyses argue that this is a bias of the methods 
that were used to assess quality and that, in reality, both 
approaches favour the detection of different but comple-
mentary types of interactions14. For example, Y2H can 
identify transient and low-affinity interactions, whereas 
AP–MS can identify more stable indirect interactions, 
such as those that occur between proteins that belong to 
the same complex but that do not directly bind to each 
other14 (FIG. 1a). Large-scale interaction networks that use 
both approaches have been generated in various model 
organisms (TABLE 1). These networks are augmented by 

Table 1 | Interaction networks in selected model organisms and in humans

Species Network type* Details Refs

Saccharomyces 
cerevisiae

Y2H ~3,000 interactions; ~2,000 proteins 14

AP–MS ~7,000 interactions; ~2,700 proteins 16

AP–MS ~500 complexes; ~2,700 proteins 17

Drug–gene ~6,000 genes; ~400 drugs or conditions 152

Genetic ~5.4 million measured interactions; ~4,500 genes 40

Schizosaccharomyces 
pombe

Genetic ~1.6 million measured interactions; ~2,400 genes 38

Drug–gene ~440 genes; 21 drugs or conditions 64

Drug–gene ~2,500 genes; 6 drugs or conditions 153

Caenorhabditis  
elegans

Genetic ~65,000 measured interactions; ~162 genes 50

Y2H ~3,800 interactions; ~2,600 proteins 154

Drosophila 
melanogaster

AP–MS ~550 complexes; ~5,000 proteins 155

Y2H ~4,800 filtered interactions; ~4,700 proteins 156

Genetic ~30,000 measured interactions; 93 genes 46

Genetic ~17,000 measured interactions; ~500 genes 157

Escherichia coli AP–MS ~6,000 interactions; ~1,800 proteins 158

Genetic ~235,000 measured interactions; ~820 genes 39

Drug–gene ~4,000 genes; 324 drugs or conditions 36

Homo sapiens Fractionation–mass 
spectrometry

~14,000 interactions; ~3,000 proteins 159

Y2H ~3,200 interactions; ~1,700 proteins 160

Y2H ~2,800 interactions; ~1,500 proteins 161

Drug–gene 70 genes; 87 drugs 145

Genetic 878 validated interactions; 12 genes, each tested for 
interactions using genome-wide RNA interference

47

Genetic Pairwise genetic interactions among a set of 60 genes through 
double knockdown using RNA interference

45

AP–MS, affinity purification–mass spectrometry; Y2H, yeast two-hybrid. *In cases in which multiple networks of the same type 
were available for a single species, details of the largest network are provided. For cases in which no network was clearly larger, 
both networks are included.
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Deletion libraries
Sets of mutant strains, each  
of which has a single gene 
removed. The removed gene  
is typically replaced with an 
antibiotic-resistant marker to 
allow easy selection in genetic 
experiments.

extensive literature curation efforts21,22, in which indi-
vidual interactions from low-throughput experiments 
are manually identified from the literature. Interactions 
from both low- and high-throughput experiments 
are stored in databases23,24, which allow research-
ers to investigate many of the interactions that have 
been reported for a protein of interest. Computational 
methods have also been extensively used to predict 
protein–protein interactions using various sequence25, 
structure26 and genomic data27. Protein–protein inter-
action networks can be used to assign functionality to 
uncharacterized proteins through ‘guilt-by-association’, 
which essentially predicts the function of a protein on 
the basis of the function of its interacting partners 
(reviewed in REFS 2,28).

Genetic interactions. Genetic or epistatic interactions 
report on functional interactions between mutations and  
are identified when combinations of mutations pro-
duce a different phenotype than that expected from 
the phenotypes of individual mutations29. Although 
higher-order interactions have been measured30,31, for 
practical reasons experimental studies usually focus 
on interactions between pairs of mutations. Typically, 
genetic interactions are assigned a quantitative score on 
the basis of how the growth of a double mutant differs 
from that expected based on the growth of each of the 
two single mutants32. Negative interactions are identified 
when the growth is worse than expected and are typically 
interpreted as revealing redundant or parallel pathways. 
Positive interactions are detected when the growth is bet-
ter than expected and often identify factors that function 
in linear pathways29 (FIG. 1b). The most extreme example 
of a negative genetic interaction is synthetic lethality, in 
which individually mutating two genes results in a viable 
organism, but mutating the two genes in combination 
results in cell death. Both in yeast and in bacteria, high-
throughput genetic strategies have been developed to 
create strains that contain pairs of mutations33–37, and 
large-scale genetic interaction screens have been car-
ried out using comprehensive gene deletion libraries38–41. 
Strategies have also been developed to disrupt either the 
expression or the stability of essential genes, in which a 
gene deletion would result in the loss of viability42–44. In 
metazoans, RNA interference (RNAi)-based approaches 
are more commonly used to simultaneously target two 
genes, and both cell growth45–49 and whole-organism 
growth50,51 have been used as phenotypes.

As with protein–protein interactions, high-throughput  
efforts to map genetic interactions are complemented 
by literature curation22, and the results are stored in cen-
tralized databases24. Compared with protein–protein  
interactions, efforts to predict genetic interactions 
computationally have been relatively limited — most  
methods focus on extending existing networks52,53 
rather than on the de novo prediction of interactions. 
Nevertheless, there are a few examples of the de novo 
prediction approach54–56.

The set of partners that a gene interacts with — or 
in the case of quantitative screens, the set of scores for 
these interactions — is known as an interaction pro-
file. The inhibition of genes that function in the same 
pathway or complex tends to result in similar genetic 
interaction profiles; that is, they interact with the same 
sets of genes in the same way (FIG. 1d). Although it is 
possible to predict the function of a gene from that of  
its genetic interaction partners, especially using positive 
genetic interactions, it is more common to predict gene  
function using genetic interaction profile similarity29.

Drug–gene interactions. Chemogenetic interactions 
report on the functional interactions between genes and 
drugs. They are conceptually similar to genetic interac-
tions, and experimental screens for detecting such inter-
actions are carried out in a similar manner. However, 
rather than simultaneously perturbing two genes, a single  
gene is perturbed in the presence of a compound. As 
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Figure 1 | Interaction networks. a | In protein–protein interactions, protein A 
interacts with proteins B, C, D and E, either directly (top panel) or within a complex 
(bottom panel). b | In genetic interactions, genes A and B operate in a parallel pathway 
to genes C and D, whereas genes E and F operate in a linear pathway or complex.  
c | In drug–gene (chemogenetic) interactions, genes A and B operate in parallel to  
a pathway (involving genes C and D) that is inhibited by drug G. Gene E works in a 
linear pathway with gene F that is inhibited by drug H. d | Profile similarity is shown. 
Rows represent genes and columns represent either genes (for genetic interaction 
screens) or drugs (for drug–gene interaction screens). Coloured squares display 
negative (blue), positive (yellow) or neutral (black) interaction scores. Genes A, B and C 
all have similar interaction profiles, which suggests that they function in the same 
pathway or complex. In an analogous manner, genes D and E have similar interaction 
profiles, which suggests that they function together. The tree on the right indicates a 
hierarchical clustering of the profiles.
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with genetic interactions, they can be either negative, 
in which the combined effect of perturbing a gene in 
the presence of a drug is more severe than expected, or 
positive, in which the combined effect is less severe than 
expected. Similarly to genetic interactions, these can be 
interpreted as perturbing parallel or linear pathways 
respectively (FIG. 1c). However, owing to both off-target 
and nonspecific effects, such interpretations may be an 
oversimplification. It is important to note that a drug–
gene interaction does not imply that the drug physically 
binds to the protein product of that gene. Rather, the 
phenotype that is associated with the perturbation of the 
gene is modified by the presence of the drug. This can 
be because the drug directly binds to the encoded pro-
tein, but it is more frequently because the drug induces 
a cellular state in which the requirement for the protein 
is altered. For example, many genes that are involved in 
DNA damage repair show negative interactions with 
the DNA-damaging agent methyl methanesulphonate 
(MMS)57, not because they directly bind to MMS but 
because their functionality becomes more important 
in the presence of the induced DNA damage. Gene 
function can be either directly inferred from interac-
tions with a specific drug — for example, interaction 
with MMS could indicate that the gene functions in the 
DNA damage response — or indirectly inferred through 
profile similarity, as genes in the same pathway tend to 
interact with the same drugs (FIG. 1d).

Network integration. Each of the three interaction types 
discussed above provides mostly orthogonal informa-
tion of the same cellular components. Consequently, by 
integrating multiple network types it is possible to obtain 
insights that are not obvious from analysing a single net-
work in isolation. As these integrative approaches have 
been reviewed elsewhere58–60, we only mention a single 
example of the use of integrating each pair of networks 
here. Protein–protein and genetic interaction data have 
been integrated by various groups to identify functional 
modules; that is, sets of proteins that are physically con-
nected and that show similar genetic interaction profiles. 
In addition to improving the identification of known 
complexes, this approach has revealed pairs of com-
plexes that are linked by either all negative or all positive 
genetic interactions, which suggest parallel and linear 
dependencies, respectively58,61. Similarly, others have 
integrated protein complexes with chemogenetic inter-
actions to identify conditionally essential complexes62 
(the members of which all show negative interactions 
with a particular drug), which suggests that the func-
tion of the entire complex is required in the presence of 
that drug. Finally, genetic and chemogenetic interaction 
profiles have been successfully integrated to improve the 
identification of drug targets63,64.

High-resolution protein–protein interactions
Identifying which parts of a protein are responsible 
for different interactions is an important step towards 
predicting how its function will be affected by differ-
ent mutations, as well as for understanding how a single  
protein can carry out multiple different functions.

Box 1 | How sequence variation has an effect on proteins

High-throughput sequencing has facilitated the rapid collection of genetic variation 
across human genomes. This includes both germline variation that is heritable and 
somatic mutations that occur in certain cell lineages (for example, as precursors to 
cancer126). Coupled with technologies that enrich DNA samples for protein-coding 
regions of the genome, exome sequencing has provided a wealth of information about 
genetic variants that potentially affect protein function. For somatic mutations in cancer, 
the range of effects is highly diverse and dependent on both cancer type and exposure to 
carcinogens (for example, tobacco smoke in lung cancers and ultraviolet radiation in skin 
cancers)126. For germline mutations, most functional coding variation is rare127 and is 
specific to single populations128. To illustrate the effect of sequence variation on proteins, 
we summarize the distribution of single-nucleotide variants across three possible 
categories: nonsense, missense and synonymous. Numerous computational techniques 
have recently been developed to predict the functional significance of amino acid 
substitutions; here, we use the PolyPhen-2 program to categorize missense variants as 
‘benign’, ‘possibly damaging’ or ‘probably damaging’ (REF. 118).

Large-scale sequencing efforts, such as the 1,000 Genomes Project (TGP)129, have 
amassed a tremendous amount of data by sequencing thousands of individuals and have 
had an early emphasis on exome sequencing. If mutations were completely random, we 
would then expect nonsense and missense mutations to collectively make up ~72% of all 
coding variants observed, with a substantial fraction of these probably affecting protein 
function (see the figure, part a). This is nearly the case for the rarest of variants in the TGP 
(global frequency <0.1%), for which ~63% of variants are either nonsense or missense. 
However, purifying selection is an efficient evolutionary force that purges deleterious 
variation or that at least restricts them from reaching high frequency. Thus, almost all 
common amino acid variation is predicted to have no functional effect.

In addition to nucleotide substitutions, short insertions and deletions (indels) can also 
affect protein function. Frameshift indels (that is, indels with lengths that are not 
multiples of three) may be particularly deleterious, as they can have downstream effects 
during translation. The signature of purifying selection that operates against frameshift 
indels shows that the percentage of indels in the TGP129 that alter the reading frame of a 
protein decreases as the global allele frequency increases — from 66% for the rarest 
indels to 42% for the most common indels (see the figure, part b).
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Exome sequencing
The targeted sequencing of 
only known protein-coding 
regions.

Nonsense
Pertaining to a mutation that 
changes an amino acid codon 
to a stop codon.

Missense
Pertaining to a mutation  
that changes the encoded 
amino acid.

Synonymous
Pertaining to a mutation that 
does not change the encoded 
amino acid.

Domain–domain interactions. One strategy to nar-
row down the region of a protein that is responsible 
for specific interactions is to screen multiple fragments  
of the same protein65–70. By comparing which fragments of  
a protein successfully interact with a given partner, it 
may be possible to determine which regions are respon-
sible for that specific interaction (FIG. 2a). For example, 
a fragment-based Y2H approach was used to create a 
protein–protein interaction network for 749 factors that 

are involved in Caenorhabditis elegans early embryogen-
esis65, including members of the nuclear pore and the 
centrosome. An average of 40 different bait protein frag-
ments for each of these 749 genes was screened against 
a library of full-length prey proteins. This approach 
was shown to be more sensitive than screening full-
length proteins (that is, more interactions were iden-
tified) and was not associated with an obvious loss of 
specificity (that is, the interactions did not seem to be 

Box 2 | Understanding the consequences of mutations using network biology

Traditionally, network biologists have used wild-type proteins to interrogate protein–protein interaction networks 
(see the figure, part a) and either complete gene deletion or gene knockdown to investigate genetic and drug–gene 
interaction networks (see the figure, part b). These approaches illuminate the global functions and interactions of 
proteins, but they do not provide much information about which parts of the protein are responsible for different 
interactions and how the function of a protein will be altered by different mutations. Some types of mutations, such 
as extreme truncations that result from nonsense mutations or complete structure disruption that results from 
frameshift insertions and deletions (indels), may be adequately modelled by the gene-knockout or gene-knockdown 
approach (see the figure, part b). However, others types of mutations, including missense mutations that do not 
destabilize the structure, require more detailed analyses (see the figure, parts c and d). The different screening 
approaches may offer different insights into the consequences of a single mutation; for example, missense 
mutation 1 results in no apparent change to the protein–protein interaction network but leads to unique genetic and 
drug–gene interactions. Combining the three approaches may offer a more direct insight into how genotype maps to 
phenotype; for example, missense mutation 2 results in the loss of a physical interaction with protein P, a positive 
genetic interaction with the gene coding for protein P and an increased sensitivity to drug D.
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Forward genetics
The classical genetics 
approach, in which the 
genotypes that are associated 
with particular phenotypes are 
identified.

Reverse genetics
The inverse approach to 
forward genetics, in which 
phenotypes that are 
associated with a particular 
genotype are identified. Such 
approaches are exemplified by 
studies of knockout mutants.

Alleles
Multiple forms of a gene that 
occur at a specific locus.

Reverse Y2H
(Reverse yeast two-hybrid).  
A genetic strategy to select 
against specific protein–
protein interactions.

enriched for false positives). Owing to the high num-
ber of fragments screened for each protein, the authors 
were able to identify the minimal region of interaction 
— the smallest region shared by all fragments for which  
the interaction was observed — for many protein– 
protein interactions. Furthermore, they could identify 
multiple minimal regions of interaction on a single pro-
tein that corresponded to distinct interaction interfaces 
(FIG. 2a). Only a limited number of proteins were identi-
fied using exclusively full-length fragments, and these 
proteins were, on average, quite short in length — this 
led the authors to suggest that, in these cases, the entire 
protein consists of a single globular domain that cannot 
fold when truncated.

The value of this approach in the context of human 
disease was demonstrated in a study of the Huntington’s 
disease-associated protein hungtingtin (HTT)67. A Y2H 
screen that was carried out with multiple fragments of 
the human HTT protein identified various novel inter-
action partners. Follow-on studies showed that one of 
these proteins, ARF GTPase-activating protein GIT1, 
influenced HTT aggregation — a phenotype that is 
linked to disease progression. Both GIT1 and HTT are 
large multidomain proteins, but by screening multiple 
fragments of each protein, the authors were able to nar-
row down the putative interacting regions to the amino 
terminus of HTT and the carboxyl terminus of GIT1.

Edgetic perturbations. An alternative approach to iden-
tify regions of proteins that are responsible for particular 
interactions is to identify ‘edgetic’ mutations that alter 
some, but not all, of the interactions of a protein71–78. 
Analogous to forward genetics and reverse genetics, this 
approach can be used in two different ways: ‘forward’ 
edgetics, the goal of which is to identify the interactions 
that are perturbed by a specific mutation of interest; 
and ‘reverse’ edgetics, in which mutations that perturb 
specific interactions are identified. Such approaches can 
be especially informative when integrated with struc-
tural models of the protein of interest — by mapping 
the mutated residues that perturb a specific interaction 
onto the three-dimensional structure of the protein, the 
regions that are important for the interacting interface 
can be inferred.

In a pioneering forward edgetics study, 35 different 
mutants of the Saccharomyces cerevisiae actin protein 
were screened using a Y2H approach71. This revealed 
three distinct types of mutations: those that disrupted all, 
none or specific interactions. The use of this approach 
to aid structural studies was shown by mapping onto the 
actin structure the locations of mutations that disrupted 
its interaction with a specific protein, which revealed a 
putative binding site. The use of forward edgetics in the 
context of human disease was highlighted in a system-
atic study of five proteins that are associated with dis-
tinct Mendelian diseases77. These proteins were selected 
because they each had multiple distinct disease-associ-
ated in-frame mutations and numerous known protein 
interactions. Twenty-nine alleles of these five proteins 
were screened using the Y2H method to identify any 
perturbed interactions. Only 5 of these alleles resulted in 
the loss of all interactions, whereas 16 of these resulted 
in the loss of specific interactions, which indicates that 
their associated disease phenotypes may be caused by a 
loss of specific protein–protein interactions rather than 
by a total loss of functionality.

A novel reverse edgetics experimental strategy78 
based on the reverse Y2H system was used to identify 
edgetic mutations of CED-9, the C. elegans orthologue 
of the human oncoprotein B cell lymphoma-2 (BCL-2)78 
(FIG. 2b). A library of full-length mutant alleles encod-
ing CED-9 was used to identify mutants that perturbed 
interactions with any of four identified protein interac-
tion partners. This approach identified 72 distinct alleles, 
30 of which disrupted all interactions (that is, they were 
non-edgetic), and the rest perturbed a specific subset 
of interactions (that is, they were edgetic). By mapping 
onto the CED-9 structure the mutated residues result-
ing from these alleles, the authors found that edgetic 
residues are preferentially located in accessible regions, 
which suggests that they perturb specific interfaces, 
whereas non-edgetic residues were more likely to be 
found in the core, where they may destabilize the struc-
ture of the protein. Furthermore, in human cells edgetic 
mutants could be expressed at levels that are similar 
to those of wild-type CED-9, whereas the non-edgetic 
mutants were expressed at much lower levels, suggesting 
that they encode unstable proteins. As in the study of 
actin mutants in yeast, mapping the location of residues 

◀ Figure 2 | High-resolution physical and functional interactions. a | In a 
Caenorhabditis elegans study, the interactions of NPP-9 with GTP-binding nuclear 
protein RAN-1 were studied to a resolution at the domain level by screening a high 
number of fragments for each protein using a yeast two-hybrid approach65. Shown 
on the right of the figure are minimal regions of interactions that have been 
identified on NPP-9. Each horizontal line corresponds to a fragment which interacts 
with RAN‑1; the red RAN‑binding protein 1 (RANBP1) boxes correspond to the 
locations of the known RAN-binding domains. b | ‘Edgetic’ interactions of apoptosis 
regulator CED-9 were identified in a C. elegans study that was based on a reverse 
yeast two-hybrid system78. Mutations that specifically perturb the interaction of 
CED-9 with CED-4 (blue star), with SPD-5 (red star) or with both (purple star) are 
shown. None of these mutations disrupt interactions of CED-9 with EGL-1 or 
F25F8.1. Mutated residues on the CED-9 structure are highlighted; the CED-4 
binding site confirmed from this study and a potential binding site for SPD-5 are also 
shown. c | In a Saccharomyces cerevisiae study, different alleles of POL30 show 
different genetic interaction profiles; the tree to the right of the profile indicates a 
hierarchical clustering of the profiles. pol30‑79 behaves in a similar way to 
pol30-DAmP — an allele with decreased mRNA expression — which suggests that it 
affects the core function of the protein. pol30‑8 has similar behaviour to components 
of the chromatin assembly factor 1 (CAF1) complex, which suggests that both the 
specific interaction and the common function of Pol30 and this complex are 
perturbed. Shown on the right are the positions of the mutated residues of the  
Pol30 complex, as well as the subunits of the CAF1 complex. d | Mutations of  
residues that are on distinct subunits of RNA polymerase II but that are proximal in 
three-dimensional space show similar genetic interaction profiles in S. cerevisiae112. 
Highlighted on the Pol II structure are the locations of mutations to the Rpb1 subunit 
(purple) and the Rpb2 subunit (green). These mutations show negative genetic 
interactions with genes that are involved in the tRNA modification pathway and the 
DNA damage response, and positive genetic interactions with genes that are 
involved in the spindle checkpoint and the prefoldin complex. H3K56, histone H3 
lysine 56; MRX, the S. cerevisiae homologue of the mammalian MRE11–RAD50–NBS1 
(MRN) DNA damage repair complex. Part a is modified, with permission, from REF. 65 
© (2008) Elsevier Science. Part b is modified, with permission, from REF. 78 © (2009) 
Macmillan Publishers Ltd. All rights reserved. Part c is modified, with permission, 
from REF. 29 © (2010) Elsevier Science.
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that are associated with edgetic perturbations onto the 
CED-9 structure suggested putative binding sites for 
specific interactions. For an interacting pair for which 
a co-crystal structure was available (CED-4–CED-9), 
this putative binding site agreed well with the known  
interaction interface (FIG. 2b).

By design, most studies of edgetic protein–protein 
interactions have focused on identifying mutations that 
lead to the loss of interactions. An initial set of proteins 
that interact with the wild-type protein of interest is 
often experimentally derived, and further analyses are 
then carried out to identify which of these interactions 
are lost by a specific mutation. However, it is likely that 
many mutations result in a gain of function, which 
leads to new interactions with previously unidentified 
partners. Investigating these mutations in the context 
of cancer is likely to be of particular interest, as many 
cancer-associated mutations are believed to confer gain-
of-function effects; for example, the tumour suppressor 
p53 is one of the most commonly mutated proteins in 
human cancer. Unusually for a tumour suppressor, most 
cancer-associated mutations of this protein are missense 
mutations rather than protein truncations or a complete 
gene loss. Several of these mutations result in both the 
loss of tumour suppression functionality and the gain 
of protein–protein interactions79. Specifically, mutant 
forms of p53 can interact with various transcription 
factors, which potentially results in substantially altered 
transcriptional regulation. There are other examples in 
the literature of a single disease-associated mutation 
causing both loss and gain of specific protein–protein 
interactions that result in changes in functionality80.

Computational approaches
Experimentally mapping interactions of multiple vari-
ants of each protein (for example, protein fragments or 
point mutants) is inherently more costly than screening 
a single variant. Consequently, an attractive alternative 
method for determining the domains and residues that 
are involved in specific interactions may be to com-
pute a three-dimensional model of the correspond-
ing macromolecular assembly by integrating existing 
protein–protein interaction networks with additional 
information81–88. Depending on the quantity and quality  
of the available information, such integrative model-
ling can map interactions at the resolution of subunits, 
domains or even individual residues (BOX 3). For exam-
ple, both an interaction map and the localization of 456 
constituent proteins in the yeast nuclear pore complex 
were determined by modelling that was based on low-
resolution information from multiple sources, including 
affinity purification of protein subcomplexes, sedimenta-
tion analysis and electron microscopy89. Similarly, the 26S 
proteasome structure, which was determined from an  
electron microscopy map of the whole assembly, from 
proteomic information and from the subunit compara-
tive models, revealed both the localization and interact-
ing interfaces at the resolution of individual domains and 
even residues90. When atomic structures of individual 
constituent proteins are available, even sparse and low-
resolution data on the quaternary structure can lead to an 

atomic model of interactions, as shown by the structure 
of the bacterial type II pilus system, the subunits of which 
were assembled from sparse NMR data91. Integrative 
structure determination makes it easy to take advantage 
of all data, which results in models that are generally 
more accurate, precise and complete than those that are 
based on any individual data set92.

Alternatively, more coarse-grained approaches may 
be used; for example, interactions from multiple data-
bases were integrated with additional functional data  
to create a high-confidence protein–protein interaction 
network in S. cerevisiae83. The protein family interac-
tions (iPfam) database93 — which contains interactions 
between pairs of Pfam94 domains that are supported by 
at least one representative structure in the Protein Data 
Bank95 — was used to identify a set of structurally char-
acterized domain–domain interactions. The protein–
protein interaction network was then filtered to include 
only interactions between proteins containing iPfam 
domains that were known to interact. This ‘structurally 
resolved’ interactome allowed the authors to distinguish 
between ‘simultaneously possible’ interactions, in which 
protein A interacts with proteins B and C through dis-
tinct domains, and ‘mutually exclusive’ interactions, in 
which protein A interacts with B and C using the same 
domain83. Notably, many of the previously observed rela-
tionships between network topology and other genomic 
features could be better explained using structural prop-
erties. For example, the authors elaborated on a previous 
observation that ‘hubs’ — proteins that are involved in 
many interactions — are more likely to be essential than 
random proteins, and they identified that hubs with 
multiple interaction interfaces are twice as likely to be 
essential as hubs with only a single interaction interface.

The same approach was recently used to create a 
structurally resolved human protein–protein interac-
tion map onto which disease-associated mutations could 
be mapped87. Importantly, there was an enrichment of 
these mutations on protein–protein interaction inter-
faces, which again suggests that many diseases are the 
result of perturbed protein–protein interactions (that is, 
edgetic perturbations). Furthermore, in cases in which 
multiple mutations are found on the same protein, muta-
tions of different interacting interfaces were significantly 
more likely to be associated with different diseases than 
mutations that affect the same interface. Finally, muta-
tions that affect two distinct interacting proteins on their 
corresponding interacting domains are more likely to 
cause the same disease than mutations on domains that 
do not mediate their interaction87.

A disadvantage of these structurally resolved 
approaches is that they require a known three-dimen-
sional structure onto which interacting domains can be 
mapped; such information is only available for a small 
proportion of domain–domain pairs. One alterna-
tive approach is to take an experimentally determined 
protein–protein interaction network and a list of the 
domains in each protein, and to use this information 
to predict the domain pairs that are most likely to be 
responsible for each interaction82,84–86. No structural 
information is used in this approach; instead, statistical 
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Box 3 | Integrative structure determination of macromolecular assemblies

The most detailed information about interactions between 
proteins is provided by three-dimensional structures of 
macromolecular assemblies. These structures generally 
contribute to our understanding about how the assemblies 
function and how they evolved, as well as how to control and 
possibly to modify their functions. Unfortunately, it is often 
difficult to solve these structures by traditional methods of 
structural biology, such as X-ray crystallography, NMR 
spectroscopy and electron microscopy. The reasons for this 
include the size, flexibility, transient nature, and 
compositional and structural heterogeneity of the assemblies, 
as well as the need for pure samples of sufficient quantity. To 
overcome these problems, integrative or hybrid approaches 
that combine data from multiple methods through 
computation were developed (reviewed in REFS 113,130,131). 
The resolution of the resulting hybrid structural models 
ranges from low, specifying only the positions of the protein 
subunits, to high, specifying the positions of each atom.

The integrative approach iterates through four stages: 
gathering structural information from as many sources as 
possible; defining how to represent and evaluate models on 
the basis of the available data; finding models that are 
consistent with the data; and analysing the input data as well 
as the output models. As integrative models are computed 
from all available data, they are often more accurate, precise 
and complete than those produced by traditional methods. 
Integrative modelling encourages the finding of all models 
that fit the data, not only one such model. At least in 
principle, it also facilitates the assessment of the data and the 
models. Finally, integrative modelling can provide feedback 
to guide future experiments, so that maximum model 
improvement is achieved for minimal effort.

Various structures have been solved by integrative 
approaches, including those of the bacterial type II pilus91, 
chromatin segments132 and the yeast nuclear pore complex89. 
We illustrate the integrative approach by its application to 
the regulatory particle of the 26S proteasome, which consists 
of 19 different protein subunits90 (see the figure). Structural 
information was first gathered, including atomic models of 
subunits or their domains that were either determined by 
X-ray crystallography or computed by comparative modelling 
based on known homologous structures; the shape of the 
regulatory particle that was defined by a cryo-electron 
microscopy map at 8.4 Å resolution; the positions of two 
subunits (Rpn10 and Rpn13) that were pinpointed in the 
cryo-electron microscopy electron-density maps of 
proteasomes without these two subunits; the proximities 
between pairs and larger subsets of subunits that were 
defined in publicly available protein–protein interaction data, 
including those from large-scale screens; and the proximities 
between specific residues across protein interfaces that were 
defined by residue-specific inter-subunit crosslinks. Next, all 
relative positions and orientations of subunits that minimally 
violated the data were found by a sophisticated structural 
sampling algorithm133. It turned out that a single cluster of 
solutions satisfied most of the data, thus providing a 
structural model of the 26S proteasome. This model was used 
to rationalize and to predict several aspects of the 26S 
proteasome function. In addition to the assessment of the 
model based on structural data that were not used in its 
calculation, the model was most convincingly validated by a 
completely independent structure determination based on 
cryo-electron microscopy maps for the entire regulatory 
particle and several of its subcomplexes113.

Figure is modified, with permission, from REF. 90 © (2012) US 
National Academy of Sciences.
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Histone
A family of proteins  
that package DNA into 
nucleosomes. They consist  
of a globular domain and  
a tail that is subject to 
extensive post-translational 
modifications.

or machine-learning methods are applied to compare 
the number of observed interactions between proteins 
that share a given domain pair with that expected from 
the overall frequency of each domain in the network. 
In principle, because of their greater coverage, these 
approaches could have an advantage over others that 
require three-dimensional structural information. 
However, their accuracy is difficult to assess, and there 
is a poor overlap between different prediction methods 
even when the same input data were provided96.

In addition to the identification of interactions 
between pairs of globular domains, the computa-
tional identification of interactions between globular 
peptide-recognition domains and short peptides is of 
great interest. Computational methods for predicting 
these interactions, which are of particular importance 
for cellular signalling4, have recently been reviewed 
elsewhere97.

An interesting approach is to invert the problem — 
rather than interpreting protein–protein interactions 
using structural information, it is possible to use the 
structural information to predict such interactions. A 
recent method showed that, by using a lenient threshold 
for structural similarity and by integrating orthogonal 
functional information about proteins, it is possible to 
computationally predict protein–protein interactions on 
a proteome-wide scale26. The predicted interactions were 
shown, at least for binary interactions in yeast, to be of 
similar accuracy to experimental methods. In addition 
to predicting protein–protein interactions for yeast and 
humans, this approach provides a crude model of the res-
idues and domains that are involved in these interactions.

High-resolution (chemo)genetic interactions
Although the approaches detailed above may be used to 
identify the protein–protein interactions that are per-
turbed by a specific mutation, they cannot assess how 
these mutations affect specific cellular phenotypes of 
interest. Genetic and chemogenetic interaction screens 
may be used to close this gap between understanding the 
proximal mechanistic consequences of mutations and 
how the mutations ultimately affect specific phenotypes. 
Furthermore, in the case of a single protein that has sev-
eral distinct functions in different pathways, genetic and 
chemogenetic interactions can be used to identify the 
specific parts of the protein that carry out these func-
tions even when no change to the physical interaction 
network is detected. Currently, screens that analyse the 
genetic and chemogenetic interaction profiles of mul-
tiple alleles of the same gene have been limited and 
almost exclusively carried out in yeast; see BOX 4 for a 
discussion of some studies using human systems. Some 
yeast screens have used multiple mutant alleles of the 
same essential gene that either are temperature sensitive 
or have reduced mRNA expression40,43. Although such 
approaches are valuable for exploring the functionality 
of essential genes, they usually address the problem at the 
whole-protein level and do not identify the parts of pro-
teins that are responsible for specific interactions or func-
tions. However, a few studies have shown that genetic 
and chemogenetic interaction profiling can be extremely 

useful in this context98–100, particularly for investigating 
the functional consequences of PTMs98–102 that may not 
be detectable in the protein–protein interaction net-
work. This can be achieved by mutating the specific 
residues that are subject to PTM, such that they mimic 
either their modified or unmodified state. By compar-
ing the profiles of mutants with different modification 
status, it is possible to identify functional interactions  
that change owing to specific modifications.

This approach was used to identify the functional 
interactions that are mediated by the phosphorylation 
of Ies4, a subunit of the S. cerevisiae INO80 chromatin- 
remodelling complex100. Five serine residues that are 
differentially phosphorylated in response to MMS 
treatment were identified on this protein. Two mutant 
forms of the protein were created, such that all five 
serine residues mimicked either their phosphorylated 
or unphosphorylated state. No changes to the protein– 
protein interaction network could be detected as a 
result of these mutations, but a genetic interaction 
screen revealed subtle differences in the behaviour of 
these two mutants. Only the phosphomimetic mutant 
showed positive genetic interactions with genes that are 
involved in the DNA damage checkpoint, which sug-
gests that the phosphorylation of Ies4 mediates its role 
in this process — a prediction that was ultimately con-
firmed100. A similar approach was used to investigate 
the role of acetylation in regulating the functions of the 
histone variant H2A.Z in S. cerevisiae101. The amino-
terminal tail of this histone contains four lysine resi-
dues that can be acetylated, which potentially regulate 
its function. A series of mutants were created: mutants 
that were singly mutated (that is, only one of the four 
lysine residues was mutated), mutants that were singly 
acetylatable (that is, three of the four lysine residues 
were mutated), or mutants that were completely unacet-
ylatable (that is, all four lysine residues were mutated). 
Genetic interaction screening revealed that mutants 
that were singly mutated or singly acetylatable showed 
few interactions and behaved in a similar way to wild-
type controls. However, the completely unacetylatable 
mutant recapitulated a subset of the genetic interac-
tions that are associated with a complete deletion of the 
H2A.Z gene, which suggests that the modifiable lysine 
residues are internally redundant and that the protein 
can correctly function if any one of these lysine residues 
is acetylated. These results indicate that genetic inter-
action screening can be used not only to identify the 
consequences of mutating specific residues but also to 
identify how combinatorial perturbations of the same 
gene can result in unique outcomes. Genetic interac-
tion screening has also been used to study H2A.Z using 
truncations of varying lengths in S. cerevisiae102 or using 
targeted mutation in Schizosaccharomyces pombe103.

Edgetic interactions. A genetic interaction study104 that 
mirrors the earlier experiments using Y2H screening of 
actin point mutants71 identified gene deletion mutants 
that interact with haploinsufficient actin in S. cerevi‑
siae. Six different point mutants of the actin gene were 
then tested for genetic interactions with these gene 
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deletion mutants, which revealed that different point 
mutants interacted with different subsets of these part-
ners. Furthermore, an analysis of the actin structure 
revealed that the mutations of two residues that were 

close together on the protein surface resulted in similar 
genetic interaction profiles, which suggests that genetic 
interaction profiles could be integrated with structural 
models to identify structure–function relationships.

Box 4 | Genetic and drug–gene interactions in human systems

Genetic interactions and disease
A major challenge in cancer therapeutics is to kill tumour cells without harming other cells in the body. One means to 
achieve this is to exploit the genetic changes that distinguish cancer cells from normal cells and that may leave them 
vulnerable to targeted treatments134. In this context, the identification of drugs or genes that show a strong negative 
interaction (that is, synthetic lethality) with a specific oncogenic mutation has been a high priority135. Consequently, 
much of the early drug–gene (chemogenetic) and genetic interaction screens in mammalian cells were carried out not  
to dissect gene function but to identify potential targeted therapeutics.

To this end, various groups have used RNA interference (RNAi)-based approaches to identify genes that are only 
essential in specific cancer cell lines136,137. By screening enough different cell lines, classical forward genetics approaches 
may be used to identify statistical associations between specific mutations and their sensitivity to the knockdown of 
specific genes. Such studies are promising but are complicated by the genetic heterogeneity of different cell lines. In the 
presence of multiple mutations, which may themselves genetically interact, a clear relationship between genotype and 
phenotype may be difficult to ascertain.

An alternative approach is to screen ‘isogenic’ cell lines that differ only by the mutation of a particular gene of 
interest138–140. The use of this approach was demonstrated in a study that identified genes which selectively inhibit growth 
in the presence of a specific activating point mutation (G13D) in the KRAS oncoprotein139. A genome-wide RNAi screen 
identified hundreds of candidate genetic interaction partners for the mutated KRAS, which were significantly enriched 
for components of the mitotic machinery. Subsequent analyses revealed that cells expressing KRAS-G13D showed 
increased sensitivity to an inhibitor of mitotic spindle function, which suggests that the KRAS oncogene causes increased 
mitotic stress. Furthermore, specific inhibition of PLK1, which is a mitotic kinase that was shown to genetically interact 
with KRAS-G13D, resulted in reduced tumour growth in a mouse model. This result highlights the value of investigating 
genetic interactions that are associated with specific cancer mutations, both for the identification of potential 
therapeutic targets and for an improved understanding of the oncogenic state. Similar RNAi-based approaches have 
recently been applied to the understanding of other diseases; for example, a recent RNAi screen identified genes that 
suppress the phenotype associated with cells that express a fragment of the mutant form of huntingtin (HTT). 
Interestingly, rather than identifying genes that inhibit cell growth, the authors identified genes that suppress caspase 3 
activity, which is typically enhanced in cells that express the mutant HTT fragment141.

Drug–gene interactions and disease
As with genetic interactions, drug–gene interactions in cancer cell lines are of great interest owing to their potential 
therapeutic implications. Various large-scale studies have screened hundreds of cancer cell lines against drug 
libraries142–144. When combined with genotypic information, either standard forward genetics or more advanced 
machine-learning approaches can be used to try to associate specific mutations with sensitivity to specific drugs. As with 
genetic interaction screening, the genetic heterogeneity of different cancer cell lines can make the association of 
specific drugs with specific mutations difficult; for example, one recent study noted that “single gene–drug associations 
were only rarely able to explain the range of drug sensitivities observed across cell lines for any given drug” (REF. 143). 
Again, the alternative is to use isogenic cell lines to interrogate the drug sensitivity of a specific mutation of interest145,146. 
Such an approach was used to assess the ability of ~24,000 compounds to selectively kill 6 different tumorigenic cell lines 
but not their isogenic non-tumorigenic counterparts146. A drug–gene interaction screen was recently carried out to 
identify genes that, when inhibited, increase the sensitivity of KRAS-mutant cell lines to a specific drug (an inhibitor of 
MEK, which is a protein in the mitogen-activated protein kinase effector pathway of KRAS signalling)147. Such hybrid 
approaches may be more commonly used in the future to identify drug–gene interactions that are selectively lethal in the 
presence of specific cancer-associated mutations.

Recent developments and future directions
Experimental methods have recently been developed to improve both the throughput and the accuracy of genetic 
interaction mapping in mammalian cells45,47–49. In contrast to the studies of genetic interactions in cancer, in which a single 
query mutation is screened for interactions with a large RNAi library, these methods allow comprehensive analyses of all 
pairwise interactions between hundreds or thousands of genes. They have been used to carry out screens that are 
analogous to those using gene deletions in yeast, which were used to identify the dependencies between genes that are 
involved in chromatin regulation47–49 and ricin susceptibility45. Their reliance on RNAi knockdowns means that, at present, 
they will be primarily used to address interactions that are associated with whole genes, rather than with specific alleles 
of interest. However, recent improvements in genome editing and engineering, such as the transcription activator-like 
effector nucleases (TALEN) and the clustered regularly interspaced short palindromic repeat (CRISPR)–Cas9 
systems148–151, allow the rapid introduction of mutations of interest into human cells. By combining this technology with 
RNAi-based genetic interaction screening and high-throughput chemogenetic interaction screening, it should be 
possible to create interaction profiles for many different mutations of the same gene, analogous to the studies that have 
been carried out in yeast. This will enable us to analyse structure–function relationships of human proteins at high 
resolution and also to investigate the functional consequences of different mutations to the same disease-associated 
protein (for example, KRAS).
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Pleiotropic
Pertaining to a gene that is 
associated with multiple 
distinct phenotypes.

In a striking example from a quantitative genetic 
interaction screen focused on factors that are involved in 
chromosome biology in S. cerevisiae105, different alleles 
of POL30 (the gene product of which is also known as 
Pcna) showed radically different genetic interaction pro-
files29 (FIG. 2c). POL30 is a multifunctional essential gene 
that is involved in both chromatin assembly, and DNA 
replication and repair. For example, the pol30‑79 allele 
generated a similar interaction profile to pol30-DAmP 
(that is, a mutant of Pol30 with decreased abundance by 
mRNA perturbation), which suggests that the pol30‑79 
mutation has a general destabilizing effect on the pro-
tein. Another allele, pol30‑8, elicited a profile that is 
similar to that observed for deletions of members of 
the chromatin assembly factor 1 (CAF1) complex. 
Furthermore, this allele showed strong positive genetic 
interactions with members of the CAF1 complex, which 
suggests that these mutations perturbed the same func-
tional pathway. Indeed, Pol30 and CAF1 physically 
interact, and a pol30‑8 mutant has previously been 
shown to severely weaken this interaction106 but not its 
interactions with other factors107. Thus, genetic interac-
tion screening can be used to investigate allele-specific  
edgetic perturbations.

Comprehensive structure–function analyses. Although 
most studies have focused on a small number of alleles  
of a given gene, a few have highlighted the effectiveness of  
screening large numbers of alleles of a single gene, 
especially when the results are integrated with struc-
tural protein models. Histone proteins, in particular, 
have been a primary focus for such interaction screens. 
Indeed, various groups have created libraries of histone 
alleles, in which specific residues (for example, those 
on the protein surface and those that are subject to 
PTMs) have been systematically mutated, to facilitate 
the screening for drug sensitivity and other functional 
analyses108–110. In perhaps the most comprehensive func-
tional analysis of individual proteins that has so far been 
carried out, a library of 486 alleles of the S. cerevisiae H3 
and H4 histones was created108. Each residue of the two 
proteins was mutated one at a time: alanine residues 
were systematically mutated to serine, whereas all other 
residues were mutated to alanine. Remarkably, only 
~10% of their point-mutant strains were completely 
inviable despite the very high interspecies sequence con-
servation. Each of the mutants was screened for growth 
defects in 14 different conditions, including 5 drug 
treatments, which allowed the fine-grained association 
of regions of the protein structure to different functions. 
For example, mutants that were sensitive to 6-azauracil, 
a compound that is associated with defects in transcrip-
tional elongation, were over-represented on the lateral 
surface of the histones, which is the region that interacts 
with DNA. The HistoneHits database111 is an example 
of the integration of results from multiple mutant phe-
notyping screens of the same protein. This database 
provides a central repository of mutant–phenotype  
associations for histones. In addition to assessing the 
agreement of phenotype–residue associations across 
studies, it facilitates meta-analyses of these associations; 

for example, mutations of residues in the lateral surface 
of histones typically show more phenotypes than muta-
tions elsewhere in the structure. Similarly, residues that 
are subject to PTMs have significantly more phenotypes 
than other residues. By contrast, mutations of residues 
in histone tails show significantly fewer phenotypes111.

A recent study genetically targeted a well- 
characterized, structurally defined protein machine 
— RNA polymerase II. To this end, 53 different point 
mutants in five evolutionarily conserved subunits of 
S. cerevisiae Pol II were identified and subjected to quanti-
tative genetic interaction profiling112. The resulting point-
mutant epistatic miniarray profile (pE-MAP) allowed 
the assignment of function to individual residues of this 
complex by comparing profiles that are associated with 
the point mutants of these residues with the existing pro-
files of gene deletion mutants. It uncovered a remarkable 
coordination of many processes that Pol II is involved in, 
including start-site selection, transcriptional elongation 
and mRNA splicing. Furthermore, it facilitated the dis-
covery of new transcription factors and offered insights 
into how they function. Interestingly, there was a striking 
correlation between the similarity of genetic interaction 
profiles and the proximity of the corresponding residues 
in three-dimensional space, even when proximal residues 
were in different protein subunits (FIG. 2d). It will be of 
great interest to determine whether quantitative genetic 
data, which are often simply based on colony size, can 
be used for the structural modelling of macromolecular 
machinery89,113, especially those that are not biochemi-
cally tractable (such as membrane-associated complexes).

The creation of mutant libraries in which a single 
codon is edited is valuable but is also costly and time 
consuming. An alternative approach is to develop a 
strain in which the chromosomal copy of the gene to be 
mutated can be easily disabled, for example, by placing 
it under the control of a galactose-regulated promoter. 
Plasmids that contain mutated copies of the gene can 
then be introduced and their fitness assessed. Recently, 
by combining deep sequencing with a competitive 
growth assay114, such an approach was used to measure 
the fitness of every possible point mutant of ubiquitin in 
yeast115. By expanding this approach to measure fitness 
in the presence of different drugs or additional muta-
tions, it should be possible to create high-resolution 
chemogenetic and genetic interaction profiles for all 
point mutants of any yeast gene.

Computational prediction of allele-specific interactions. 
Surprisingly, even in yeast there are few examples of 
computational methods to predict the phenotypic con-
sequences (including increased sensitivity to drugs or 
to gene inhibition) of specific point mutations. Current 
approaches can predict, with reasonable accuracy, the 
phenotypes that are associated with the complete loss 
of gene function116,117. However, to our knowledge there 
are no computational tools that will either predict cases 
in which different mutations of the same gene result in 
different phenotypic consequences or predict which of 
the many phenotypes associated with a pleiotropic gene 
are likely to be altered by a specific mutation. There are 
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mutation will have a significant effect on fitness (such 
as the PolyPhen-2 program118,119 (BOX 1)). However, 
these approaches typically annotate mutations as either 
neutral or deleterious, but they do not state which phe-
notypes the mutation will alter. In light of the results 
presented above, the limitations of such a classification 
become apparent. Histone proteins and the components 
of RNAPII are among the most highly conserved of all 
eukaryotic proteins (the sequence identity of histones 
between humans and yeast ranges from 63% to 92%111), 
and consequently, one might reasonably expect most 
mutations in these proteins to be deleterious. However, 
only ~10% of the histone point mutants are completely 
inviable, whereas the remainder show severe growth 
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Conclusions
In this Review, we have highlighted computational and 
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highly studied model organisms, the extant interaction 
networks are far from complete even at the protein–
protein or genetic level. Consequently, it would seem to 
be overly ambitious to experimentally screen multiple 
variants of every gene or protein, at least using current 
approaches. Such high-resolution analyses are likely to 
be reserved for proteins that are of particular interest, 
either owing to their high conservation across species 
(such as histones and actin) or because of their associa-
tion with a particular disease (such as KRAS (BOX 4) and 
hungtingtin). For other proteins, it is likely that single 
alleles will be screened and computational methods 
will be required to characterize the functions of their 
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The mapping of host–pathogen interaction networks 
is emerging as an important approach for understanding 
how pathogens hijack the machinery of the host cell120,121. 
So far, these studies have primarily focused on the inter-
actions between the host and a specific viral or bacterial 

strain. However, given the rapidity with which viruses 
can evolve, it will be extremely informative to see how 
different alleles of the same viral proteins can result in 
changes to their interaction networks122.

As the available data on allele-specific interactions 
increase, it will be important to have centralized data-
bases to store this information. Current interaction  
databases that integrate studies from multiple laboratories 
and from multiple organisms tend to document interac-
tions between whole proteins or whole genes123, whereas 
databases that report allelic interactions tend to be asso-
ciated with the screens from a specific laboratory105,124 or 
from a specific protein family111. A centralized database 
would facilitate the types of meta-analyses that have 
been carried out for standard interaction networks, and 
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approaches to predict the network consequences of  
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The integrated analyses of protein–protein interaction 
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of networks in isolation, and such analyses have offered 
an improved understanding of the relationship between 
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detrimental effects. Ultimately, the information from 
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therapeutic strategies that could be genetic, chemical or 
biological in nature.
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