Linear Response Theory: The connection between QFT and experiments

### 3.1. Basic concepts and ideas

**Q:** How do we measure the conductivity of a metal?

**A:** We first introduce a weak electric field $E$, and then measure the electric current $J$. In general, $J$ is a function of $E$, and then we can make a Taylor expansion for this function

$$J(E) = J(E = 0) + J'(E = 0)E + \frac{1}{2!}J''(E = 0)E^2 + \ldots$$  \hspace{1cm} (3.1)

Symmetry tells us that when $E = 0$, $J = 0$, so the first term in the equation above is zero. And therefore, the leading order term is the linear term of $E$. If we ignore all higher order terms beyond the leading order one, we get a linear relation between $J$ and $E$

$$J = \sigma E$$  \hspace{1cm} (3.2)

At the end of the day, we find that as long as $E$ is weak enough, $J$ shall be proportional to $E$ and the coefficient is the conductivity. Because $J$ is a linear function of $E$ at small $E$, the weak $E$ limit is also known as the linear response regime.

The philosophy described above applies to many experimental techniques. Very typically, in an experiment we first introduce a small perturbation (at time $t$) to the system and then we wait and see how the system response to this perturbation at a later time ($t' > t$). If the perturbation is weak enough, the response of the system is a linear function of the perturbation, and we say that the experiment is done in the linear response regime. In the linear response regime, we can compute the slope of the linear function (i.e. the measurement of the experiment) using quantum field theory. This type of calculation is known as the linear response theory.

### 3.2. Linear Response Theory

#### 3.2.1. The density matrix and its time-evolution

If we want to measure the expectation of the quantum operator (say $\hat{B}$), the quantum statistical mechanics tells us that at temperature $T = 1/\beta$, this is what we will get (see Sec. 1.1 for details)

$$\langle B \rangle = \frac{\sum\langle n | \hat{B} \exp[-\beta(\hat{H} - \mu \hat{N})] | n \rangle}{\sum\langle n | \exp[-\beta(\hat{H} - \mu \hat{N})] | n \rangle} = \frac{\text{Tr} [\hat{B} \exp(-\beta \hat{H} + \mu \hat{N})]}{\text{Tr} \{\exp(-\beta \hat{H} + \mu \hat{N})\}}$$  \hspace{1cm} (3.3)

Another way to write the same formula is to define the so-called density matrix
and we perturbation this system, so that the new Hamiltonian is

\[ H' = H - \mu N - \Omega \]

Now, we consider a system described by the Hamiltonian \( H \), where

\[ \rho = \exp[-\beta(H - \mu N)] \]

In other words, first we have a system described by the Hamiltonian \( H \) before we turn on the perturbation, the system reaches thermal equilibrium for the unperturbed Hamiltonian \( H \). Instead, when we consider the statistical weight for each quantum state, we should use the weight for the original Hamiltonian \( H \) unperturbed one. There are two direct consequence for this. (1) \( \langle \hat{A} \rangle = 0 \) and (2) the time-evolution of \( \rho \) is determined by the unperturbed Hamiltonian \( \hat{H} \), instead of the full Hamiltonian, here, we should use the unperturbed part \( \hat{H} \). This is because the density matrix comes from statistical mechanism. At time \( t = -\infty \), before we turn on the perturbation, the system reaches thermal equilibrium for the unperturbed Hamiltonian \( \hat{H} \). Then, after we turn on the perturbation \( V(t) \), the system doesn’t have enough time to reach a new thermal equilibrium (for the new Hamiltonian \( \hat{H}_{\text{total}} = \hat{H} + V(t) \hat{\lambda} \)). Instead, when we consider the statistical weight for each quantum state, we should use the weight for the original Hamiltonian \( \hat{H} \), instead of the unperturbed one \( \hat{H}_{\text{total}} \). There are two direct consequence for this. (1) \( \langle \hat{A} \rangle = 0 \) and (2) the time-evolution of \( \rho \) is determined by the unperturbed Hamiltonian \( \hat{H} \), instead of \( \hat{H}_{\text{total}} \), i.e.,

\[ \rho(t) = \hat{U}_{\text{total}}(t, -\infty) \rho_{\text{total}} \hat{U}_{\text{total}}(t, -\infty) \]

where \( \hat{U}_{\text{total}}(t, -\infty) \) is the same operator in the Schrödinger picture.

As shown above, the density matrix \( \hat{\rho} \) is determined by the Hamiltonian. Here, we have two Hamiltonian, the full Hamiltonian \( \hat{H}_{\text{total}} = \hat{H} + V(t) \hat{\lambda} \) and the unperturbed Hamiltonian \( \hat{H} \). Which one shall we use for \( \hat{\rho} \)? The answer is a bit counter intuitive. Instead of the full Hamiltonian, here, we should use the unperturbed part \( \hat{H} \). This is because the density matrix comes from statistical mechanism. At time \( t = -\infty \), before we turn on the perturbation, the system reaches thermal equilibrium for the unperturbed Hamiltonian \( \hat{H} \). Then, after we turn on the perturbation \( V(t) \), the system doesn’t have enough time to reach a new thermal equilibrium (for the new Hamiltonian \( \hat{H}_{\text{total}} = \hat{H} + V(t) \hat{\lambda} \)). Instead, when we consider the statistical weight for each quantum state, we should use the weight for the original Hamiltonian \( \hat{H} \), instead of the unperturbed one \( \hat{H}_{\text{total}} \). There are two direct consequence for this. (1) \( \langle \hat{A} \rangle = 0 \) and (2) the time-evolution of \( \rho \) is determined by the unperturbed Hamiltonian \( \hat{H} \), instead of \( \hat{H}_{\text{total}} \), i.e.,

\[ \rho(t) = \hat{U}_{\text{total}}(t, -\infty) \rho_{\text{total}} \hat{U}_{\text{total}}(t, -\infty) \]

where

\[ \hat{U}_{\text{total}}(t, -\infty) = \hat{T} \exp\left(-\frac{i}{\hbar} \int_{-\infty}^{t} \hat{H} \, dt \right) \]

In summary, here we emphasize again that quantum mechanics and quantum statistical physics have two totally different time scales. For quantum mechanics, the dynamics of a quantum operator changes instantaneous. If we perturb a Hamiltonian, a quantum operator knows it...
immediately and its time-evolution is determined by the full Hamiltonian \( H_{\text{total}} = \hat{H} + V(t) \hat{A} \), immediately after we turn on the perturbation. On the other hand, the time scale in quantum statistical physics is much slower. When we perturb a quantum system, it will take the system a long time to reach new equilibrium. Therefore, shortly after we perturb the system, we still use the unperturbed Hamiltonian to compute thermal average.

### 3.2.2. time-evolution of \( \langle \hat{B}(t) \rangle \)

Now, we know that

\[
\langle \hat{B}(t) \rangle = \text{Tr} \left[ \hat{U}^{\text{total}}(t, -\infty) \hat{B}_S \hat{U}^{\text{total}}(t, -\infty) \hat{U}^\dagger_H(t, -\infty) \hat{R}_S \hat{U}^\dagger_H(t, -\infty) \right]
\]

(3.15)

If the perturbation \( V(t) \hat{A} \) is weak enough, we can use the approximation \( e^x = 1 + x + O(x^2) \) and thus

\[
\hat{U}^{\text{total}}(t, -\infty) = T \left[ \exp \left( -\frac{i}{\hbar} \int_{-\infty}^{t} \left[ \hat{H} + V(t') \hat{A} \right] dt' \right) \right] = T \left[ \exp \left( -\frac{i}{\hbar} \int_{-\infty}^{t} \hat{H} dt' \right) \right] + T \left[ \exp \left( -\frac{i}{\hbar} \int_{-\infty}^{t} \int_{-\infty}^{t'} V(t') \hat{A} \right) \right] + O(V^2)
\]

(3.16)

Because the time-evolution operator requires the time ordering (operators with smaller \( t \) should be placed on the right side), we find that

\[
\hat{U}^{\text{total}}(t, -\infty) = T \left[ \exp \left( -\frac{i}{\hbar} \int_{-\infty}^{t} \hat{H} dt' \right) \right] = T \left[ \exp \left( -\frac{i}{\hbar} \int_{-\infty}^{t} H \right) \right] \langle \hat{A}(t) \rangle + O(V^2)
\]

(3.17)

In the last step, we used the fact that \( T \left[ \exp \left( -\frac{i}{\hbar} \int_{-\infty}^{t} \hat{H} dt' \right) \right] = \text{just the time evolution operator for the unperturbed Hamiltonian} \( \hat{H} \).

Similarly,

\[
\hat{U}_{\text{total}}(t, -\infty) = \hat{U}_{\text{total}}(t, -\infty) + \frac{i}{\hbar} \int_{-\infty}^{t} \hat{O} \langle \hat{A}(t) \rangle \hat{U}_{\text{total}}(t, -\infty)
\]

(3.18)

As a result,

\[
\langle \hat{B}(t) \rangle = \text{Tr} \left[ \hat{U}^{\text{total}}(t, -\infty) \hat{B}_S \hat{U}^{\text{total}}(t, -\infty) \hat{U}^\dagger_H(t, -\infty) \hat{R}_S \hat{U}^\dagger_H(t, -\infty) \right]
\]

\[
\left\langle \hat{B}(t) \right\rangle = \frac{i}{\hbar} \int_{-\infty}^{t} \hat{O} \langle \hat{A}(t) \rangle \hat{U}_{\text{total}}(t, -\infty) + \frac{i}{\hbar} \int_{-\infty}^{t} \hat{O} \langle \hat{A}(t) \rangle \hat{U}_{\text{total}}(t, -\infty)
\]

(3.19)

Here, we used the facts that \( \langle \hat{U}_H \rangle^{-1} = \langle \hat{U}_H \rangle \) and \( \left[ \hat{B}, \hat{H} \right] = 0 \). Because \( [\hat{B}, \hat{H}] = 0 \), \( [\hat{B}, \hat{U}_H] = [\hat{B}, (\hat{U}_H)^{-1}] = 0 \) and thus we can switch the order for \( \hat{B} \) and the time-evolution operators. The first term in the formula above is the expectation value of \( \hat{B}(t) \) for the unperturbed Hamiltonian.

\[
\left\langle \hat{B}(t) \right\rangle = \left\langle \hat{B}(t) \right\rangle + \frac{i}{\hbar} \int_{-\infty}^{t} \hat{O} \langle \hat{A}(t) \rangle \hat{U}_{\text{total}}(t, -\infty) + \frac{i}{\hbar} \int_{-\infty}^{t} \hat{O} \langle \hat{A}(t) \rangle \hat{U}_{\text{total}}(t, -\infty)
\]

(3.20)
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\[ \langle \hat{B}(t) \rangle_{\hat{H}} = \frac{i}{\hbar} \int_{-\infty}^{t} dt' V(t') \langle [\hat{A}(t'), \hat{B}(t)] \rangle_{\hat{H}} + O(V^2) \]

Here, all the expectation values are computed for the unperturbed Hamiltonian \( \hat{H} \). Very typically, \( \langle \hat{B}(t) \rangle_{\hat{H}} = 0 \), i.e. the quantity that we measure in an experimental is zero before we turn on the perturbation, and therefore

\[ \langle \hat{B}(t) \rangle = \frac{i}{\hbar} \int_{-\infty}^{t} dt' V(t') \langle [\hat{A}(t'), \hat{B}(t)] \rangle_{\hat{H}} + O(V^2) \]  

(3.21)

To the leading order, the measurable quantity \( \langle \hat{B}(t) \rangle \) is proportional to the perturbation \( V(t') \), and thus this is known as the linear response theory. To compute the non-linear response, one needs to go to higher order in the above expansion, which will not be considered in this lecture.

In the linear response regime, the measurement is proportional to the perturbation. The coefficient of this linear relation is \( \langle [\hat{A}(t'), \hat{B}(t)] \rangle_{\hat{H}} \) which only depends on the unperturbed Hamiltonian. In other words, the linear-response measurement measures the intrinsic properties of the system.

### 3.3. Linear Response Theory and the Susceptibility

#### 3.3.1. Generalized Susceptibility

In general, the perturbation and observation discussed in the previous section can also have spatial dependence, i.e., the \( \hat{A} \) and \( \hat{B} \) operator can depends on the real space coordinate. There, the more general linear response theory takes the following form (the deviation is the same and we ignore higher order non-linear terms).

\[ \langle \hat{B}(\vec{x}, t) \rangle = \frac{i}{\hbar} \int d\vec{x}' \int_{-\infty}^{t} dt' V(\vec{x}', t') \langle [\hat{A}(\vec{x}', t'), \hat{B}(\vec{x}, t)] \rangle_{\hat{H}} = \int d\vec{x}' \int_{-\infty}^{+\infty} dt' \frac{i}{\hbar} \theta(t-t') \langle [\hat{A}(\vec{x}', t'), \hat{B}(\vec{x}, t)] \rangle_{\hat{H}} V(\vec{x}', t') \]  

(3.22)

Here, in the last step, we change the upper bound for the time integral from \( t \) to \( +\infty \). In the same time, we added an step function \( \theta(t-t') \)

\[ \theta(x) = \begin{cases} 1 & x > 0 \\ 0 & x < 0 \end{cases} \]  

(3.23)

so the formula remains the same. From now on, we will drop the sub-index \( \hat{H} \) for expectation values \( \langle ... \rangle_{\hat{H}} \). In other words, all the expectation values computed in this section are for the original Hamiltonian \( \hat{H} \), without the small perturbation.

We can define the generalized susceptibility

\[ \chi(\vec{x}, t; \vec{x}', t') = \frac{i}{\hbar} \theta(t-t') \langle [\hat{A}(\vec{x}', t'), \hat{B}(\vec{x}, t)] \rangle \]  

(3.24)

Please pay special attention to this step function \( \theta(t-t') \). We need it here, because the time integral requires \( t' < t \). As will be discussed below, this implies causality.

It is easy to show that

\[ \langle \hat{B}(\vec{x}, t) \rangle = \int d\vec{x}' dt' \chi(\vec{x}, t; \vec{x}', t') V(\vec{x}', t') \]  

(3.25)

Please notice that the time integral now is from \(-\infty\) to \(+\infty\).

In other words, we can describe our perturbation (input) as a function \( V(\vec{x}', t') \). This function measures the strength of our perturbation at time \( t' \) and at the location \( \vec{x}' \). Then we measure the output, which is also a function of space and time \( \langle \hat{B}(\vec{x}, t) \rangle \), i.e. our measurable quantity measure at the time \( t \) and the position \( \vec{x} \). The generalized susceptibility tells us the connection between the input and the output. For any given input, the integral above tells us immediately what output we shall expect.

**NOTE:** In the definite of the generalized susceptibility, a step function of time arises. This step function is actually expected and must be there, because it implies causality (if the step function is not there, our theory must be wrong, because it violate causality). The step function tells us that the response will be nonzero, only if \( t > t' \). Notice that the input (the perturbation) is applied at \( t' \) and we are measuring the result at \( t \). This step function actually implies that for measurement at time \( t \), only inputs before this time point contribute to the measurement, which is known as causality.
3.3.2. The frequency space

Now, we convert the linear response theory obtained above into the frequency space. There are two motivations for this:

- It simplifies the formula, as will be shown below.
- Real experiments are often done this way. One sends in a signal (perturbation) at frequency \( \omega \) and then measure the response at the same frequency \( \omega \). For \( \omega = 0 \), it is known as a DC measurement. For \( \omega \neq 0 \) but small, it is typically known as an AC measurement. For high \( \omega \), the name varies depending on the techniques, IR, optical, UV, X-ray, etc.

Here, we assume translational symmetry along the time axis (which is true for most condensed matter systems),

\[
\chi(\vec{x}, t; \vec{x}', t') = \chi(\vec{x}, t + \Delta t; \vec{x}', t' + \Delta t)
\]  
(3.26)

In other words, we assume that \( \chi(\vec{x}, t; \vec{x}', t') \) only depends on the difference between time \( t \) and \( t' \).

Define

\[
B(\vec{x}, \omega) = \int dt e^{i\omega t} \langle \dot{B}(\vec{x}, 0) \rangle
\]  
(3.27)

\[
V(\vec{x}, \omega) = \int dt e^{i\omega t} V(\vec{x}, 0)
\]  
(3.28)

\[
\chi(\vec{x}, \vec{x}', \omega) = \int dt e^{i\omega (t-t')} \chi(\vec{x}, \vec{x}', t')
\]  
(3.29)

The inverse transformation is easy to obtain

\[
\langle \dot{B}(\vec{x}, 0) \rangle = \int \frac{d\omega}{2\pi} e^{-i\omega t} B(\vec{x}, \omega)
\]  
(3.30)

\[
V(\vec{x}, 0) = \int \frac{d\omega}{2\pi} e^{-i\omega t} V(\vec{x}, 0)
\]  
(3.31)

\[
\chi(\vec{x}, \vec{x}', \omega) = \int \frac{d\omega}{2\pi} e^{-i\omega (t-t')} \chi(\vec{x}, \vec{x}', t')
\]  
(3.32)

Using the linear response theory obtained above, we find that

\[
B(\vec{x}, \omega) = \int dt e^{i\omega t} \langle \dot{B}(\vec{x}, 0) \rangle
\]

\[
= \int d\vec{x}' \int dt e^{i\omega t} \int dt' \chi(\vec{x}, \vec{x}', t') V(\vec{x}', 0)
\]

\[
= \int d\vec{x}' \int dt e^{i\omega t} \int dt' \int \frac{d\omega'}{2\pi} e^{-i\omega' (t-t')} \chi(\vec{x}, \vec{x}', \omega') \int \frac{d\omega''}{2\pi} e^{-i\omega'' t'} V(\vec{x}', \omega'')
\]

\[
= \int d\vec{x}' \int \frac{d\omega'}{2\pi} \int \frac{d\omega''}{2\pi} \int dt e^{i\omega' t} \int dt' e^{i(\omega'' - \omega) t'} \chi(\vec{x}, \vec{x}', \omega') V(\vec{x}', \omega'')
\]

\[
= \int d\vec{x}' \chi(\vec{x}, \vec{x}', \omega) V(\vec{x}', \omega)
\]

We find that if the input is at frequency \( \omega \), the output must have exactly the same frequency within the linear response theory (non-linear response may show up at different frequencies, but they will be very weak at small \( V \)).

The formula that we obtained here is known as the Kubo formula, which is the key relation in the linear response theory.

\[
B(\vec{x}, \omega) = \int d\vec{x}' \chi(\vec{x}, \vec{x}', \omega) V(\vec{x}', \omega)
\]  
(3.34)

3.3.3. The frequency-momentum space

One can further convert the formula into the momentum space.
\[ B(\vec{k}, \omega) = \int dt e^{-i\vec{k} \cdot \vec{x} + i\omega t} \{ \hat{B}(\vec{x}, t) \} \]  
\[ V(\vec{k}, \omega) = \int dt e^{-i\vec{k} \cdot \vec{x} + i\omega t} V(\vec{x}, t) \]  
\[ \chi(\vec{k}, \omega) = \int dt e^{-i\vec{k} \cdot \vec{x} + i\omega(t-t')} \chi(\vec{x}, t; \vec{x}', t') \]  

Here, we assume the translation symmetry, i.e., \( \chi(\vec{x}, \vec{x}', \omega) \) only depends on the difference between \( \vec{x} \) and \( \vec{x}' \).

The procedure would be essentially the same, so that we will not repeat it here. At the end of the day, one finds that

\[ B(\vec{k}, \omega) = \chi(\vec{k}, \omega) V(\vec{k}, \omega) \]

i.e., the output and input has exactly the same frequency and wavevector and their strengths are proportional to each other. The coefficient here is the generalized susceptibility at the same frequency and wavevector.

For a wide range of experiments, we are measurement some type of \( \chi(\vec{k}, \omega) \).

### 3.4. Susceptibility from the Quantum Field Theory

Q: How do we compute the susceptibility using the quantum field theory?

#### 3.4.1. The retarded Green’s function and the advanced Green’s function

\[ \chi(\vec{x}, t; \vec{x}', t') = \frac{i}{\hbar} \theta(t-t') \{ [\hat{A}(\vec{x}', t'), \hat{B}(\vec{x}, t)] \} = -\frac{i}{\hbar} \theta(t-t') \{ [\hat{B}(\vec{x}, t), \hat{A}(\vec{x}', t')] \} = -\frac{i}{\hbar} \theta(t-t') \{ [\hat{B}(\vec{x}, t), \hat{A}(\vec{x}', t')] \} \]  

This formula is very similar to the Green’s function that we defined in previous chapters. In fact, this quantity is one type of Green’s function, known as the retarded Green’s function.

\[ G^R(\vec{x}, t; \vec{x}', t') = -\frac{i}{\hbar} \theta(t-t') \{ [\hat{B}(\vec{x}, t), \hat{A}(\vec{x}', t')] \} \]

Similarly, one can define advanced Green’s function as

\[ G^A(\vec{x}, t; \vec{x}', t') = \frac{i}{\hbar} \theta(t'-t) \{ [\hat{B}(\vec{x}, t), \hat{A}(\vec{x}', t')] \} \]

The name of the retarded Green’s function comes from the fact that if we apply a perturbation \( \hat{A}(\vec{x}', t') \) at time \( t' \), only measurement at later time \( t > t' \) will be affected. The advanced Green’s function is the opposite: only \( t < t' \) obtains nonzero contributions.

For many experiments, \( \hat{A} \) and \( \hat{B} \) are actually the same quantum operator. For example, if we apply a voltage and then measure the change in density, the perturbation to the Hamiltonian is \( V \hat{\rho} \), where \( V \) is the voltage and \( \hat{\rho} \) is the charge density operator. The measurement \( \hat{\rho} \) is the same quantum operator. Here, we assume they are the same operator and we will label them by \( \hat{O} \). Furthermore, we assume that \( \hat{O} \) is a bosonic operator. From now on, we will set \( \hbar = 1 \) (same as what we did in the previous chapters when we compute the Green’s functions)

\[ G^R(\vec{x}, t; \vec{x}', t') = -i \theta(t-t') \{ [\hat{O}(\vec{x}, t), \hat{O}(\vec{x}', t')] \} \]  
\[ G^A(\vec{x}, t; \vec{x}', t') = i \theta(t'-t) \{ [\hat{O}(\vec{x}, t), \hat{O}(\vec{x}', t')] \} \]

#### 3.4.2. The relation between the retarded Green’s function and the spectral function

As shown in the previous chapters, we can define other type of Green’s functions, e.g.,

\[ G^>(\vec{x}, t; \vec{x}', t') = -i \{ [\hat{O}(\vec{x}, t), \hat{O}(\vec{x}', t')] \} \]