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Abstract: We apply discrete-event-control-theoretic techniques for opacity enforcement by
insertion or deletion of output events to the problem of location privacy enforcement in an
indoor environment where users are continuously monitored by IoT devices. We design an
obfuscator of user trajectories in a grid model with obstacles. The obfuscator must preserve a
secret (e.g., visits to secret cells of the grid), while at the same time enforce feasibility and utility
constraints for obfuscated trajectories. We implement the obfuscator to map the true location of
the user to an obfuscated location, in real time, using services provided by a data server called
the Global Data Plane which records sensor readings from IoT devices and publishes them to
subscribers. We explain how scalability of obfuscator synthesis (off-line) and instantiation (on-
line) is achieved. We demonstrate the approach on a grid with over 1,500 cells modeling the first
floor of a university building, where location estimation is achieved using the ALPS Acoustic
Location Processing System.
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1. INTRODUCTION

Given the proliferation of Internet-of-Things (IoT) devices
that are being deployed inside smart buildings, as well as
ubiquitous location tracking apps that rely on GPS, the
location and movements of a user are increasingly being
tracked, both indoors and outdoors, and this information
is often presented unaltered to external observers. The
benefits of these smart devices therefore come at a cost
to privacy. Hence, an important challenge is to protect
privacy without sacrificing the benefits provided by smart
devices.

This paper demonstrates a mechanism for enforcing a
measure of privacy while preserving a measure of utility
when a user’s trajectory is being tracked, either indoors or
outdoors. The technique used relies on obfuscation of the
user’s actual trajectory in a given environment, in order to
hide all visits to a set of pre-specified secret locations. The
obfuscated trajectory disclosed to external observers must
satisfy this secrecy condition at all times. At the same
time, obfuscated trajectories should retain some form of
utility, i.e., they cannot suppress all information. In this
work, utility is captured as a maximum distance constraint
between actual and obfuscated positions, at every point in
time. Finally, obfuscated trajectories must remain feasible
in the given environment, e.g., they cannot jump, go
through walls, or follow impracticable paths.
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Fig. 1. Obfuscation mechanism using edit functions

Recently, Wu et al. (2018) presented a method for syn-
thesizing so-called edit functions that map, in real time,
an actual trajectory to a suitably obfuscated one; Fig. 1
illustrates this obfuscation mechanism. Edit functions are
a generalized version of the insertion functions that are
synthesized in Wu and Lafortune (2014) for the enforce-
ment of opacity, a general information-flow property that
has been studied extensively in the last few years in the
context of partially-observed systems (Jacob et al., 2016).
Edit functions can delete actual system events and/or
insert new fictitious ones (up to a certain bound) when
mapping an actual string of events to an obfuscated one.

We adopt the obfuscation framework of Wu et al. (2018)
and describe its real-time implementation in the context
of a software architecture, written in Python, that first
solves the edit function synthesis problem off-line, and
then makes suitable edit decisions on-line based on real-
time sensor readings of the movements of a user in a pre-
specified region modeled using a discrete grid. (In our
work, all events are observable, and opacity reduces to
to never disclosing visits to secret locations; one can think
of the secret locations as the states that violate opacity
in the observer of the original partially-observed system.)
In Wu et al. (2018), two symbolic implementations of edit function synthesis are presented and compared. We adopt the second method, based on using the tool SynthSMV (Rawlings, 2016). In this method, edit function synthesis is mapped to a supervisory control problem that is then solved symbolically using SynthSMV, which is based on the symbolic model-checking solver NuSMV (Cimatti et al., 2002). We also employ SynthSMV to compute the actual edit decisions on-line in real time. A visualization tool is included to display actual and obfuscated positions in the grid layout.

We demonstrate how to use this software architecture in an indoor environment and present the results of our deployment of this technique in a university building. This deployment occurred in the context of the Enhanced Conference Room Demonstrator project of the TerraSwarm Research Center (TerraSwarm, 2017). Specifically, we used two features supported by this demonstrator project: (i) real-time indoor tracking of the location of a user using the Acoustic Location Processing System (ALPS) of Rowe et al. at Carnegie Mellon University, USA (WISE Lab, 2017; Lazik and Rowe, 2012), which was deployed in portions of the first floor of the Clark Kerr Conference Center on the campus of the University of California at Berkeley, USA; and (ii) a secure data server called the Global Data Plane (GDP), which provides services to IoT devices and apps on smart phones or other devices for real-time data logging, subscriptions to logs, archival services, etc. The GDP is being developed by Kubiatowicz et al. at the University of California at Berkeley, USA (Swarm Lab, 2017; Zhang et al., 2015) and its goal is to provide a data-centric “glue” for swarm applications. In the demonstration, the first floor of the Clark Kerr Conference Center is modeled using a grid of about 1,500 cells that capture the layout of the floor (walls, doors, obstacles). Our implementation reads data written in real time to the GDP by an ALPS app running on a smart device and results in an obfuscated log that is written in real time to the GDP for disclosure to the outside world and display on the visualization tool.

The key features of this demonstration include: (i) the ability to synthesize an obfuscator (off-line) for a grid large enough to model a floor of a building consisting of several rooms; (ii) the ability to make edit decisions (on-line) based on the synthesized obfuscator, which is stored symbolically using binary decision diagrams (BDDs); and (iii) the ability to leverage an indoor localization system (ALPS) and a data-centric server for swarm applications (GDP) to implement obfuscation in real time from actual user movements in the instrumented region.

The remainder of this paper is organized as follows. Section 2 reviews the synthesis technique for the obfuscator. Next, Section 3 presents our software architecture for real-time obfuscation, along with simulation results for real-time obfuscation. The demonstration of our software with live readings from a university building is presented in Section 4. Finally, Section 5 compares our work with related approaches in the literature, and Section 6 concludes the paper.

2. SYNTHESIS OF OBFUSCATOR

2.1 Obfuscation by Edit Functions

We start by describing the control problem that must be solved off-line to calculate a suitable obfuscator for a given system model (which may be a grid, as in our example problem, or a more general model). The obfuscation methodology that is demonstrated in this paper has its theoretical foundations in Wu et al. (2018), where an edit function is added as an output interface between the system and the external observers of its behavior (legitimate or malicious), as depicted in Fig. 1. An edit function, or obfuscator in the context of this paper, is allowed to erase genuine system outputs and/or insert some fictitious ones, thereby producing an obfuscated output stream that is seen by the external observers. The necessary technical results for obfuscator synthesis are presented in Wu et al. (2018), and will only be summarized here.

The system model is a discrete-event model, either an automaton or a labeled transition system, where the labels on the transitions between the discrete states are the events, which correspond to transitions from one grid cell to another in the grid model of this paper. Since the external observers track the system state (cell location in the grid) based on the sequence of events emitted by the edit function, the role of the edit function is to perform insertions of fictitious events or deletions of actual events (i.e., moves from one grid cell to another) in such a manner that the obfuscated trajectory never visits any of the secret states (some grid cells that are pre-specified). However, the obfuscated trajectory must still be a feasible one in the system model; it cannot go through walls for example or jump over grid cells. The result of obfuscation is that the true system state will be different from the observed system state (i.e., the “fake” or obfuscated one). Practical considerations might dictate that the difference between the obfuscated state and the true one should be within some bound, under some quantitative measure. In our problem, we quantify such a condition by the number of (valid) moves between the true cell (where the agent is located) and the obfuscated one (as estimated by the external observers).

Synthesizing an edit function that satisfies all of the above conditions is a “reactive synthesis problem with a plant model”, as described in Ehlers et al. (2017) for instance. In Wu et al. (2018), this problem is solved by formulating a game between the edit function and the system (acting as “environment”). One must find, if it exists, a winning strategy for the edit function that works under all system behaviors (worst case analysis). The construction of that game and the identification of a winning strategy are described in detail in Wu et al. (2018). In the next section, we focus on the implementation aspects of this synthesis problem as a supervisory control problem (Ramadge and Wonham (1987); see, e.g., Ehlers et al. (2017) for an introduction), which are relevant to the present demonstration paper.

2.2 Symbolic Implementation of Obfuscation

As was mentioned in Section 1, we selected the symbolic implementation of obfuscation based on SynthSMV, one of
the two symbolic implementations analyzed in Wu et al. (2018). Its scalability properties were the primary reason for this selection. In short, the system is modeled as a deterministic finite labeled transition system, additional variables are added to the system model to represent the obfuscation decisions, and the desired behavior is formulated as a computation tree logic (CTL) specification; the resulting supervisory control problem has a unique solution that yields the obfuscator. We now discuss this implementation in more detail.

The problem of synthesizing an edit function that simultaneously satisfies the three conditions of secrecy, feasibility, and utility, is formulated as a supervisory control problem, where system outputs are uncontrollable events of the “plant”, and edit function actions (here, insertions or deletions) are the controllable events that are to be enabled or disabled by the “supervisor”. In this manner, the solution of the supervisory control problem suitably emulates the game-like structure of Wu et al. (2018)\(^1\), which embeds all valid edit actions when the edit function “plays against” the system, which in turn acts as environment or adversary.

More specifically, in our formulation, the plant model for the supervisory control problem captures all allowed transitions in the system dynamics. We need to track two state variables over these dynamics: the actual state of the user and its obfuscated state. An additional Boolean variable keeps track of whose turn it is to move: the user or the obfuscator. The utility constraint is assumed to be in the form of a maximum distance or budget (in L_1-norm in the case of a grid model), denoted by \(W\), between the actual and obfuscated states. For a solution to exist, this budget may need to be adjusted depending on the system model.

As described in Wu et al. (2018) (cf. Section 5.2), the specification for supervisor synthesis is a CTL formula of the form

\[
AG(\phi_1 \land \phi_2 \land EF(\phi_3))
\]

where \(\phi_1\) captures the secrecy constraint (the obfuscated state should never be a secret location), \(\phi_2\) captures the utility constraint (the budget must always be satisfied), and \(\phi_3\) captures the ability of the user to make a move in the game. The first two terms are invariance constraints, and do not include any additional temporal operators. The latter reachability constraint \(EF(\phi_3)\) ensures that the obfuscator never encounters a situation where it has no valid move, which would result in stopping the game and preventing the user from ever moving again. Finally, in our implementation, the number of moves reported by the obfuscator between any two user moves is bounded by variable \(K\), typically chosen to be from 2 to 5 in our experiments.

As argued in Ehlers et al. (2017), for a deterministic plant model (as we have here) and for a specification of the form \(AG(EF(p))\), there exits a unique maximally-permissive state-based supervisor; this extends naturally to specifications with additional invariance requirements, as in our case. The supervisor is a function that maps each state to the set of valid insertions (which could contain the empty string, corresponding to a deletion) that may follow the previous move of the user and precede its next move. In our demonstrations, we randomly selected one insertion from that set whenever the obfuscator played.

Figure 2 shows the typical steps involved in using SynthSMV. The system is modeled using the SMV modeling language (specifically, the same input language as NuSMV version 2.6.0 is supported), along with the definition of which events are controllable and uncontrollable, and the specification is written in CTL. Controllability of inputs and synthesis specifications are extensions to NuSMV’s modeling language. SynthSMV can return either the supervisor itself or the set of states that satisfy the specification when that supervisor is applied, each either as an explicit set or as an expression in SMV syntax. Figure 2 also includes an example with four states (\(Q = \{1, 2, 3, 4\}\)), two events (\(\Sigma = \{\alpha, \beta\}\)), one of which is controllable (\(\Sigma_c = \{\alpha\}\)), and a reachability specification. SynthSMV can also be called with a previously-computed supervisor and a given state to produce the set events allowed by the supervisor in that state. This can also be combined with NuSMV’s interactive mode to simulate a system without having to repeatedly rebuild the symbolic representation, thereby allowing the supervisor to be applied to control a live system.

![Fig. 2. Interaction with SynthSMV](image)

3. REAL-TIME IMPLEMENTATION OF OBFUSCATOR

In the previous section, the general procedure to synthesize an obfuscator (when one exists) was presented. We now present a software architecture, written in Python, that synthesizes an obfuscator and uses it to make obfuscation decisions in response to live readings. We restrict our attention to agents moving in a grid world, but the

---

\(^1\) This game-like structure was inspired by that of Wu and Laforetune (2014) for the case of insertion actions only.
framework could easily be extended to other obfuscation scenarios.

In order to implement real-time obfuscation, we employ two key tools. First, we adopt a data-centric system for IoT applications, the GDP. The GDP infrastructure was presented in Zhang et al. (2015), and it fits the requirements of IoT applications in a natural way. By using such infrastructure, we are able to perform real-time obfuscation, disclosing obfuscated positions to third party applications (e.g., Location-Based Services). In addition to the GDP, we leverage SynthSMV not only to compute the obfuscator, but also as a look-up table using the pre-computed obfuscator. The software architecture is shown in Fig. 3, where the obfuscation application reads/writes information from/to the GDP, and makes queries to SynthSMV. We explain below each of the components and its properties.

3.1 Global Data Plane (GDP)

The GDP is an infrastructure developed to address problems due to the increase of IoT applications. In Zhang et al. (2015), the authors described the disadvantages of connecting smart devices directly to the cloud. To overcome such disadvantages, a data-centric abstraction layer is inserted between IoT applications and the underlying existing computing platforms, e.g., Cloud, Fog, and Gateways (Zhang et al., 2015). Such abstraction is focused around the transportation, the conservation, and the protection of the information.

The foundation of the GDP is the idea of a secure, single-writer log. Each log has a single authorized writer, which is enforced by a writer authentication key. The key also provides authenticity and integrity to the log. In an IoT application, each sensor or computational element has its unique log in the GDP. Moreover, the GDP supports multiple simultaneous readers, each of which must have the appropriate decryption key to decrypt the data. In conclusion, the GDP provides coherent, scalable, and robust communication between logs and applications. For more details of the usage of the GDP, we refer the reader to Zhang et al. (2015) and Swarm Lab (2017).

In our software infrastructure, we read from and write to the GDP. Each agent has a position log in the GDP, and only our application has the key to read it, so that the exact position of each agent is private information. Our application then writes a public log to the GDP to publish the obfuscated position of each agent.

3.2 SynthSMV

SynthSMV can compute an obfuscator to solve the problem described in Section 2, when one exists. In this section, we show how we combine off-line and on-line use of SynthSMV to implement real-time obfuscation efficiently.

In relation to the off-line case, our software uses SynthSMV exactly as previously explained in Section 2. Starting with the actual agent’s mobility model, it constructs an obfuscator that controls the “fake” agent’s movements. This obfuscator is stored to later be used by our software on-line so that we can avoid repeating the costly synthesis computation.

3.3 Obfuscation Application

The obfuscation application is created to manage the data received from the GDP and the queries to SynthSMV. It performs a sequential routine as shown in Fig. 4. We are leaving out the off-line obfuscator computation step, which we assume was done prior to the sequential steps shown in Fig. 4.

The first step, the one that triggers all the other steps, is receiving new position information for the agents from the GDP. Once all agents have updated their respec-
tive current positions, the application can then begin its computation. The second step is to update the internal representation of the agents’ positions in our model. Given the updated state, our application queries SynthSMV to receive the set of every move that can be reported without violating the specification.

At this point, we are in the third step of Fig. 4. As soon as SynthSMV returns the allowed obfuscated agents’ movements, the application randomly selects one of them. The obfuscated agents’ positions are updated according to the selected move, and written to their respective public logs. After writing to the GDP, the obfuscation application returns to its first step where it once again awaits the updates to the agents’ positions.

The obfuscation application also includes a visualization tool. The main goal to embed a visual component in our application is mainly to demonstrate the difference between trajectories generated by an agent and its obfuscated trajectory. Figures 5 and 7 are examples of the visual component.

3.4 Simulation Results

To show the applicability of our software architecture, we generated simulated trajectories of agents moving on the first floor of a university building. We generated different scenarios by modifying the size of the grid, the secret location, the budget W, and the bound K.

Figure 5 shows one agent moving in the grid world, along with its obfuscated trajectory. The bold black lines represent walls which the agent cannot pass through. The secret location is represented by the red grid locations. Moreover, we considered the budget value \( W = 3 \) and the bound value \( K = 3 \). For this scenario, the off-line SynthSMV query took 5 hours and 12 minutes on a server with an Intel Xeon CPU E5-1650 (3.50GHz) and 64GB of memory running Linux. The large computation time is due to a combination of the large size of the grid, close to 1500 cells, with the walls obstacles.

In order to simulate real-time obfuscation, the agent’s positions are updated periodically in the GDP. The trajectories in Fig. 5 represent both the real (dark blue) and obfuscated (light blue) agent’s positions. In the building, there are two doors that lead to the patio area. In the scenario of Fig. 5, one of these doors is secret. Therefore, any time the agent goes through the secret door, the obfuscated trajectory has to pass through the other one, as seen in Fig. 5.

4. DEMONSTRATION IN INDOOR ENVIRONMENT

The architecture presented in Fig. 3 assumes that the agents’ positions are continually written in their respective logs. However, we did not assume any specific system, and instead left the architecture open to any type of agent localization method (e.g., GPS, video input, etc.). We now present a specific demonstration of indoor real-time obfuscation. First, we discuss an indoor localization method (e.g., GPS, video input, etc.).

The tracking provided by ALPS uses off-the-shelf audio speakers placed in strategic positions to localize the mobile devices. Therefore, the area in which tracking will be performed needs to first be instrumented. Figure 6a shows an ALPS beacon placed in the university building from our demonstration, and Fig. 6b shows the hallway that was instrumented with ALPS beacons in our obfuscation scenario. Four beacons were placed in the hallway, one at each corner; this allowed accurate position information within the hallway to be published to the GDP every second using a tablet device.

4.1 ALPS — Acoustic Location Processing System

The Acoustic Location Processing System (ALPS) was developed by Lazik and Rowe (2012). It uses a communication scheme in the ultrasonic audio bandwidth to provide sub-meter accurate indoor localization of mobile devices such as smartphones and tablets (Lazik and Rowe, 2012; WiSE Lab, 2017). The communication scheme is imperceptible to humans, since it exploits a bandwidth space above the human hearing frequency spectrum, yet perceptible by the mobile devices.

The instrumented section of the hallway, shown in Fig. 6b, corresponds to grid positions \( 15 \leq x \leq 20 \) and \( 15 \leq y \leq 25 \) in Fig. 5. Given that the agent can only be tracked in the hallway, we simplify the previous grid model of Fig. 5. The model still considers one agent moving in the grid world, but the secret location and the grid layout are now defined as in Fig. 7. The coordinates in Fig. 7 matched the coordinates instrumented by ALPS, where the instrumented hallway is 4 meters wide and 25 meters long (we partially show the hallway grid).

The agent walks freely in the hallway, constrained by a table positioned in the middle of the corridor. The table is
modeled as obstacle locations (in gray) in Fig. 7. Based on the location of the table, we defined as the secret location the entire space left to the table (in red), meaning that an outsider observer should never know when the agent walks on the left side of the table (e.g., the agent does not want others to know when it is eating).

With the model defined, we set the free parameters $W$ and $K$ such that there exists an obfuscator that satisfies the defined constraints. In this example, we selected $W = 3$ and $K = 3$ to obtain a solution to the obfuscation problem.

Next, using the architecture of Fig. 3, a single agent moved freely in the instrumented hallway. The agent’s position was recorded by ALPS and published to the GDP. Simultaneously, the Obfuscator App created an obfuscated trajectory based on the agent’s actual trajectory, as explained in the previous section.

We present one of agent’s trajectories in Fig. 7. While the agent (dark blue) walks within the secret region, its obfuscated trajectory (light blue) indicates that the agent never enters the secret region. The numbers in the trajectory reflect the agent’s movements and the respective obfuscated movements. Therefore, there exist repeated numbers in the obfuscated trajectory given that the obfuscator could move up to three times ($K = 3$) before the next agent update.

It is interesting to compare the obfuscated actions numbered by 8 with those numbered by 5. We see that the obfuscated actions 8 lead the obfuscator to the maximum of its allowed movements ($K = 3$). It does so that it prepares itself for an unknown future of the agent. After move 8, the agent is located in the boundary between secret and non-secret locations. Therefore, move 8 prepares the obfuscated trajectory for any possible future movement of the agent. In contrary, movement 5 does not need to deal with such a situation. Given that the agent will remain in the secret location for any action it chooses after move 5, the obfuscator needs only one action to prepare itself for the future actions of the agent.

We remark that by using SynthSMV, the obfuscated movements are calculated within a second, before the agent updates its position. Furthermore, the trajectory in

5. RELATED WORK

The objective of this paper was to demonstrate real-time obfuscation policies that ensure privacy and utility. Obfuscation techniques for location privacy were introduced by Duckham and Kulik (2005a,b). The idea of obfuscation is to degrade the information of a person's location in order to obtain privacy. In the work of Duckham and Kulik (2005a), the information is degraded in an imprecise manner such that the privacy of the individuals is maintained. However, the study is only made for single queries and a dynamic query model is not studied. The work of Ardagna et al. (2011) strengthened the prior work by providing quantitative measurements about the quality of the obfuscation. A downside of these techniques is that they perform probabilistic operations, which could provide inconsistencies when analyzing a dynamical scenario (e.g., agents moving through obstacles). Our model-based approach guarantees that such inconsistencies will not occur.

Another related research area is that of differential privacy. Indeed, the attacker model and the problem formulation presented here are inspired by work on differential privacy. In the work by Dwork (2006), the differentially-private mechanism does not specify any utility guarantees. The first work to include utility guarantees in differentially-private mechanisms was the work of Ghosh et al. (2012). In this context, our obfuscator can be viewed as a discrete logic counterpart of differentially-private mechanism with utility constraints.

The work of O’Kane and Shell (2015) is closely related to ours. They also investigated privacy and utility requirements in a model-based manner. However, they specified theses constraints as pairwise requirements on states, where privacy is transformed to state indistinguishabil-
ity, and utility to state distinguishability. The solution is given via graph coloring. In our work, the constraints are described as temporal logic specifications. Moreover, the solution with the obfuscation mechanism is more general than the one provided by O’Kane and Shell (2015), as it allows modification of the system’s output events.

6. CONCLUSION

We have described how to perform obfuscation, a form of opacity enforcement based on editing the output behavior of a system, in real time for systems with large state spaces. This includes the off-line synthesis of a suitable obfuscator and its on-line implementation. We have demonstrated our approach in the context of location privacy in an indoor environment where the user’s location is tracked continuously by an acoustic positioning system and where an obfuscated position that hides visits to secret locations must be disclosed in real time to the outside world via a data server. Overall, we believe this demonstration shows the practicality of achieving indoor location privacy using the opacity enforcement mechanism of edit functions developed for discrete event systems.
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