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3.1 Introduction

An important goal in psycholinguistics is uncovering the architecture of human sentence comprehension. Most of the important issues in the field of sentence processing are questions about some aspect of the underlying architecture—for example, the relation of grammar and parser (Chomsky, 1965, 1980; Miller, 1962; Stabler, 1991), the modularity of syntactic processing (Ferreira & Clifton, 1986; Fodor, 1983; Forster, 1979; Frazier & Clifton, 1996; Just & Carpenter, 1992; Mitchell et al., 1992; Rayner et al., 1992), the number of interpretations pursued in parallel (Clark & Clark, 1977; Gibson, 1991; Gorrell, 1987; Kurtzman, 1985; MacKay, 1966), or the relation of linguistic processing to central cognition (Forster, 1979). The first goal of this chapter is to define precisely what it means to have a functionally complete sentence-processing architecture. The view of architecture developed here draws on general work on architecture in cognitive science (Anderson, 1983; Newell, 1973, 1980a, 1990; Newell & Simon, 1972; Pylyshyn, 1984), rather than focusing exclusively on the issue of modularity that has dominated discussions in sentence processing. This architectural analysis defines a set of functional constraints on theories, sharpens the set of questions that need to be answered, and reveals that some common theoretical approaches, including modularity, are incomplete in significant ways. The claim is that theories of human sentence processing should take the form of complete computational architectures.

A useful approach for discerning the shape of the human architecture is to look for extreme behavioral data points—phenomena that help sharply define both the impressive functional capacities of human comprehension as well as its limits. Taken together, these capacities and limitations comprise a bundle of behavioral oppositions; some of the major ones are summarized in Figure 3.1.

Figure 3.1. Human sentence comprehension can be characterized as a set of behavioral oppositions. These oppositions serve as useful empirical constraints by pushing on architectural models from opposite poles of capabilities and limitations. Section 3.2 describes the phenomena underlying these oppositions.

The second goal of this chapter is to bring to bear these functional and empirical constraints in proposing an architectural theory that embodies a simple set of claims about the processes, memories, and control structure underlying parsing and interpretation. The theory, NL-Soar, posits that human sentence processing is single-path with a limited repair capability, has an automatic but flexible control structure that is open to effects of learning, and depends on a minimal short-term memory that gives rise to syntactic interference effects. The theory explains the behavioral puzzles in Figure 3.1. It explains why sentence processing can appear to ignore relevant information as it pushes down the garden path, yet at times be sensitive to semantic and pragmatic context. It explains why some misinterpretations are difficult to recover from, yet others are imperceptibly easy to correct. It further explains how automatic processes can be redeployed in a controlled manner to recover from these difficult misinterpretations. Finally, it explains why human comprehension easily handles complex syntactic structures most of the time, yet fails miserably when pushed beyond certain very modest limits. Many of the novel aspects of the theory derive in part from the model’s grounding in an independent theory of human cognitive architecture, Soar (Lehman et al., 1998; Newell, 1990, 1992).

The remainder of the chapter is organized as follows: Section 3.2 provides a brief overview of the empirical constraints outlined in Figure 3.1. Section 3.3 describes a set of functional constraints by answering the question: What
constitutes a theory of sentence-processing architecture? Section 3.4 presents a specific architectural theory that responds to the functional and empirical constraints. Section 3.5 describes some of the empirical implications, and Section 3.6 concludes with a summary discussion and some remarks on the general approach.

3.2 Opposing Behavioral Constraints on Architecture

The first behavioral opposition in Figure 3.1 concerns the nature of ambiguity resolution: What guides the online interpretation of ambiguous material? A single example will serve to illustrate the major issues:

(1) The car examined by the mechanic was damaged.

Examined may be initially taken as the main verb, or as a reduced relative clause modifying car. The inanimacy of car makes it more likely that someone was examining the car (relative clause reading) than that the car was examining something (main verb reading). The question is whether such semantic information can be used online to guide the human parser down the right path. Ferreira and Clifton (1986) presented reading-time data that suggests that people ignore such nonsyntactic information. On the other hand, Trueswell et al. (1994) and Just and Carpenter (1992) present online studies suggesting that subjects can make rapid use of such semantic information in resolving the local ambiguity — they prefer the relative clause reading over the main verb reading, at least when the semantic constraints are sufficiently biased against the main verb interpretation.

There is now a large body of empirical work on both sides of the issue, some work showing that semantic or contextual information is ignored in fast-pass reading, and some showing clear effects. The studies cover a range of information types and ambiguity types. Many theoretical approaches now acknowledge the need to accommodate, at some level, both kinds of effects — attributing the difference to differences in lexical/syntactic frequency, for example (MacDonald et al., 1994; Trueswell et al., 1994). But the data is perhaps more insidious than is often acknowledged. Just and Carpenter (1992) provided evidence for individual differences in use of semantic information. In other words, some subjects appeared modular, and some did not (on material adapted from the Ferreira & Clifton, 1986, study). The implication for an architectural theory should be clear. Any architectural model must embody this opposition: it must be capable in principle of demonstrating both kinds of effects, and furthermore should identify the locus of variation that accounts for the individual differences (Just and Carpenter attribute them to working memory differences).

The remaining three oppositions in Figure 3.1 have received considerably less attention than the first. The second opposition concerns the other half of the ambiguity resolution story: How do people revise their interpretations of ambiguous material based on later disambiguating information? An important source of data that can be used to reveal the nature of revision processes concerns the contrast between ambiguous structures that can give rise to noticeable garden-path effects, such as the subject/object ambiguity in (2) (Frazier & Rayner, 1982), and those ambiguous structures that cause little or no perceptible difficulty, such as the subject/object ambiguity in (3) (Juliano & Tanenhaus, 1994; Mitchell, 1987; Fritchett, 1988):

(2) Although Mary forgot her husband didn't seem very upset yesterday.
(3) a. Mary forgot her husband at the airport yesterday.
   b. Mary forgot her husband needed a ride yesterday.

The structure in (2) can give rise to an impression of ungrammaticality, indicating a failure of reanalysis. The structure in (3) may produce longer reading times in the disambiguating region (e.g., an extra 50 ms on needed compared to unambiguous structures with overt complementizers (Ferreira & Henderson, 1990)), but does not usually cause noticeable difficulty, regardless of which interpretation is required. Why does reanalysis fail in structures such as (2) and succeed in structures such as (3)? A theory of reanalysis is required to explain the contrasts (Frazier & Rayner, 1982) — ambiguity resolution principles alone are insufficient.

The third opposition pits the apparent automaticity of parsing and interpretation against the capacity for more controlled, flexible comprehension. As Fodor et al. (1975) noted, the "overwhelmingly puzzling aspect of sentence comprehension is how people manage to do it so quickly." This impressive rapidity combined with the complexity of the task, the modular effects cited earlier, and certain other theoretical considerations have led many to posit automatic, informationally encapsulated processes underlying parsing and interpretation (Laherre & Samuels, 1974; Fodor, 1983; Frazier, 1978; Forster, 1979).

But the fact is that people do recover from garden-path effects, such as those just discussed, by some strategy of rereading, or more careful comprehension. Eye-tracking studies also reveal frequent and highly selective regressions during reading, to reparse or reconsider some part of the passage (Frazier & Rayner, 1982). Somehow, the automatic processes that initially delivered the wrong
output must be overridden or redirected in some way. Furthermore, subjects are able to adopt quite different strategies for comprehension, ranging from extremely rapid surface skimming to directed comprehension in the service of specific problem-solving goals (Just & Carpenter, 1987). How can we reconcile this flexibility in comprehension with automaticity? Frazier (1990) discussed a form of this problem with respect to reanalysis and pointed out that simply assuming that post–first pass reanalysis is something accomplished by the “central processor” leads to some undesirable consequences, including the duplication of processes and knowledge in the modular linguistic processor and the central processor. In short, we cannot leave unexplained the relation between automatic linguistic processes and more controlled central processes (Forster, 1979).

The fourth opposition concerns the contrast between easily parsed, complex embedded structures and relatively simple embeddings that cause complete breakdown. Consider the structure in (4), which contains four embedded clauses:

(4) The bird chased the mouse that scared the cat that saw the dog that ate the pumpkin that grew in the garden.

Such right-branching structures can be embedded essentially without limit. But one of the first clearly identified psycholinguistic phenomena was difficulty on center-embedded structures, which can cause severe problems at just two embeddings (Miller & Chomsky, 1963; Miller & Isard, 1964).

(5) The salmon that the man that the dog chased smoked fell.

The story is considerably more complex than this (Cowper, 1976; Gibson, 1991; Lewis, 1997). For example, double center-embeddings are not always unacceptable (which rules out a simple appeal to ungrammaticality). Consider the following subject sentence construction (Cowper, 1976):

(6) That the food that John ordered tasted good pleased him.

In (6), two sentences (the food tasted good, John ordered) are center-embedded within the matrix clause (That . . . pleased him) These effects are not due to ambiguity – they appear to be problems with a limited short-term memory (Miller & Isard, 1964). Thus, an architectural theory must specify the memory structure underlying parsing that accounts for acceptable embeddings, including acceptable center-embeddings, as well as unacceptably difficult structures.

### 3.3 What Is a Sentence Processing Architecture?

Before considering issues in specifying architectures for sentence processing, it is important to understand what a computational architecture is generally. The idea of an architecture was imported into cognitive psychology from computer science (Bell & Newell, 1971; Newell, 1973, 1990; Pylyshyn, 1984), and computer architectures provide a useful starting point for our purposes.

#### 3.3.1 Functional Invariants: Process, Memory, and Control

In computer systems, the architecture of a computer refers to the fixed hardware structure that supports computation. The fixed structure of any digital computer – whether PC, mainframe, parallel or single-processor – can be described in terms of functional units that store and process bit vectors. The description is cast in a register-transfer language (e.g., Bell & Newell, 1971). Expressions in such a language are composed of registers (bit vectors), operations on registers, and control signals for triggering operations. For example, the expression in Figure 3.2 says that when bit $P$ is set, then the result of adding register $A$ and $B$ is transferred to register $A$. The lefthand part of the expression is like a conditional statement that indicates when the operation should take place. A set of such expressions can provide a complete functional specification of the architecture of a computer, which can then be implemented as a collection of logic circuits.

There are three important functional invariants that hold across all computational architectures and implementations. The hypothesis is that these invariants hold not only of digital computers, but of any natural, artificial, or theoretical
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device that performs computations, including classic symbolic architectures, connectionist networks, and brains.

All computational architectures must support, minimally, the following functions: (1) a set of processing primitives; (2) a memory; and (3) a control structure, which specifies how the computational processes unfold over time.

Support for these functional invariants comes both from empirical practice in computer science and from theoretical analysis. All physically constructed computational devices embody these minimal functions, as do all theoretical models (e.g., Turing machines, Post productions, RAMs; Minsky, 1967) developed for investigating computability. Newell (1986a) also emphasized this tripartite functional division in his description of physical symbol systems, which are general computational architectures.

Each of these functions can be seen clearly in the register-transfer description of computer architectures. The processing primitives consist of the loads, adds, shifts, and so on that provide the building blocks for composing more complex operations. The memory at the register-transfer level consists of registers which store bit vectors, or banks of registers operating together as larger units addressed by position (i.e., RAMs). The control structure is specified by the set of control prefixes for each expression, which dictate exactly when each primitive process occurs. Any number of such processes may occur simultaneously; at the register-transfer level, parallelism is the norm for digital computers.

Another important property of the register-transfer functional description is that it abstracts away from the particular set of logical circuits chosen to implement the architecture (e.g., how the AND/OR gates are arranged), which in turn abstracts away from properties of the electrical circuits (e.g., their voltage and resistance properties). In general, physical computational systems can be described as a hierarchy of systems levels. Each level is a functional description that abstracts away from implementation details of the lower levels.

Computers also illustrate another important principle: All computational architectures distinguish fixed structure from variable content, and system behavior depends on both. We can capture this in the following slogan equation:

Architecture (fixed structure) + content (variable) $$\implies$$ behavior

Newell (1990) points out that for many systems, including natural cognitive architectures, we should speak of relatively fixed structure to allow for architectures that change or develop (perhaps slowly) over time.

What is the relevance of all this for psycholinguistics? If we take sentence processing to be an information-processing task, that is, one requiring computation, then we can assume that underlying this computation is some kind of fixed architecture that realizes the three basic functions enumerated earlier. Furthermore, we can assume that this architecture can and should be described at multiple levels, each involving a different technology. This in no way asserts that the architecture of human sentence comprehension will be anything like a digital computer or a Turing machine. Discerning the right shape of the functional architecture is the task of empirical psycholinguistics:

An architecture for sentence processing is the fixed computational structure that supports comprehension—the control structures, memories, and primitive processes for parsing and interpretation.

Such a definition may seem to be too general to have any import for theory development, but this is not the case. The following sections describe in detail the implications of this definition for models of human sentence processing.

3.3.2 "Module Geography": Why Modules Are Not Enough

It is worthwhile to compare the view of sentence processing architecture just described with the view that has dominated psycholinguistics since the late 1970s. The dominant view holds that uncovering the architecture of sentence processing means identifying the independent processing modules that comprise comprehension. But the definition of architecture above gives no special mention of modules. The reason is simple: there is no a priori functional requirement for separate processing modules, as there is for the functions of memory, process, and control. The decomposition of architecture into modules is perfectly compatible with this view of architecture, but not required by it. Modularity is certainly an important empirical issue (see, for example, the references cited earlier) but it is not the only one.

In fact, just laying out a set of processing modules and their connections—what J. D. Fodor (1990) dubbed module geography—does not specify a functionally complete computational architecture. Perhaps most significantly, it does not specify any structure at all for the memories used in processing. For example, it specifies neither the short-term memory for partial structures nor the long-term memory of syntactic or lexical knowledge. It also does not specify the primitive processes that the modules use. It does not specify control
of processing within the modules. Finally, it does not specify the relation of
the control of central processing to the control of the modular processes. To
be clear: the theoretical claims that modular theories make are important ones
which often yield testable predictions. But they are a necessary, not sufficient,
part of the characterization of sentence processing architecture.

Abstracting away from irrelevant details is a theoretical virtue, but the kinds
of abstractions that module geography makes can lead to incorrect inferences
from data. That such a possibility exists is clearly demonstrated by the working-
memory research of Just and Carpenter (1992). Briefly, Just and Carpenter
have argued that some garden-path effects that were previously interpreted
in terms of a syntactically encapsulated module can instead be explained by
individual differences in working-memory capacity. Such an explanation is not
considered in a theoretical framework that systematically ignores the role of
memory structures in parsing. This point should be taken regardless of whether
one is convinced by the current body of empirical support for this particular
model - the fact remains that such an explanation could in principle account
for the data, and that these alternative explanations are only discovered by
developing functionally complete architectures. The next few sections describe
what it means to specify such an architecture.

3.3.3 Specifying Processes

We can characterize processes in two important ways. First, processes can be
described by the way they change the content of memory; for example, by mak-
ing syntactically legal attachments in a parser free held in short-term memory.
Second, the chronometric properties of process can be specified: how much
time they require, and how their duration varies as a function of other variables.
All of these specifications can be made at varying degrees of abstraction and
approximation.

Many of the most fundamental distinctions about parsing made in psycholin-
guistics can be interpreted as theories about the available syntactic processes.
These include bottom-up and top-down parsing (Chomsky & Miller, 1963;
Kimball, 1973), head-driven (Pritchett, 1988), left-corner (Aho & Ullman,
1972; Johnson-Laird, 1983), licensing (Abney, 1989), and other mixed strat-
egies. For example, a strong commitment to head-driven parsing implies an
architectural set of processes that includes projection from lexical heads and
attachment to existing nodes, but excludes predictive processes that create new
syntactic nodes whose lexical heads have not yet arrived.

Single-path versus multi-path parsing is another important distinction in pars-
ing processes and representations. However, it should not be confused with
parallel versus serial processing. Whether processes occur in serial or in par-
allel is a control issue, not a distinction for processes per se. On the other
hand, whether a parser pursues a single interpretation or multiple interpreta-
tions in parallel is a process and representation issue, not a control issue. The
reason is that multi-path parsing requires a different set of processes and rep-
resentations - it's not just single-path parsing run in parallel. At each local
ambiguity or choice point, multi-path parsing requires one of two things to
happen. Either a new copy (or copies) is made of the current structure, so that
the two (or more) paths can proceed in parallel, or else the parser updates some
sophisticated representation, like a chart (Earley, 1970), which permits exist-
ing structure to be used in multiple ways without copying. Both cases require
additional processes and representations beyond that required by single-path
parsing.

A complete architecture for sentence comprehension must support not only
syntactic structuring, but also semantic interpretation, referential processing,
and reanalysis as well. For example, it is a brute fact about natural language
that any sentence processor must sometimes revise its interpretation of am-
biguous material in the face of incoming disambiguating information. Lewis
(1998) distinguishes four ways of realizing reanalysis functions: (1) backtrack-
ing (overt and covert) to prior decision points, (2) selection (and disposal) from
parallel alternatives, (3) monotonic refinement of abstract commitments, and
(4) repair of existing structures. The choice of reanalysis process depends on
the processes assumed for initial structure building. For example, a single-path
parser requires either a backtracking or repair solution.

Finally, specifying the time course of processes is important for relating
the architectural theory to data on human sentence processing. Despite the
widespread use of sophisticated chronometric techniques, most psycholinguis-
tic theories say nothing quantitative about the time course of processing, sel-
don venturing beyond qualitative claims such as “revision takes time”. The
READER model of Trabasso, Just, and Carpenter (1982) was an exception,
though the model was only used to parametrically fit existing reading-time data,
not generate new predictions.

3.3.4 Specifying Memories

Sentence comprehension requires a short-term working memory (STM) to hold
the partial products of comprehension, and a longer-term memory (LTM) to hold
lexical and grammatical knowledge or skill. We can characterize the architecture
of memory in three important ways: (1) identifying different kinds of memory
systems and their unique coding schemes or memory units, (2) specifying the
nature of the acquisition and retrieval processes, and (3) specifying how memory is limited in its capacity to carry out its required functions.

Perhaps the most fundamental architectural question about memory in sentence processing is: How many kinds are there, and what does “kind” mean? Different memories may have different characteristic decay rates, coding schemes, refresh processes, and acquisition and retrieval processes. We have already assumed at least a functional division between STM and LTM, but many other divisions have been proposed as well. For example, within working memory, there is evidence for independent phonological (Baddeley, 1990), visual (Logie et al., 1990), and semantic (Potter, 1993) short-term stores. There are also behavioral and neuropsychological double dissociations between phonological (classic verbal) working memory and syntactic working memory, providing strong evidence for some kind of architectural independence (Larkin & Burns, 1977; Lewis, 1996; Martin, 1993; Potter, 1982). In a complex task such as language comprehension, all of these memories will interact to carry out the task.

Content-specific memories can be posited for LTM as well, but other distinctions are possible. In particular, the cognitive and neuropsychological memory literature has identified a set of distinct classes of LTM that include declarative versus procedural (Anderson, 1993), implicit versus explicit (Graf & Schacter, 1985), and semantic versus episodic memory (Tulving, 1983). It is not clear if all of these memory types will be relevant to explaining sentence processing, but their consideration at least raises some interesting issues, such as the relative contributions of procedural and declarative memory in parsing, and the extent to which parsing may be viewed as a cognitive skill governed by such general principles as the power law of learning (Newell & Rosenbloom, 1981), encoding specificity (Tulving, 1983), or statistical rule tuning (Anderson, 1993; Mitchell et al., 1995).

3.3.5 Specifying Control Structure
Specifying an architecture for comprehension requires specifying how the computational processes unfold over time—identifying the control structure. The control structure has implications for many important issues in sentence processing, including ambiguity resolution, automaticity, serial versus parallel processing, and the relation of parsing and interpretation to central cognition. Indeed, one could argue that it is the control structure that gives an architecture its distinctive shape.

There are five key issues in specifying control structure: (1) specifying how processes are initiated, (2) specifying how processes communicate information to other processes, (3) specifying what parts of the control are fixed and what parts depend on variable content, (4) identifying multiple streams of control, and (5) specifying the relation of the control of comprehension processes to the control structure of central cognition.

The latter issue is particularly relevant to sentence processing and concerns of modularity. The control of central processes is typically characterized as serial, not automatic, and open to any kind of variable content (Newell & Simon, 1972; Fodor, 1983), in sharp contrast to comprehension processes which are often characterized as automatic, parallel, depending on fixed and limited information pathways, and with control flow independent of central cognition—that is, modular.

If one accepts this characterization of sentence processing control structure, at least to some degree, there are still a number of important questions remaining, such as: How can these automatic processes be deployed under the deliberate control of central cognition, and at what grain size? The answer to these questions must be architectural, in particular, a specification of the connections between the control structure of sentence processing and the control structure of cognition.

3.3.6 Summary: Some Overlooked Issues in Architecture
Architectural theories must specify processes, memories, and control structure to be functionally complete. This view of architecture has led us to identify some issues that are often overlooked in sentence processing theories:

- Many theories, in particular modular theories, are incomplete because they do not specify the nature of the memories used in parsing and interpretation.
- Most theories do not specify explicit processes for reanalysis in the face of disambiguating information.
- Most theories make little contact with general principles of human memory and skill (with statistical rule-tuning and frequency-based accounts being notable exceptions).
- Most theories of the control of parsing and interpretation processes do not specify how automatic and controlled processes interact, or how automatic processes can be deployed under deliberate control (e.g., in service of deliberate reanalysis).

3.4 NL-Soar: An Architectural Theory Based on Soar
This section describes an architecture for sentence processing that makes a set of specific claims about processes, memories, and control structure. The following
section explores a few of the empirical implications of this architecture. In many ways, the model focuses on traditional concerns in parsing: ambiguity resolution and garden-path effects. But in other ways, it is an attempt to push in new directions to address the concerns of theoretical incompleteness raised in the last section.

The approach is to reduce the degrees of freedom in building the model by adopting as a starting point the assumptions of an existing theory of human cognitive architecture, Soar (Newell, 1990). Soar is not merely an implementation language for the computational model, but plays a fundamental theoretical role and accounts for many of the model's novel features and predictions. To the extent that we can derive principles of language processing from more general principles of cognition, we can increase the explanatory power of the theory.

3.4.1 Brief Overview of Soar

What does it mean for NL-Soar to be based on Soar? It means that NL-Soar specifies how the functional requirements of comprehension are computationally realized within the architectural mechanisms of Soar. The NL-Soar theory takes these mechanisms as given—-theoretical hypotheses independently motivated by other functional and empirical considerations.

The key features of Soar can be summarized as follows. All cognitive activity occurs in problem spaces (Newell, 1980b; Newell & Simon, 1972), where operators are applied to states to make progress toward a goal. The current problem space context is represented in a short-term working memory. All knowledge that guides behavior (e.g., search control) is held in a long-term recognition memory. This memory consists of a set of condition-action associations (productions), which continually match in parallel against the working memory.

Soar's control structure is open and flexible. The flow of control is not fixed in advance, but is a function of whatever knowledge can be assembled at the time of the decision. The control structure is realized by an elaborate-decide cycle. In the elaboration phase, all associations whose condition patterns match the current working memory fire, retrieving knowledge about the current situation. These associations may propose new operators or problem spaces, apply operators (changing the state), or declare preferences about the relative desirability of operators and spaces. Associations fire automatically in parallel, or in sequence if there are inherent data dependencies. Next, a fixed decision phase interprets the retrieved preferences to determine the next step in the problem space—-for example, deciding to apply one operator rather than another, or to change problem spaces.

3.4.2 Primitive and Composed Processes for Parsing and Interpretation

Sometimes the immediate knowledge retrieved from the recognition memory is incomplete or inconsistent in some way, and no more progress can be made. Then Soar has reached an impasse. For example, Soar might reach an impasse if three operators are proposed but no immediate knowledge is available to select which one to apply next. Soar responds to an impasse by automatically generating a subgoal to acquire the missing knowledge in other problem spaces. The behavior in the subproblem spaces is guided in exactly the same manner as all behavior—by associations in long-term memory.

As knowledge is acquired from impasse-triggered problem solving, Soar's experiential learning mechanism, chunking, builds new associations in long-term memory which capture the results of the subgoal. The next time Soar encounters a similar situation, the new associations should allow it to recognize immediately what to do, avoiding the impasse. Soar is therefore an experience-based learner, continually making the shift from deliberation to recognition.

In terms of our previous account of architecture, Soar is clearly a complete functional architecture: it specifies processes (production firings to change working memory, the learning mechanism to add to long-term memory), memories (the declarative working memory, the associational production memory), and control structure (the automatic, parallel production match, and the serial, controlled decision cycle).

Table 3.1 summarizes the NL-Soar theory. Since all cognitive activity in Soar takes place by applying operators in problem spaces, comprehension in NL-Soar is accomplished by a set of comprehension operators that apply to the

<table>
<thead>
<tr>
<th>Table 3.1. Basic characteristics of the NL-Soar theory.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Comprehension is realized by rapid cognitive operators (~50 ms) that incrementally build representations in working memory of syntax, meaning, and reference. (Process)</td>
</tr>
<tr>
<td>2. Comprehension is single path, with a cue-driven repair process that corrects (some) misinterpretations. (Process)</td>
</tr>
<tr>
<td>3. Working memory for syntax is a functionally minimal and efficient structure for discriminating syntactic nodes. (Memory)</td>
</tr>
<tr>
<td>4. Control of comprehension is a mix of controlled serial and automatic parallel processes. The serial control is potentially a function of any knowledge, and open to modulation by learning. (Control)</td>
</tr>
</tbody>
</table>

Note: NL-Soar is the result of applying the Soar architecture to the task of efficiently comprehending language in real time, with a minimal set of functional mechanisms.
incoming linguistic input. The operators incrementally build two representations in working memory: a parse tree representing the syntactic structure of the input, and a situation model (Johnson-Laird, 1983; Kintsch et al., 1990), representing the semantic and referential content of the utterance. There are three major classes of comprehension operators, corresponding to the major functions of parsing, semantic interpretation, and reference resolution.

A single comprehension operator may be composed of several primitive construction processes realized by individual association firings. For example, there might be a specific operator for creating an NP and attaching it as an object of a preposition. This operator would be realized by a ripple of association firings, each corresponding to some primitive process of projection of syntactic nodes from lexical heads, or linking two nodes via an X-bar (Chomsky, 1981) structural relation. The set of comprehension operators is not fixed in advance, nor is it specified explicitly by the NL-Soar theory. Rather, the theory posits that the set of operators is acquired as a function of linguistic experience. Other comprehension operators are composed in a similar way. For example, semantic interpretation operators are composed from a primitive set of situation model constructors (see Lewis, 1993, for details).

3.4.3 Reanalysis by Limited Cue-Driven Repair

Soar adopts the single-state assumption: only one state per problem space is accessible in working memory at any given time. There is no architectural support for maintaining prior states in service of backtracking (Newell, 1990). Since each state in NL-Soar contains a representation corresponding to a particular interpretation, NL-Soar is a single-path comprehender. The critical functional question that this gives rise to is: What happens when the incoming input is inconsistent with the structure chosen for some locally ambiguous material?

Because previous states are not readily available, the correct interpretation must be recovered by either deliberately recomputing the input, or by repairing the existing structures in working memory. NL-Soar posits that there exists such an online repair process which is constrained to ensure both limited match expense and limited problem space search. (Later we will also consider deliberate reprocessing of the input as a method of recovery.)

The minimal amount of new mechanism required to effect an on-line repair of syntactic structure is an operator that breaks an existing structural relation. We call this operator snip (Lewis, 1992; Lehman et al., 1991). In fact, snip does not complete the repair, it just destroys a bit of structure and then lets other link operators take over to finish the job. As an example of how snip works, consider what happens with the subject/object ambiguity in (7).

\[
\text{Shaq knows Shaq is tall.}
\]

\[
\text{NP} \quad \text{VP} \quad \text{CP} \quad \text{SNIP} \quad \text{NP} \quad \text{VP} \quad \text{LINK}
\]

Figure 3.3. An example of simple cue-driven, destructive repair with the snip operator. The incoming CP competes for the same complement position as Shaq, triggering a snip to detach Shaq. Next, Shaq is attached as the subject of the incoming clause. The boxed nodes identify the locality of the inconsistency, which delimits the generation of snip operators.

(7) Thad knows Shaq is tall.

Shaq is initially attached in the complement position of knows. When is arrives, it is projected to the sentential complement node CP. Next, a link is proposed to attach the CP in the complement position of knows. This proposal is made because knows can take sentential complements as well as nominals.

Figure 3.3 shows what happens next. The result is a momentary superposition of two separate interpretations, with two nodes competing for the same structural position (COMPCOMP of knows). This inconsistency triggers a local snip operator, which breaks the link between [NP knows] and [NP Shaq]. Next, [NP Shaq] is attached in subject position (SPEC-IP), and the repair is complete.

The initial attachment of the sentential complement was attempted despite the fact that another constituent was already occupying the complement position. This is the only way in which the attachment operators are nonstandard: they relax the constraint on uniqueness of complements and specifiers. Fodor and Inoue (1994) adopted a similar strategy, which they dubbed "attach anyway." The critical thing to note is that the constraints on the final output have not been relaxed. Only the set of processes and intermediate states that finally lead to the well-formed representation have changed.

The generation of snip is highly constrained. Snip is proposed only for structural relations that are local to a detected inconsistency (where 'local' is defined precisely as the maximal projection). The boxed nodes in Figure 3.3 identify the locality of the inconsistency. This is a cue-driven theory of repair, because the mechanism relies on simple, local structural cues that something has gone

\[\text{CPs are projected even in the absence of overt complementizers, following Pritchett (1992).}\]
wrong with the parse. There are good computational reasons for such a tightly constrained repair. A free generation of snips for every link in the parse tree has two undesirable consequences. First, it leads directly to a potentially large, undiscriminated set of operators in working memory. Such sets are a source of exponential match cost in the recognition memory (Tambe et al., 1990). Second, even for moderately-sized syntactic structures, the introduction of freely generated snips increases the problem search space significantly. We can summarize the snip theory as follows:

Automatic reanalysis is realized by a limited, cue-driven repair process. Repair works by locally and destructively modifying the given syntactic structure in working memory when an inconsistency arises, and then reassembling the pieces with the normal constructive parsing operators.

Section 3.5.1 explores the implications of limited repair for strong and weak garden-path effects.

### 3.4.4 Interference in Short-Term Memory

NL-Soar's working memory is shaped by two concerns: meeting the minimal functional requirements of parsing natural language, and keeping the processing efficient. These concerns lead naturally to a simple interference theory of short-term memory.

Partial constituents are indexed in working memory by the structural relations that they may enter into with other constituents. The relations correspond to X-bar structural positions (complement of preposition, specifier of NP, etc.; though another ontology of relations could be adopted). Consider the prepositional phrase with the dog. We say that [\(p\) with] assigns the COMP-P' (complement of preposition) relation, and [\(NP\) the dog] receives or fills the COMP-P' relation.

The representation in working memory is called the H/D set, for Heads and Dependents. The Heads part of the H/D set indexes nodes by the structural relations they may assign. The Dependents part of the H/D set indexes nodes by the structural relations they may receive. The H/D set in (8) corresponds to the situation in parsing with the dog after the \(NP\) the dog has been formed, but before creating the complete PP:

<table>
<thead>
<tr>
<th>Heads</th>
<th>COMP-P':</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[p with]</td>
</tr>
</tbody>
</table>

(8) Dependents

| ADJOIN-N'':  | [\(p\) with] |
| COMP-P':     | [\(NP\) the dog] |
| COMP-V':     | [\(NP\) the dog] |

Parsing is a bottom-up process of matching potential heads with potential dependents. For example, in (8), [\(p\) with] and [\(NP\) the dog] may be joined by the structural relation COMP-P', since [\(NP\) the dog] is indexed under COMP-P' in the Dependents set, and [\(p\) with] is indexed under COMP-P' in the Heads set.

How should the representation be limited to ensure efficient processing? As mentioned earlier, independent theoretical and empirical work on the computational complexity of the recognition match (Tambe et al., 1990) has identified open, undiscriminated sets in working memory as the most significant source of match expense. An undiscriminated set is simply a set of elements in working memory indexed by a single relation or attribute. With such open sets, the recognition match becomes exponentially expensive and therefore psychologically and computationally implausible as the basis for efficient memory retrieval.

Large, undiscriminated sets may be created when multiple constituents are indexed by a single syntactic relation. For example, consider the right-branching structure in (9):

(9) Amparo thinks that Seth believes that John knows . . .

Such right-branching can lead to an unbounded set of nodes indexed by a single relation (in this case the complement of verb relation in the Heads set):

| Heads | COMP-V': [\(v\) thinks], [\(v\) believes], [\(v\) knows] |

(10)

We can eliminate such open sets by limiting each relation to a small fixed number of nodes. But how many? To be able to at least parse basic sentential complements such as I think that John likes Mary, two nodes per relation are required. This is the minimum capacity required to realize the fundamental capability of natural language to compose new propositions from existing ones (Lewis, 1997). The NL-Soar theory makes the strong assumption that this minimal functionality characterizes the capacity of human syntactic short-term memory:

Each syntactic relation in working memory indexes at most two nodes, the minimum required to achieve propositional composition. This limitation yields a similarity-based interference theory of syntactic STM.

Later, we will see precisely how the interference effects arise as a function of the structural similarity of working memory contents.

### 3.4.5 Control: Automatic but Flexible

What is the control structure of comprehension? As we saw in the earlier architectural analysis, this question is at the heart of many debates in sentence
processing. NL-Soar provides a well-defined answer: the control structure of comprehension is the flexible control structure of Soar. This has several immediate implications. There is a mix of parallel and serial processes. The parallel firing of productions is automatic, and the control of the serial operators is open to modulation by multiple knowledge sources. There are no fixed architectural barriers to the kind of knowledge that may be brought to bear in selecting what path to pursue. Furthermore, the control knowledge is open to continuous modification by chunking. Any linguistic decision point can potentially be modified if new associations are learned and brought to bear at the appropriate time.

Because chunking is a general learning mechanism that operates over multiple impasse types, each aspect of comprehension is open to learning and improvement. New comprehension operators are learned by acquiring new associations that generate (propose) and apply (implement) the operators. The model can also learn new search control associations to guide parsing or semantic interpretation. The process of reference resolution results in associations that constitute a recognition memory of the content of a discourse (Lewis, 1993). Together, this growing collection of proposal, application, and control associations for syntactic, semantic, and referential operators constitutes the automatized comprehension skill. To summarize the control theory:

Control of comprehension is two-layered, with a mix of serial and parallel processes. The parallel firing of primitive associations is automatic and uncontrolled; the serial selection of composed operators is controlled and a function of potentially any knowledge source. The control of operators is open to modulation by learning.

3.5 Testing the Theory Empirically

The theory has now been described in sufficient detail that we can explore a few of its empirical implications. Each of the following sections shows how some aspect of the architecture (e.g., the repair process, or control structure) makes predictions concerning some psycholinguistic phenomenon (e.g., strong garden-path effects), in particular, those phenomena that underlie the set of behavioral contrasts set up in Figure 3.1. There is space here to present only a few examples of the application of the theory; for fuller treatments, see Lewis (1993, 1996) and Lewis & Lehman (1997).

3.5.1 Limited Repair: Easy versus Difficult Garden-Path Effects

We claimed earlier that a theory of human parsing must answer two related questions: (1) How do people interpret locally ambiguous material, and (2) How do people revise their interpretations of ambiguous material based on later disambiguating information? Limited repair is an answer to the second question, and explains how the human sentence processor can sometimes rapidly leap off the garden path and find its way back onto the path to a successful parse. This section explores predictions that the snip-based repair mechanism makes concerning structural ambiguities, including some that derive from lexical categorical ambiguities. The structures presented here are a subset of the roughly seventy structures analyzed in Lewis (1993) and Lewis and Lehman (1997).

Subject/Object Ambiguities

We have already seen how the theory handles an easy subject/object ambiguity like (7). An example of how the theory predicts a difficult garden path, consider the following from Frazier and Rayner (1982):

(11) Since Jay always jogs a mile seems like a short distance to him.

Here, a mile is taken initially as the complement of jogs, just as in (7). Because jogs does not take sentential complements, the initial phase Since Jay jogs is adjoined to the incoming seems. In fact, this is its correct final position. However, [IP seems] is still missing its subject. But in this case a snip operator is not generated for the complement relation between [V jogs] and [NP a mile], because the relation is not local to the detected inconsistency (the missing obligatory subject). This situation is shown in Figure 3.4, with the boxed nodes again representing the locality of the inconsistency. As a result, [NP a mile] is not reanalyzed as the subject of [IP seems], and the necessary repair fails.

Difficult subject/object garden paths such as (11) show up cross-linguistically as well; for example, in Mandarin (Gorrell, 1991) and Hebrew (Pritchett, 1992).

Figure 3.4. Failure to repair a subject/object ambiguity.
The explanation is the same as in the English example: the local snip is not generated to remove the object NP from complement position.

**Main Verb/Relative Ambiguities**

We now explore variations on the classic relative clause garden path. Consider the canonical example (Bever, 1970):

(12) The horse raced past the barn fell.

In the structure for the main verb interpretation of (12), the inflectional features that head the IP phrase adjoin to the verb, leaving a trace in the head of IP. (This joining of inflectional features to the verb is assumed in some form by many syntactic theories; e.g., McCawley (1988a) calls it Tense-hopping and assumes an adjunction structure like the one presented here.) On the other hand, passive forms like driven and raced are tensed. In the reduced relative reading of the horse raced past the barn, which uses the passive interpretation of raced, the inflection is not present.

Consider now the repair required to successfully parse (12). The main verb structure must be repaired into the reduced relative structure. This involves snipping the adjoined inflectional features. When fell arrives and is projected to VP, the only place it may attach is in complement position of \( Y \). This produces an inconsistency local to the IP, as shown in Figure 3.5. However, this fails to trigger all the required snips; in particular, the crucial inflection adjunction is left undisturbed, so the passive reading cannot be recovered.

The intervening modifier [past the barn] is irrelevant to this explanation. Thus, the theory correctly predicts the existence of very short reduced relative garden paths (Kurtzman, 1985; Abney, 1989):

(13) The boat floated sank.

Such examples are one demonstration of the independence of garden-path effects from length effects (Pritchett, 1992; Lewis, 1993).

Surprisingly, not all main verb/relative clause ambiguities produce garden-path effects. Mazuka et al. (1989) present an interesting unproblematic Japanese construction involving a main verb/relative clause ambiguity:

(14) a. Roozin-ga kodomo-o yonda.
old man NOM child ACC called
(The old man called the child.)

b. Roozin-ga kodomo-o yonda zyosee to hanasi-o sita.
old man NOM child ACC called woman with talk ACC did
(The old man talked with the woman who called the child.)

In (14a), the NP NP V sequence roozin ga kodomo o yonda is interpreted as the main clause The old man called the child. In (14b), the relative clause reading is required, disambiguated by the appearance of zyosee. Unlike the familiar English main verb/reduced relative ambiguity, NL-Soar can repair the structure in (14b). The main clause interpretation is pursued initially, with [NP roozin] in subject (SPEC-IP) position and [NP kodomo o] in complement position of [VP yonda]. Next, [NP zyosee] arrives and the CP adjoins to [NP zyosee] as a modifying clause (unlike the English version, the relative clause is active, not passive, and therefore the clause remains tensed). The appropriate traces are generated in SPEC-CP and SPEC-IP position, in the same manner as English relative clauses. The SPEC-IP trace creates a local inconsistency at the IP node, triggering a snip of [NP roozin]. [NP roozin] is now available to attach as the subject of the incoming [IP to hanasi o sita], and the repair succeeds.

**Lexical Categorical Ambiguities**

Lexical ambiguity often gives rise to structural ambiguity. Consider the basic noun/adjective ambiguity in (15):

(15) a. The square is red.

b. The square table is red.
When square arrives, both categories are retrieved in parallel from the lexicon, and NP and AP nodes are projected. Next, the determiner the is attached in SPEC-NP position, forming [NP the square]. Then table arrives and is projected to NP. Next, the adjective phrase [AP square] is adjoined to [NP table]. Each syntactic link is well-formed, but two mutually incompatible bits of structure have been produced, since the single token square cannot simultaneously be an adjective and a noun.

A snip operator is immediately triggered by the inconsistency of syntactic structure attached to competing senses of the same lexical token. A locally generated snip breaks the SPEC-NP link between the determiner and [NP square]. Next, a link operator attaches the determiner in specifier position of [NP table], forming [NP the square table]. This completes the repair. In this way, the snip operator extends naturally to handle repairs involving lexical ambiguity.

We have now seen all three kinds of structural cues that trigger the snip operator:

1. Multiple phrases competing for the same structural position
2. Missing obligatory phrases (e.g., missing subjects)
3. Attachments to competing categorial interpretations of the same lexical item

NL-Soar also handles multiple lexical ambiguities. For example, noun/verb ambiguities may be preceded by adjective/noun ambiguities without causing difficulty (Milne, 1982; Pritchett, 1992):

(16) a. The square blocks the triangle.
   b. The square blocks are red.

NL-Soar effects the repairs in (16) in the same manner as in (15); see Lewis (1993) for details. Yet some noun/verb ambiguities do cause difficulty. If the unproblematic ambiguity in (16) is followed by a reduced relative, the result is a strong garden path (Milne, 1982; Pritchett, 1992):

(17) The building blocks the sun faded are red.

Suppose that blocks is initially taken as the main verb, and sun as the complement. When faded arrives, it can be attached as a reduced relative modifying sun. Once are is projected to an IP, no additional attachments are possible. Furthermore, there are no local inconsistencies to generate a snip, so the repair is never initiated.

3.5.2 Interference in STM: Easy versus Difficult Embeddings

This section explores some interesting predictions that the limited STM makes in the area of cross-linguistic embeddings. The goal is to provide just a glimpse of the empirical richness of the domain; for a comprehensive empirical exploration, see the over fifty constructions analyzed in Lewis (1993, 1996).

Consider again the classic double-embedded relative clause (Miller & Chomsky, 1963):

(18) The boy that the man that the woman hired hated cried.

The Dependents set must index the three initial NPs under SPEC-IP, since all three NPs will eventually occupy subject position:
no single structural relation must buffer more than two NPs:

<table>
<thead>
<tr>
<th>Dependents</th>
<th>SPEC-IP:</th>
<th>COMP-V':</th>
</tr>
</thead>
<tbody>
<tr>
<td>[NP John], [NP Mary]</td>
<td>[NP Bob]</td>
<td>[NP Bill], [NP Sue]</td>
</tr>
</tbody>
</table>

Apart from the cross-linguistic empirical coverage, the theory of syntactic short-term memory presented here has a number of important features:

1. The theory is a functional architectural theory of memory; it is not a linguistic metric that distinguishes easy and difficult embeddings (e.g., Gibson, 1991). It classifies certain sentences as difficult because the posited structure of memory fails to support a successful parse of those sentences.

2. The theory embodies a general principle of short-term memory limitation, similarity-based interference, which has been demonstrated in a number of different tasks and modalities, ranging from visual stimuli to sign language (Baddeley, 1966; Conrad, 1963; Magnusson et al., 1991; Poizner et al., 1981; Shulman, 1970; Waugh & Norman, 1965; Wickelgren, 1965).


4. It correctly predicts that deep embedding alone (even center-embedding) is insufficient to cause difficulty (see, e.g., (9) and (21)).

NL-Soar's model of working memory also captures two important theoretical convergences in recent accounts of syntactic short-term memory. First, the source of memory load is open or unsatisfied syntactic relations (Abney & Johnson, 1991; Gibson, 1991; Stabler, 1994). This leads naturally to a focus on stacking, rather than embedding per se, as the source of difficulty (Gibson, 1991; Hakuta, 1981; Mazuka et al., 1989). Second, increasing similarity makes things more difficult. This shows up clearly in the "broad but shallow" memory models of Reich (1969) and Stabler (1994), and the self-embedding metric of Miller & Chomsky (1963).

### 3.5.3 Some Implications of Control Structure

Recall from Section 3.4 that all processing in Soar and NL-Soar consists of a sequence of decision cycles proposing, selecting, and applying cognitive operators. Local ambiguity manifests itself by the simultaneous proposal of a set of operators corresponding to the different interpretations at the ambiguous
point. For example, in (1) (repeated here as (24)), at the verb examined, two operators are proposed: one corresponding to the main verb structure, and one corresponding to the relative clause structure.

(24) The car examined by the mechanic was damaged.

Ambiguity resolution then takes place in the same way that all operator selection is realized in Soar: by drawing on available search control productions. In the case of the ambiguity in (24), a search control production can test the proposed operators and the semantic content of the subject (e.g., evidence or car), and prefer the relative-clause operator (or disprefer the main-verb operator) in the appropriate contexts. In this way, NL-Soar can model the rapid, on-line effects of semantic or referential context.

However, nothing guarantees that such search control productions will be available. If the knowledge is present only through deliberate processing, there may not be enough time to perform all the inferences necessary to make the right selection. Under press of time, there may be no alternative but to select one interpretation by some default preference. In such a case, NL-Soar is behaving in a modular fashion since the required knowledge sources are not applied on-line.

These and similar kinds of limitations that arise in NL-Soar are a kind of forgetting due to retrieval failure. In other words, the required knowledge may be present, but because the correct set of cues are not assembled in working memory, the knowledge is not evoked. The limitations emerge from the fact that Soar embodies Tulving’s (1983) encoding specificity principle: the cues required for retrieval are a subset of aspects of the environment at learning time.

Lewis (1993) describes in detail further implications of NL-Soar’s control structure, including the ability to deliberately recompete a problematic ambiguity. This kind of flexible interplay between automatic and deliberate processing is a hallmark of Soar’s control structure, but the fact that this structure nevertheless yields processing limitations, and that these limitations have modular-like properties, is somewhat surprising giving Soar’s origins in purely functional concerns.

3.6 Conclusions

This chapter began by developing a set of empirical and functional constraints on information processing theories of sentence processing. The empirical constraints took the form of a set of behavioral oppositions that outline the impressive capabilities and severe limitations of human comprehension. The primary functional constraint was that sentence processing theories should take the form of complete computational architectures which specify the processes, memories, and control structures underlying human parsing and interpretation. This functional, architectural approach revealed several overlooked issues in sentence-processing architecture.

The empirical and explanatory power of the approach was demonstrated by presenting NL-Soar, a computational architecture for sentence comprehension. The theory covers a broad range of sentence-processing phenomena: strong garden-path effects and easy ambiguities, difficult and acceptable embeddings, modular and interactive ambiguity resolution effects, and aspects of the time course of comprehension. In the areas of garden-path effects and difficult/easy embeddings, the accounts are deep: the theory makes successful predictions on a collection of over a hundred cross-linguistic structures (Lewis, 1993).

The model has a number of important features that help push sentence processing theory in new directions (cf. Section 3.3.6). Among the most prominent of these is reducing theoretical degrees of freedom by adopting the assumptions of an independently motivated theory of cognitive architecture. One of the yields of such an approach was an explanation of how certain limitations in sentence processing embody some general principles of human memory and skill, in particular, similarity-based interference in STM, encoding specificity (Tulving, 1983), and Einstellung (Luchins, 1942). The model also simultaneously accounts for on-line effects of context and semantics and for subtle effects of syntactic structure that distinguish easy and difficult garden paths and embeddings. All of these implications and predictions flow from the interactions of some fairly simple core architectural assumptions: the two-layered parallel/serial control structure, the limited interference-based working memory, and the limited repair process.

Two objections might be raised to the theoretical approach advocated here. One might be called the problem of irrelevant specification, a problem with building computational models in general. The objection goes as follows. Computational models, because they force functional completeness, also inevitably lead to specification of irrelevant detail without empirical support. There are two responses to this. One response is to simply be careful about abstracting out the essential theoretical claims and identifying their empirical support. That has been the intention here; the underlying computational simulation undoubtedly contains many details that are not relevant to the core theoretical claims. The second response is inherent in the architectural approach itself: an architectural theory makes principled distinctions between the fixed structure that carries the theory, the variable content that is posited for some particular task, and the irrelevant implementation technology. Thus, the theoretical status of
an architectural simulation is much clearer than is the case for information-processing simulations in general (Newell, 1990; Pylyshyn, 1984).

The second objection might be called the problem of "anything goes" cognizers. Many theorists have warned against abandoning highly constrained modular theories in favor of anything that approaches more general problem-solving machinery (Fodor, 1983; J. D. Fodor, 1990; Forster, 1979). Under this view, building a sentence-processing architecture within a general cognitive engine like Soar is exactly the wrong thing to do because it opens the door to unconstrained theorizing. But the general injunction should be against theories with too many degrees of freedom, not against general architectures per se. In fact, the approach taken here, to adopt Soar as a starting point, is precisely a way of eliminating theoretical degrees of freedom since the control structures and memories are independently motivated givens. Furthermore, this approach also seeks to find contact with other principles of cognitive processing (e.g., the memory principles outlined in Section 3.3.4), and thereby increase explanatory power.

In the specific case of NL-Soar, the underlying general architecture (Soar) was the vehicle for making most of those connections and has actually led to a new theory that fits well with both the theoretical and empirical concerns of modularity (Lewis, 1996).

The work presented here is just a part of a larger ongoing movement toward more precise computational theories of sentence processing (e.g., Crocker, 1996; Gibson, 1991; Jurafsky, 1996; Just & Carpenter, 1992; Koenigsz, 1996; Stevenson, 1994). What the current work adds to the theoretical mix is a concern for functional completeness and grounding in independent cognitive theory. In short, this kind of architectural approach begins to address the concerns of both Bever (1970), who wanted psycholinguistic theory to be motivated by general cognitive principles, and Forster (1979), who wanted psycholinguistic theory to be tightly constrained yet integrated with central processes. The general analysis and theory presented here are clearly just a first step down this path, but the initial results seem promising.
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