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Abstract—During semi-autonomous driving, threat assessment is used to determine when controller intervention that overwrites or corrects the driver’s input is required. Since today’s semi-autonomous systems perform threat assessment by predicting the vehicle’s future state while treating the driver’s input as a disturbance, controller intervention is limited to just emergency maneuvers. In order to improve vehicle safety and reduce the aggressiveness of maneuvers, threat assessment must occur over longer prediction horizons where driver’s behavior cannot be neglected. We propose a framework that divides the problem of semi-autonomous control into two components. The first component reliably predicts the vehicle’s potential behavior by using empirical observations of the driver’s pose. The second component determines when the semi-autonomous controller should intervene. To quantitatively measure the performance of the proposed approach, we define metrics to evaluate the informativeness of the prediction and the utility of the intervention procedure. A multi-subject driving experiment illustrates the usefulness, with respect to these metrics, of incorporating the driver’s pose while designing a semi-autonomous system.

I. INTRODUCTION

Despite the improvement of vehicle safety features in recent years, the number of traffic crashes and fatalities remains high [4]. Though it is difficult to quantify why these accidents occurred, it is agreed that in-vehicle information systems (e.g., vehicle navigation systems) and other devices such as cell phones make the driver prone to distraction which degrades driving performance. Using data from vehicles instrumented with cameras, several studies have estimated that driver distraction contributes to between 22 – 50% of all crashes [19], [26]. Alarmingly, a recent report indicates that the percentage of fatal crashes due to distraction is rising [8].

A potential resolution to the driver distraction problem is the autonomous vehicle [20], [28], [29], [31]. Unfortunately the deployment of these systems has been hindered principally due to the lack of formal methods to verify the safety of such systems in arbitrary situations. Recognizing this shortcoming of theoretical verification algorithms in the face of a growing number of accidents due to driver distraction, several car companies have moved to design active safety systems (e.g. vehicle navigation systems) and these accidents occurred, it is agreed that in-vehicle information systems and has developed a system that detects potential collisions by treating the driver’s input as a disturbance, computing the reach set of the car over a short time horizon (approximately 500 milliseconds), and immediately decelerating the car if it detects an intersection of the reach set with an obstacle [13]. Confidence in this autonomous breaking maneuver was achieved via extensive testing over several million kilometers.

As these types of semi-autonomous systems become more elaborate and are applied in higher speed situations, threat assessment must occur over a much longer time horizon, which means that the reach set becomes large. In this context, we move from a scenario where the driver can simply be treated as a disturbance, to a scenario where the driver behavior becomes fundamental to the design of a provably safe semi-autonomous vehicle otherwise the semi-autonomous system begins to behave as a fully autonomous system. Importantly, a single universal driver model for all semi-autonomous vehicle systems is insufficient, and we must instead rely on a framework that adapts to different drivers by exploiting real-time empirical observations of the driver. Once this shift occurs, empirical validation becomes difficult due to the reliance of the system on the driver model itself. Fortunately recent advances in numerical optimization techniques have shown that provably safe controllers can be designed rapidly and robustly given a particular circumstance [6], [11]. In this paper, we leverage these latest advances in numerical optimization to design a controller methodology for a semi-autonomous vehicle that only employs a provably safe controller if one exists and if the driver’s behavior in closed loop with the vehicle dynamics suggests a potential threat.

Modeling the driver’s behavior is critical to our architecture and has been considered in a variety of communities. The human factors community, as described in the surveys found in [10], [23], has focused on quantifying the amount of attention required to accomplish a variety of tasks, and the level of distraction due to a variety of common preoccupations that arise during driving. These studies do not provide a method to predict the driver’s behavior given a particular level of distraction and a particular task complexity.

Other communities have attempted to use body sensors on the driver [24], eye trackers [32], or facial tracking [12], [18], [21] to predict the driver’s behavior. Unfortunately these approaches do not provide a means to employ the prediction during controller design or a method to quantify the utility of the given prediction in preventing accidents. In this paper, we quantify driver distraction, predict future vehicle state, and couple this prediction with controller
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design to construct a provably safe semi-autonomous vehicle framework and illustrate its utility in preventing accidents during an experiment. Given the complexity of the task at hand, we describe only the portion of the semi-autonomous vehicle framework up to the application of our provably safe controller and do not describe how we eventually return full control of the vehicle back to the driver.

Our contributions are three-fold: first, in Section II we present a novel architecture that divides the task of constructing a provably safe semi-autonomous controller into a component that involves predicting potential vehicle behavior by using empirical observations of the driver’s pose and another component that determines when the provably safe controller constructed by the numerical optimization scheme should intervene; second, in Section II-C we present four metrics to quantify the performance of the two aforementioned components; third, in Section IV we construct an experiment and illustrate the utility of incorporating empirical observations of the driver’s pose in the control loop. The rest of this paper is organized as follows: Section III describes the implementation of the architecture and Section V concludes the paper.

II. METHODOLOGY

In this section, we present the semi-autonomous vehicle framework. A specific example of the various framework components is described in subsequent sections.

A. Semi-Autonomous Vehicle Framework

We are interested in the control of a vehicle whose evolution is given as the solution of the vehicle dynamics:

\[
x(k+1) = f(x(k), u(k)), \quad \forall k \in \mathbb{N},
\]

where \(x(k) \in \mathbb{R}^n\) is the state of the vehicle at time \(k\), \(u(k) \in U\) is the input into the vehicle dynamics at time \(k\) where \(U \subset \mathbb{R}^m\) is a compact, connected set containing the origin, and \(x(0)\) is assumed given. For a fixed horizon \(N \in \mathbb{N}\) the constraint function, \(\varphi_N : \mathbb{R}^n \times \{0, \ldots, N\} \rightarrow \mathbb{R}\), describes the safe part of the environment. That is, the state of the car remains outside of obstacles in the environment at a time \(k\) if \(\varphi_N(x(k), k) \leq 0\). Observe that if we know the location of the obstacles at \(k = 0\) but are only aware of bounds on the movement of each obstacle, then we can still encapsulate these bounds into the constraint function, \(\varphi_N\).

The focus of this paper is on the development of a provably safe semi-autonomous vehicle framework by employing driver modeling. To construct such a provably safe controller, we require a safe controller and information about the driver’s state. Since there has already been considerable work done on the robust, real-time construction of such a controller using numerical optimization, we prescribe the existence of such a numerical optimization scheme by assumption and describe a specific algorithm that satisfies this assumption in Section IV.

**Assumption 1:** Given \(x(0) \in \mathbb{R}^n\), \(N \in \mathbb{N}\), and a cost function \(J : \mathbb{R}^n \times \mathbb{U}^N \times \mathbb{N} \rightarrow \mathbb{R}\) where \(\mathbb{U}^N = \{ \{u(k)\}_k^{N} \mid u(k) \in U, \forall k \in \{0, \ldots, N\} \} \) assume there exists an algorithm, \(A : \mathbb{R}^n \times \mathbb{U}^N \times \mathbb{N} \rightarrow \mathbb{U}^N\), that computes:

\[
\arg\min_{u \in \mathbb{U}^N} J(x(0), u, N)
\]

s.t. \(\varphi_N(x(k), k) \leq 0, \forall k \in \{0, \ldots, N\}\)

where \(x(k)\) is a solution to Equation (1) using the initial condition \(x(0)\) and input \(u\). If the problem is infeasible, then \(A(x(0), u, N)\) returns \(\emptyset\).

A particular choice of cost function \(J\) can penalize control effort or deviation from a specific trajectory.

We measure the driver’s state by using observations of his motion inside of the vehicle. Several recent advances in computer vision have made possible the real-time robust articulated tracking of a human [25]. Employing these latest insights, we presume the existence of a system capable of articulated tracking in our vehicle and describe a specific implementation in Section IV.

**Assumption 2:** Given \(N \in \mathbb{N}\) and \(N > 0\) joints, we assume there exists a function \(\theta_N : \{−N, \ldots, 0\} \rightarrow SO(3)^N\) called the driver state function which describes the evolution of the joints of the driver where \(SO(3)\) is the special orthogonal group in dimension 3.

The driver state function \(\theta_N\) describes how the driver has moved in the previous \(N + 1\) time steps.

B. Problem Formulation

Our semi-autonomous vehicle framework divides the problem of determining when to intervene into two components. We begin by considering the “simplest” semi-autonomous vehicle architecture which treats the driver’s input into the vehicle as a disturbance. The simplest semi-autonomous vehicle architecture, in this instance, would construct a reach set for the vehicle and would apply the output of the numerical optimization scheme if a solution existed and whenever the reach set of the vehicle intersected with an obstacle.

Unfortunately this framework is too conservative since by treating the driver as a disturbance the simplest architecture predicts a large potential set of behavior and therefore acts too aggressively. To illustrate this shortcoming, suppose, for example, that the semi-autonomous controller employed a breaking maneuver and did not want to decelerate the vehicle quickly. In this instance it needs to act over a long time horizon (e.g. more than 2 seconds). The set of reachable states at highway speeds for a 2 second time horizon is large and in all likelihood would intersect with an obstacle all the time (e.g. a vehicle in a neighboring lane) though the driver would most likely never have an accident with this obstacle.

The first component of the proposed two component semi-autonomous vehicle framework addresses this shortcoming, by incorporating the prior observations denoted \(O\) (this may include past states of the driver, past vehicle trajectories, past generated optimal vehicle trajectories from the numerical optimization algorithm) and the current information \(I = \{N, N, f, x(0), \varphi_N, \mathbb{U}^N, J, A, \theta_N\}\) in order to predict a
smaller and more useful set of potential states for the vehicle. The component can defined formally as:

**Component 1:** Fixing $\mathbf{N}, \mathbf{N} \in \mathbb{N}$ and choosing $\alpha \in [0, 1]$ and $k \in \{0, \ldots, \mathbf{N}\}$, construct the vehicle prediction multifunction denoted $\Delta(\alpha, k, \mathcal{O}, \mathcal{I})$ as the solution to:

$$\arg\min_{\Delta \subset \mathbb{R}^n} |\Delta|$$

$$\text{s.t. } P((X(k) - x(0)) \subset \Delta | \mathcal{O}, \mathcal{I}) \geq \alpha,$$

where $|A|$ denotes the area of the set $A$, $P(A|B)$ is the conditional probability of $A$ given $B$, and $P((X(k) - x(0)) \subset \Delta | \mathcal{O}, \mathcal{I})$ denotes the probability that the difference between a solution to Equation (1) beginning at $x(0)$ in $k$ time steps, denoted $X(k)$, and $x(0)$ is inside of the set $\Delta$ given the prior observations and prior information (note $X(k)$ is capitalized in order to distinguish it as the random variable).

The vehicle prediction multifunction is the smallest size set that contains all $\alpha$ probable vehicle trajectories in $k$ time steps given prior observations and current information. In order to construct this function, we require a model linking $X(k)$ with prior observations. In Section III, we describe how we construct the required conditional distribution and how we construct the vehicle prediction multifunction.

Using the vehicle prediction multifunction and the constraint function, the second component of the semi-autonomous vehicle framework is a binary-valued function that can defined formally as follows:

**Component 2:** The vehicle intervention function denoted $g$, is 1 when the driver requires aid and is defined as:

$$g(\alpha, \mathcal{O}, \mathcal{I}) = \begin{cases} 1 & \text{if } \cup_{k=0}^{\mathbf{N}} (\Delta(\alpha, k, \mathcal{O}, \mathcal{I}) \cap \mathcal{C}(k, \mathcal{I})) \neq \emptyset \\ 0 & \text{otherwise,} \end{cases}$$

where $\mathcal{C}(k, \mathcal{I}) = \{z \in \mathbb{R}^n | \varphi_{\mathbf{N}}(z - x(0), k) > 0\}$. The vehicle intervention function is 1 if any $\alpha$ probable vehicle trajectory intersects an obstacle in the next $\mathbf{N}+1$ time steps given our past observations and current information.

Algorithm 1 describes our semi-autonomous vehicle framework. We make two observations. First, notice we do not describe how to apply the intervention procedure which requires not only some form of aiding the driver (i.e. one could just apply the output of the numerical optimization scheme or could restrict control inputs that may directly lead to danger), but also some procedure for returning control to the driver. This is a non-trivial problem, but has been considered by several human factors researchers [15], [16]. Second, notice that since we do not demand the vehicle prediction multifunction to perfectly predict the potential behavior of the vehicle, the driver may get into an accident since the semi-autonomous vehicle framework may not intervene. This means the safety of the semi-autonomous vehicle framework is guaranteed in the sense that when the semi-autonomous controller intervenes it is able to do so in a provably safe manner under the environment model prescribed by $\varphi_{\mathbf{N}}$.

### Algorithm 1 Semi-Autonomous Vehicle Framework

1: Data: $\mathbf{N}, \mathbf{N} \in \mathbb{N}$ and $x(0) \in \mathbb{R}^n$
2: Let $u(k) = 0, \forall k \in \{0, \ldots, \mathbf{N}\}$.
3: for Each time step do
4:   update $\varphi_{\mathbf{N}}$ and $\theta_{\mathbf{N}}$ and set $x(0)$ equal to the vehicle’s current state.
5:   if $g(\alpha, \mathcal{O}, \mathcal{I}) = 1$ and $\mathcal{A}(x(0), u, \mathbf{N}) \neq \emptyset$ then
6:     apply intervention procedure.
7:   end if
8:   if $\mathcal{A}(x(0), u, \mathbf{N}) \neq \emptyset$ then
9:     set $u = \mathcal{A}(x(0), u, \mathbf{N})$.
10: end if
11: end for

### C. Metrics to Evaluate Performance

In this subsection, we define four separate metrics: the Accuracy of the Vehicle Prediction Multifunction (AVPM), the Precision of the Vehicle Prediction Multifunction (PVPM), the Recall of the Vehicle Intervention Function (RVIF), and the Precision of the Vehicle Intervention Function (PVIF). The AVPM and the PVPM measure the informativeness of our vehicle prediction multifunction and the RVIF and the PVIF measure the utility of the vehicle intervention function. The most informative set prescribed by the vehicle prediction multifunction would predict a single vehicle trajectory that was always accurate. Since this would demand perfectly deciphering the intent of the driver, we instead forecast a set of potential trajectories. During our experiment in Section IV, we measure the informativeness of our prediction by first determining if the observed vehicle behavior for the next $\mathbf{N}+1$ time steps was inside of the predicted set at each of the next $\mathbf{N}+1$ time steps. Explicitly, fixing $\alpha \in [0, 1]$ suppose we are given $M$ distinct observed vehicle trajectories for $\mathbf{N}+1$ time steps denoted $\{x_{i, \mathbf{N}} : \{0, \ldots, \mathbf{N}\} \rightarrow \mathbb{R}^n\}_{i=1}^{M}$ then:

$$\text{AVPM} = \frac{1}{M} \sum_{i=1}^{M} \prod_{k=0}^{\mathbf{N}} \mathbb{1}\{(x_{i, \mathbf{N}}(k) + x_{i, \mathbf{N}}(0)) \in \Delta(\alpha, k, \mathcal{O}, \mathcal{I}_i)\}$$

where $\mathbb{1}$ is the indicator function and the current information, $\mathcal{I}_i$, is indexed by observation $i$ since the vehicle prediction multifunction is a function of the initial condition of the vehicle, $x_{i, \mathbf{N}}(0)$. We also measure the informativeness of the predicted set by computing one minus the area of the predicted set for the next $\mathbf{N}+1$ time steps over the area of the set of reachable states for the next $\mathbf{N}+1$ time steps:

$$\text{PVPM} = 1 - \frac{1}{M} \sum_{i=1}^{M} \frac{\left|\bigcup_{k=0}^{\mathbf{N}} \Delta(\alpha, k, \mathcal{O}, \mathcal{I}_i)\right|}{\left|\bigcup_{k=0}^{\mathbf{N}} \mathcal{R}(k, \mathcal{I}_i)\right|},$$

where $\mathcal{R}(k, \mathcal{I}_i)$ is the set of reachable states at time step $k$ beginning at $x_{i, \mathbf{N}}(0)$. We normalize by the set of reachable states since it is always accurate, but imprecise because it assumes that the vehicle behaves arbitrarily.
Similarly, the most useful vehicle intervention function would only act if and when the vehicle was actually going to get into an accident. Unfortunately the determination of this most useful intervention procedure is difficult since it demands being clairvoyant. To understand these concepts in this context, we borrow several definitions from the binary classification literature [14]. We define an observed \( N + 1 \) time step vehicle trajectory to be “true” if an accident is actually observed at any instance in the next \( N + 1 \) time steps, and we define an observed \( N + 1 \) time step vehicle trajectory to be “false” if an accident is not observed in any of the next \( N + 1 \) time steps. We define an observed vehicle trajectory to be “positive” if the vehicle intervention function (i.e. the classifier in our context) returns 1, and we define an observed vehicle trajectory to be “negative” if the vehicle intervention function returns 0.

The RVIF is then defined as the true-positive observations divided by the sum of the true-positive observations and false-negative observations (note that in the binary classification literature this is when the observation is true, but the classifier returns negative) and measures the sensitivity of the vehicle detection function. If the RVIF is 1, then the semi-autonomous vehicle framework intervened whenever an accident occurred. Notice that if instead of relying on the vehicle prediction multifunction the vehicle intervention function relied on the set of reachable states, then there would be no false-negative observations since an accident could have only occurred if there was a non-trivial intersection between the reachable set and an obstacle. Therefore, this choice of vehicle intervention function would always be perfect with respect to this metric.

The PVIF is defined as the true-positive observations divided by the sum of the true-positive observations and false-positive observations (note that in the binary classification literature this is when the observation is false, but the classifier returns positive). If the PVIF is much less than 1 then the semi-autonomous vehicle framework intervened far more than was actually required. If this is the case the vehicle begins to behave more like an autonomous vehicle. Suppose again that instead of relying on the vehicle prediction multifunction the vehicle intervention function relied on the set of reachable states, then there would most likely be a large number of false-positive events since the reachable set would intersect with some obstacle in the neighboring lanes that the driver in all likelihood would never have an accident with. Our goal in the remainder of this paper is to illustrate the informativeness and utility of considering prior observations before the current time step, the driver state function and the vehicle trajectory generated by the numerical optimization algorithm for the current time step in the semi-autonomous vehicle framework by using these four metrics.

### III. Vehicle Prediction Multifunction

In this section, we describe how we construct the vehicle prediction multifunction. In order to accomplish this task, we need to construct \( P((X(k) - x(0)) \subset \Delta | \mathcal{O}, \mathcal{I}) \). During the experiment considered in Section IV, we want to illustrate the utility of considering various types of prior observations and current information. Therefore, in this section we consider the construction of the required distribution in generality.

We could perform the construction of the required distribution by presuming a certain type of distribution. Unfortunately it is not immediately apparent what the appropriate choice of distribution should be. Another option is to take all of the observed data and construct the empirical cumulative distribution, in which case we make no assumptions about the underlying distribution (see Chapter 19 of [30]). Instead, in this paper, we hypothesize that given a level of distraction for the driver and a specific environment, the distribution of the potential vehicle trajectories at a particular time step has distinct modes. To recover these distinct modes, we apply a k-means clustering algorithm on the prior observations and construct a distinct probability distribution for each cluster using the empirical cumulative distribution defined on the observations within that cluster [17], [27].

Suppose we cluster a set of observations \( \mathcal{O} = \{p_i\} \). Fixing \( N \in \mathbb{N} \) with respect to each observation, we can associate the actual observed vehicle behavior for the next \( N + 1 \) time steps beginning at time step \( i \) which we denote by \( x_{i,N}: \{0, \ldots, N\} \rightarrow \mathbb{R}^n \). As Algorithm 1 runs at each time step, we are given current information, \( \mathcal{I} \), which includes the vehicles current initial condition which we denote by \( x(0) \). Letting \( \mathcal{M} \) denote the cluster to which \( \mathcal{I} \) belongs, for some \( z \in \mathbb{R}^n \) we define the probability that the difference between the vehicle trajectory at time step \( k \), denoted \( x(k) \), and the vehicle’s initial condition \( x(0) \) is less than \( z \) as:

\[
P((X(k) - x(0)) \leq z | \mathcal{O}, \mathcal{I}) = \frac{1}{|\mathcal{M}|} \sum_{i \in \mathcal{M}} \mathbb{I}\{(x_{i,N}(k) - x_{i,N}(0)) \leq z\},
\]

where \(|\mathcal{M}|\) denotes the number of elements in cluster \( \mathcal{M} \). Note that when we write \( a \leq b \) for \( a, b \in \mathbb{R}^n \), we mean that each of the coordinates of \( a \) is less than or equal to each of the coordinates of \( b \). During our experiment in Section IV, we fix \( \alpha = 1 \). Therefore, the vehicle prediction multifunction at time step \( k \) is:

\[
\Delta(1, k, \mathcal{O}, \mathcal{I}) = \{z \in \mathbb{R}^n | \forall j \in \{1, \ldots, n\}, z_j \in [\delta^j(k, \mathcal{O}, \mathcal{I}), \bar{\delta}^j(k, \mathcal{O}, \mathcal{I})]\},
\]

where

\[
\delta^j(k, \mathcal{O}, \mathcal{I}) = \min_{i \in \mathcal{M}} \{x_{i,N}^j(k) - x_{i,N}^j(0)\}
\]

\[
\bar{\delta}^j(k, \mathcal{O}, \mathcal{I}) = \max_{i \in \mathcal{M}} \{x_{i,N}^j(k) - x_{i,N}^j(0)\},
\]

where for \( a \in \mathbb{R}^n \) the \( j \)th coordinate of \( a \) is denoted by \( a^j \).

### IV. Experiment

In this section, we describe our experiment that illustrates the utility of considering the driver pose and the optimal vehicle trajectory generated by the optimal control algorithm while designing a semi-autonomous vehicle framework. We begin by describing our experiment setup. Then, we describe
the vehicle model, the constraint function, and the optimal control algorithm. Finally, we evaluate the performance of our system with respect to the performance metrics described in Section II-C.

A. Experimental Setup

The experimental setup, as illustrated in Figure 1, consists of a driving simulator, an optical motion-capture system, and smartphone to simulate distraction. We use a high end gaming steering wheel and pedals (Logitech G-25) which interfaces with the driving simulator through Simulink. The driving simulator, CarSim 8.02 [1], communicates with a real-time dSpace (DS1006) hardware-in-the-loop over a fiber-optic link for the physics and model computations [2] and works at 50 frames per second. CarSim’s vehicle model is proprietary, but CarSim outputs information at each time step about the state of the vehicle and environment. This includes information about the global coordinates of the car at each time step, the path of the center of the road in global coordinates, the radius of curvature of the road, the longitudinal and lateral velocities of the car at each time step, the location of all of the obstacles in global coordinates at each time step, the longitudinal and lateral velocities of all of the obstacles at each time step, and a radar sensor telling us which obstacles are observable from the vehicle. The optical motion capture system from PhaseSpace consists of a suit equipped with 20 LED markers and 8 cameras [5] which compute the 3D location of the LED markers at 50 frames per second and is synced with CarSim using a Network Timing Protocol server [3]. For each experiment, the subject wore 4 markers on the head, 5 on each arm, 2 on each hand, and 2 on the right foot. We extract the driver state function from the joint angles constructed from the motion capture data. To simulate a common distraction while driving, we use an Android smartphone with a texting app.

As illustrated in Figure 2, we construct an experiment that consisted of 4, 5-minute scenarios. The purpose of the first 5-minute session (scenario 1) is to get the subject comfortable with the setup. Scenario 1 consists of a 2-lane highway with some traffic. The subject is only asked to keep the vehicle’s speed between 65 and 70 miles per hour and to drive safely. The subject is not asked to perform any task in this scenario and no unexpected events occur. Scenarios 2, 3 and 4 occur on a two-way, one lane road. The subject is asked to stay in the lane unless an emergency forces him to depart from the lane. There is traffic in the opposite lane and also in the driver’s lane. The traffic in the same lane (except during unexpected events) travels at the same longitudinal velocity as the subject’s vehicle at any time, so the subject can never reach those vehicles. This is done to limit the variability of potential interactions.

In scenario 2 no unexpected event occurs. Near the middle of the scenario, a message appears on the screen that instructs the subject to look at the cell phone since there is an incoming message. The subject is expected to pick up the phone, look at the question in the message, answer the question while driving, and return the phone back to its original location. In scenario 3, the subject is instructed to look at the cell phone moments before a low visibility turn. While the subject is typing on the phone and turning, the subject finds a fallen tree in the middle of the road that he has to try to avoid while performing the texting task. In scenario 4, the subject does not have to perform any task, but there is a car traveling 80 meters ahead of the subject’s vehicle in the same lane that at about one-third of the scenario’s length suddenly reduces its speed to 20 miles per hour. The subject has to try and avoid the car while continuing to drive. At about two-thirds of the scenario length, a cow suddenly appears in the middle of the road, 80 meters ahead of the subject’s vehicle. The subject has to try to avoid hitting the cow. In any of the scenarios if the subject crashes, the accident is recorded but the experiment
proceeds as if nothing occurred.

B. Vehicle Model, Constraint Function, and Optimal Control

In Algorithm 1, we use an oversimplified vehicle model adapted from [22]. The dynamics of the vehicle within the lane are described using the tracking error with respect to the lane center line. Letting $e_y$ be the lateral position error with respect to the lane center line, $e_{\psi}$ be the yaw error with respect to the lane center line, $\dot{\psi}$ be the yaw rate of the vehicle with respect to an inertial reference frame, and $v_y$ be the lateral velocity of the vehicle with respect to a coordinate frame attached to the vehicle, the vehicle dynamics, as illustrated in Figure 3, are:

$$\dot{x}(t) = Ax(t) + Bu(t) + h,$$

where

$$x(t) = \begin{bmatrix} e_y(t) \\ e_{\psi}(t) \\ v_y(t) \\ \dot{\psi}(t) \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad h = \begin{bmatrix} 0 \\ 0 \\ \frac{-v_x}{R} \\ 0 \end{bmatrix},$$

$$A = \begin{bmatrix} 0 & v_x & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & \frac{2C_t}{m v_x} & \frac{2C_t(a-b)}{I v_x} \\ 0 & 0 & \frac{2C_t}{m v_x} & \frac{2C_t(a^2+b^2)}{I v_x} \end{bmatrix}.$$  (12)

$I$ is the rotational inertia of the vehicle, $m$ is the mass of the vehicle, $a$ is the distance between the vehicle’s center of gravity and its front, $b$ is the distance between the vehicle’s rear wheels, $C_t$ is the tire stiffness, $v_x$ is the longitudinal velocity, and $R$ is the radius of curvature of the road. The input into the dynamics is the front steering angle denoted $u$ and is bounded by $u_{max}$. The specific parameter values used in the model during our experiment are summarized in Table I. We then discretize the differential equation in order to construct a difference equation.

In order to construct an algorithm, $A$, that satisfies Assumption 1, we employ Model Predictive Control (MPC) [9]. In particular, fixing $N > 0$, during every iteration of the for loop in Algorithm 1, we choose a quadratic cost function:

$$J(x_0, u, N) = \sum_{k=0}^{N} (\|x(k)\|^2 + \|u(k)\|^2)$$  (13)

that encodes the lane keeping maneuver where $x(k)$ is the solution of the discretized version of Equation (11) beginning at $x(0)$ and where we fix $v_x$ and $R$ as the longitudinal velocity and the road’s curvature, respectively, to the outputs of the CarSim model. Observe that the cost function penalizes deviation from the lane center line and control effort.

In order to construct the constraint function, $\varphi_N$, we consider the obstacles detected from the vehicle by the radar. Assuming that the longitudinal velocity of these visible obstacles stays fixed, we describe their evolution for the next $N + 1$ time steps. At each time step, we define the constraint function as being less than or equal to 0 when outside of the obstacle’s location (which is treated a point) at this time step. Since we satisfy the assumptions required to apply the MPC formalism (see Section 2.1 of [9] and observe that the feasible set can be encoded as a partition of polyhedral sets), we can construct a real-time, robust algorithm, $A$, that satisfies Assumption 1. In our experiment, when we set $N = 100$, corresponding to a 2 second horizon, each iteration of our unoptimized MATLAB implementation of the RHC took approximately 100 milliseconds on a dual-core 2.2 GHz, 8 GB machine.

C. Evaluation

In this subsection, we describe how we analyze the experimental data. We ran the experiment on 6 individuals. For each subject, we allowed the k-means algorithm to train using data from scenario 3 and tested our performance on the data from scenarios 2 and 4.

In order to illustrate the utility of our approach, we considered 3 different implementations of the vehicle prediction multifunction. In Model 1, we ignored all prior observations and defined the vehicle prediction multifunction as the reachable set. This serves as an illustration of the baseline performance of existing active safety systems with respect to the AVPM and PVPM. In Model 2, we constructed the vehicle prediction multifunction by clustering the data corresponding to the vehicle’s trajectory for the previous $N + 1$ time steps ending at time step $i$. That is, in Equation (8) we set $p_i = x_i \cup N \cup \{-N, \ldots, 0\} \rightarrow \mathbb{R}^n$. This is meant to illustrate the utility of building a vehicle prediction multifunction using prior observations without incorporating any observation of the current driver state or the current optimal trajectory.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$a$</th>
<th>$b$</th>
<th>$m$</th>
<th>$I$</th>
<th>$C_t$</th>
<th>$u_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>1.432</td>
<td>1.472</td>
<td>2050</td>
<td>3344</td>
<td>334400</td>
<td>20</td>
</tr>
<tr>
<td>Units</td>
<td>$m$</td>
<td>$m$</td>
<td>$kg$</td>
<td>$kg \cdot m^2$</td>
<td>$N$</td>
<td>$^o$</td>
</tr>
</tbody>
</table>

TABLE I: Model parameters for the vehicle dynamics described in Equation (12).
Finally in Model 3, we constructed the vehicle prediction multifunction by clustering the data corresponding to the optimal vehicle trajectory generated for the next $N + 1$ time steps beginning at time step $i$ and the driver state function from the previous $N + 1$ time steps ending at time step $i$. That is, in Equation (8) we set $p_i = \{x^*_i, \theta_i : \{0, \ldots, N\} \rightarrow \mathbb{R}^n, \theta_i : \{-N, \ldots, 0\} \rightarrow SO^N(3)\}$. This is meant to illustrate the utility of incorporating the prior observations, the driver state function, and the optimal trajectory in the semi-autonomous vehicle framework. For each model we fixed the number of clusters chosen by the k-means algorithm to 10, set $N = 100$, and set $N = 100$. The total number of observations marked as “true” (i.e. the observed vehicle trajectory in $N + 1$ time steps actually got into an accident) for scenarios 2 and 4 combined for all participants was 37.

Figure 4 illustrates the vehicle prediction multifunction and the actual observed trajectory taken by the driver for each of the 3 models at two instances in time. The performance of each of the model semi-autonomous vehicle frameworks with respect to our four metrics is illustrated in Table II. It is immediately clear that by incorporating some information about the driver (i.e. Models 2 and 3), we can construct a precise vehicle prediction multifunction without degrading the accuracy considerably.

To illustrate the baseline performance with respect the RVIF and PVIF, suppose we constructed a vehicle intervention function that acted randomly and with probability one-half chose to intervene and with probability one-half chose to not intervene. This random vehicle intervention function’s expected RVIF in this experiment would be 0.5, and its expected PVIF in this experiment would be 0.00010. Model 1 performs better than this random vehicle intervention function, but it still intervenes on the normal operation of the vehicle far more often than necessary. Models 2 and 3 perform considerably better than Model 1 and the random

<table>
<thead>
<tr>
<th></th>
<th>AVPM</th>
<th>PVPM</th>
<th>RVIF</th>
<th>PVIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.0031</td>
</tr>
<tr>
<td>Model 2</td>
<td>0.78</td>
<td>0.80</td>
<td>1</td>
<td>0.52</td>
</tr>
<tr>
<td>Model 3</td>
<td>0.81</td>
<td>0.82</td>
<td>1</td>
<td>0.68</td>
</tr>
</tbody>
</table>

TABLE II: The performance of the 3 model semi-autonomous vehicle frameworks with respect to the 4 metrics.
chance model since they almost only ever intervened when necessary. This demonstrates in our experiment the utility of incorporating prior observations, the driver state function, and the optimal vehicle trajectory in preventing accidents while not taking over control of the vehicle more often than necessary.

V. CONCLUSION

In this paper, we present a novel architecture for a provably safe semi-autonomous controller that predicts potential vehicle behavior and intervenes when the vehicle is deemed in trouble. Using four metrics that we define, we show on a multi-subject experiment that incorporating human pose during the construction of the semi-autonomous controller allows for better performance than a semi-autonomous controller that treats the driver as a disturbance.

In order to realize this framework in practical situations, we must relax our environmental assumptions on future positions of objects, employ a more sophisticated model for the vehicle, construct a method to actually apply the intervention, and implement a system in a vehicle that can perform real-time robust articulated human tracking with guarantees on its accuracy and speed. In practice if we are only confident of the location of certain obstacles with a given probability then we can apply the model predictive control algorithm on the probable obstacle location and modify our vehicle intervention function to only be 1 if the probable location of obstacles intersects with our prediction. We are working on performing these extensions and applying our semi-autonomous framework on longer more elaborate experiments with more subjects.
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