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Abstract

Scrubbing identifying information from narrative clinical documents is a critical first step to preparing the data for secondary use purposes, such as translational research. Evidence suggests that the differential distribution of protected health information (PHI) in clinical documents could be used as additional features to improve the performance of automated de-identification algorithms or toolkits. However, there has been little investigation into the extent to which such phenomena transpires in practice. To empirically assess this issue, we identified the location of PHI in 140,000 clinical notes from an electronic health record system and characterized the distribution as a function of location in a document. In addition, we calculated the ‘word proximity’ of nearby PHI elements to determine their co-occurrence rates. The PHI elements were found to have non-random distribution patterns. Location within a document and proximity between PHI elements might therefore be used to help de-identification systems better label PHI.

Introduction

Electronic health records (EHRs) have enabled the accumulation of millions of clinical narratives that can be readily used for a variety of secondary use purposes including research,¹ which is an important goal of the proposed national ‘learning health system’.² Many documents stored in EHRs are unstructured (i.e., free text) rather than structured (i.e., coded) due to the greater flexibility in which clinicians can express complex ideas.³ One potential limitation to the broader use of these free text documents for research remains the difficulty in accurately removing identifiers in order to preserve privacy.⁴ In the United States, various regulations are in place to preserve patient and research subject confidentiality, including both the Health Insurance Portability and Accountability Act (HIPAA) and the Common Rule.⁵, ⁶ The HIPAA Privacy Rule defines 18 types of identifiers (e.g., Patient Name and Date), or protected health information (PHI), which must be removed for a dataset to be considered de-identified under the Safe Harbor standard. To achieve this goal with a large corpus of documents, automated approaches are necessary.

Much work has been done to build de-identification systems that can be used to remove PHI in a wide variety of contexts and documents. Several recent publications provide good summaries of these efforts including those related to rule-based and machine learning systems.⁷⁻¹⁰ Machine learning systems construct statistical models to predict whether an element in a document is PHI. The underlying models incorporate multiple features that are thought to be important in discriminating PHI from non-PHI, and in classifying among PHI types. While there is no consensus as to which features are most important, many systems include (1) morphological features such as capitalization, neighboring words (often within a window of a predefined, relatively small size), and punctuations; (2) syntactic features such as parts of speech; and (3) semantic features such as dictionary terms (e.g., names, cities, hospitals) which are often incorporated as additional, extrinsic resources to improve the performance.¹¹⁻²¹

Most features are based on information found locally near the target word(s) of interest, and these features generally do not consider the context in which the targets appear within the global document. One exception was a de-identification system developed by Aramaki et al. which used a machine learning approach that incorporated ‘sentence features’ including the sentence position in the record.¹² For instance, one sentence feature was divided into three categories: (1) the top ten lines; (2) the bottom five lines; and (3) all lines in-between. They also included a ‘last sentence’ feature that specifically targeted the last three words in the last sentence of the document. These features were incorporated because it was noted that many documents have PHI near the beginning and end of the narrative, and this additional knowledge was leveraged to boost the performance of their de-identification system. The authors found that inclusion of these sentence features increased the performance of their system, especially for ID (medical record number), Date, and Patient Name all of which were often found near the top of the documents.
Indeed, many clinical documents have a general structure. The top/header section often contains patient demographic information and the bottom/footer section often contains information identifying the signing clinician. In between these two regions, many clinical notes follow an overall flow of information modeled after the problem-oriented medical record initially proposed by Dr. Lawrence Weed nearly 50 years ago. Such notes are commonly referred to as SOAP notes, for the four main sections that are usually written in the order of Subjective, Objective, Assessment, and Plan. While this structure was initially developed for paper records, clinicians have continued to follow this overall plan with electronic notes.

The common document structure used by clinicians, and the success with which sentence location was used in a prior de-identification system, suggests that richer features about the structure and the layout of the documents could be leveraged to improve the performance of de-identification systems. In this paper we present an analysis that describes the distribution of PHI among a large corpus of documents with a focus on the location of the PHI elements within a document, and with respect to each other. Non-random distributions of PHI elements could imply that using additional information, such as location within a document or proximity to other PHI, might result in better detection of PHI.

Methods

A. Empiric Dataset

We randomly selected 140,000 documents from the University of Michigan’s (UM) locally developed electronic health record (EHR) from decedent hematology/oncology patients. Their vital status was confirmed using two sources, the UM EHR and the UM cancer registry. Because of their decedent status this study was determined by the institutional review board to be exempt as nonhuman subjects research. A subset of these documents, as well as further details on their curation, was reported on in prior studies. Clinicians could create notes by dictation or by the use of customized templates if typing. The use of section headers was at the discretion of each clinician and no standardization for header types or labels existed. However, all notes had a ‘footer’ appended by the EHR with a clinician ‘signature’. Dictated notes often had patient ‘header’ data added automatically by the transcription service.

B. De-identification

We used the MITRE Identification Scrubber Toolkit (MIST), which uses a probabilistic model in the form of conditional random fields (CRF), to de-identify the clinical notes in our corpus. All identifiers were replaced with general placeholders, such as [AGE], [DATE], and [PATIENT NAME]. Our de-identification model was trained on 600 hand-annotated documents in the UM EHR, of which 360 had been used to build a prior model that had achieved an F-score of 0.964. The distinct PHI types our model used were based on categories that the UM Health System’s compliance office had defined in accordance with the standard HIPAA Safe Harbor identifiers. These included (1) Address; (2) Age; (3) Clinician Name; (4) Date; (5) E-mail; (6) Health Plan Number; (7) Healthcare Facility; (8) Medical Record Number; (9) Patient Name; (10) Phone; (11) Place; and (12) URL. Healthcare facilities included hospitals, treatment centers and nursing homes. Clinician names included any care provider names including physicians, nurses, therapists, and other healthcare workers. Patient names included all non-healthcare workers such as patients, family members, and friends of the patient. Address was specific to actual addresses such as ‘1500 East Medical Center Drive’, whereas Place was more generic, such as ‘Ann Arbor, Michigan’.

C. Characterization of PHI Distribution

We identified the location of the PHI placeholders in each document with respect to the length of the entire document, and normalized the measurements by length to allow for comparisons between documents of different lengths. Overall data were plotted as relative distributions to visualize the most likely location of each PHI element type. We compared the differences between 30,000 dictated versus 30,000 typed notes because prior work illustrated there are differences in the nature of these two document categories which could have an impact on the performance of natural language processing (NLP) systems (and many de-identification algorithms are an application of NLP). We also characterized the differences in PHI distribution among the four most common document types in our corpus, using 10,000 notes from each type (see Table 1). For the overall set of 140,000 documents we used the one-sample Kolmogorov-Smirnov (KS) test (using R version 2.15.3 for OS X) to determine whether the distributions of PHI deviated significantly from a uniform probability distribution. We used the two-sample KS test to compare
differences between distributions among the 10 PHI types. For the dictated versus typed notes we used the two-sample KS test to determine differences in PHI distributions among the same note types across both document categories. KS ‘D statistics’ and p-values were calculated for all tests. With KS tests, smaller D statistics result when two distributions are more similar and larger D statistics are observed when the distributions are more divergent.

D. Determination of PHI Proximity

To study the correlated usage of the PHI elements, we determined the distances between consecutive appearances of PHI elements in the clinical notes. A consecutive appearance of two PHI elements \((X, Y)\) is defined as one PHI element \(X\) followed by another PHI element \(Y\) in the same document, with at most 1,000 characters in between and without any intervening PHI. This distance is related to the concept of ‘burstiness’ in classical NLP literature.\(^3\) Intuitively, when the average distance between two types of PHI elements is lower than the average distance between any two PHI elements, there is a burstiness to the elements. In other words, the usage of the two types of PHI elements is more correlated than random. We also included three special entities to use in the proximity analysis, which were: (1) \(\text{START}\), the start of a clinical note; (2) \(\text{END}\), the end of a clinical note; and (3) \(\text{UNDEFINED}\), which recorded the cases in which there was no other PHI element before or after a given entity within 1,000 characters.

Results

A. Overall metrics

As an example of how the PHI elements were distributed throughout the documents, a visual representation of 5 documents and the location of PHI is shown in Figure 1.

The 140,000 documents in the final corpus had an average of 92 lines and 457 words. The documents contained a total of 2,553,890 PHI elements. However, ‘E-mail’ only appeared once in the entire corpus and ‘Health Plan Number’ only appeared 77 times, so both types of elements were removed from the analysis. The remaining ten PHI types are shown in Figure 2.

A total of 122 distinct document types were represented in the corpus, with the most common being ‘Progress Note’ (\(n = 25,401\)). There were eight distinct document types that each only appeared once in the entire corpus and ‘Health Plan Number’ only appeared 77 times, so both types of elements were removed from the analysis. The remaining ten PHI types are shown in Figure 2.

B. PHI Distribution

The distributions of PHI elements are shown in Figures 2 through 4. In each panel the distribution of PHI is shown from the start of a document (top of rectangle) to the end (bottom of rectangle). Figure 2 specifically shows the distribution for the ten PHI types across all 140,000 documents in the corpus. D statistics from the KS test are reported in Figures 2 and 4. All p-values were < 2.2 x 10\(^{-16}\) and are therefore not individually reported. The PHI type Medical Record Number most often appears at the start of the documents whereas Clinician Name and Date are usually found at the end. Table 3 reports KS test D statistics for the pair-wise comparisons of PHI distributions among the entire document corpus. Age and URL are most similar based on the D statistic whereas Clinician Name and Medical Record Number are most dissimilar.
In Figure 3, the distributions of five types of PHI are shown for the four most frequent document types. Caution must be used in interpreting some of the panels due to the low number of elements found in some of the document types (e.g., Address in Progress Notes). Nevertheless, some patterns are easy to spot visually. Age and Clinician Name, for example, each appear to have similar distributions for the two types of inpatient notes (i.e., Progress Note and Inpatient Consult Follow-up notes), but are different for the other two note types (i.e., Letter/Note – Return Visit and Phone Note). By contrast, Name appears to be distributed across documents types in a more consistent manner. Figure 4 compares the distribution for five PHI types across 30,000 typed notes and 30,000 dictated/transcribed notes. Visually, the distribution of Age as well as Phone appears to be most divergent across these two classes of documents, whereas based on the D statistic both Address and Phone are most divergent.

C. PHI Proximity

The average distance between any two PHI elements based on chance alone was 197.8 characters. Thus, any average distance less than approximately 200 characters would suggest a non-random distribution of words or, in this case, PHI elements. The top 20 pairs of PHI elements (including the 3 special entities START, END, UNDEFINED) that co-occurred in the dataset at least 10,000 times each and had an average distance of less than 200 characters are shown in Table 2. The pair Date → END can be interpreted to mean that Date preceded the end of a document nearly 138,000 times with an average distance of 12.3 characters before the end of the document. Similarly, the pair START → Patient Name appeared on average 42.5 characters from the beginning of the document nearly 60,000 times. Other pairs also occurred frequently in the documents but with a larger distance. These include Date → Clinician Name (n=96,228; distance 214.4), Age → Date (n=51,06; distance 233.3), Date → Undefined (n=40,276; distance 1,627.8), and Patient Name → Patient Name (n=38,275; distance 265.8).

Figure 1. Illustrations of five history and physical notes obtained from the University of Michigan EHR with the relative location of PHI highlighted in the text. The EHR automatically appends a ‘signature’ with Clinician Name and Date to the end of all documents in the system which is evident in all of the documents shown below.

Discussion

There is increasing awareness that documents and the language contained within them can demonstrate non-local features that exist beyond the typical small word windows that are often used in natural language processing tasks, of which de-identification is a subset. As mentioned in the introduction, a de-identification system that did use similar features (e.g., the location of the sentence in the document) resulted in improved performance. Yet these
non-local features are not used in readily available de-identification software, such as MIST\textsuperscript{11} or Health Information De-identification (HIDE),\textsuperscript{15} which both leverage a probabilistic framework of CRFs.

Our analyses demonstrate that PHI is not distributed randomly throughout documents, but rather follows potentially predictable patterns. Additionally, the burstiness, or degree in which PHI elements co-occur, is also non-random. This information could be used as additional features with which to accurately label PHI in clinical narratives. Adding other metadata elements such as document type or a document’s method of creation (e.g., dictated versus typed) could also provide useful features to help discriminate PHI from non-PHI. Prior evidence has illustrated that de-identification models trained and tested on the same document type tend to yield better performance than those trained and tested on a heterogeneous mix of document types,\textsuperscript{11} but the type itself has not been leveraged in de-identification model building.

Based on our findings, we believe there are several possibilities for how this information could be translated into de-identification algorithms and software tools. First, for the overall distributions, the location within a document could be used as a standalone feature in much the same way that characteristics such as part-of-speech or word capitalization might be used. Second, the PHI distributions could be pre-computed and be used to prime a prior probability of a statistical learning method for detecting such information. Using extrinsic sources to improve the performance of de-identification tasks has been done before, such as using an external dictionary of names\textsuperscript{32} including those derived from census data,\textsuperscript{33} the Internet,\textsuperscript{19} or from names in the EHR itself.\textsuperscript{34} Third, the numerical distance between PHI elements can be considered as a new category of proximity features, which provides a more general treatment than using a fixed-length window.

We wish to highlight that there are similarities between our work and that of others. First, a process for removing names in pathology reports leveraged the observation that names often occurred in pairs, such as forename followed by surname or ‘Mrs’ followed by surname.\textsuperscript{35} In our analysis of burstiness, it was found that Patient Name → Patient Name appeared on average 265.8 characters apart rather than being adjacent like the prior study. However, the likely explanation for the difference of our findings from the previous work is that we labeled an entire name (first and last) as a single PHI entity (e.g., ‘Mary Smith’ became simply [PATIENT NAME]), and thus they would not have been counted as directly adjacent with our approach.

Second, it should be noted that work has been done to utilize non-local features to improve NLP algorithms, albeit not specific to de-identification tasks. These have included using non-local dependencies for improving named entity recognition algorithms such as using a ‘majority feature’ for labeling entities consistently.\textsuperscript{36} A majority feature will consider identical entities labeled differently and assign all of them to the most common label. For example, if ‘University of Michigan’ was labeled as Healthcare Facility twice and as Location once, all three would ultimately be assigned to Healthcare Facility. Other investigations found that including long-distance dependencies or global (e.g., sentence-level as opposed to token-level) features in their models improved natural language

Table 2. Distance between PHI entities and the number of co-occurrences. Based on the document metrics, average distance of less than 200 characters suggests a non-random distribution.

<table>
<thead>
<tr>
<th>PHI Pair (initial → subsequent)</th>
<th>Total Consecutive Co-occurrences</th>
<th>Average Distance (characters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Address → Place</td>
<td>17,003</td>
<td>0.6</td>
</tr>
<tr>
<td>Patient Name → Med Rec Num</td>
<td>53,347</td>
<td>10.2</td>
</tr>
<tr>
<td>Med Record Number → Date</td>
<td>54,370</td>
<td>11.6</td>
</tr>
<tr>
<td>Date → END</td>
<td>137,853</td>
<td>12.3</td>
</tr>
<tr>
<td>Clinician Name → Address</td>
<td>10,793</td>
<td>13.5</td>
</tr>
<tr>
<td>Clinician Name → Date</td>
<td>194,121</td>
<td>27.0</td>
</tr>
<tr>
<td>Patient Name → Age</td>
<td>45,351</td>
<td>30.1</td>
</tr>
<tr>
<td>START → Patient Name</td>
<td>59,494</td>
<td>42.5</td>
</tr>
<tr>
<td>Phone → Phone</td>
<td>26,782</td>
<td>51.9</td>
</tr>
<tr>
<td>Place →Clinician Name</td>
<td>17,977</td>
<td>52.7</td>
</tr>
<tr>
<td>Date → Date</td>
<td>965,024</td>
<td>55.2</td>
</tr>
<tr>
<td>Clinician Name → Phone</td>
<td>18,263</td>
<td>56.7</td>
</tr>
<tr>
<td>Clinician Name → Clinician</td>
<td>273,381</td>
<td>64.1</td>
</tr>
<tr>
<td>Patient Name → Phone</td>
<td>12,160</td>
<td>80.1</td>
</tr>
<tr>
<td>Phone → Clinician Name</td>
<td>42,850</td>
<td>97.4</td>
</tr>
<tr>
<td>Healthcare Facility → Date</td>
<td>14,812</td>
<td>126.6</td>
</tr>
<tr>
<td>START → Date</td>
<td>37,804</td>
<td>127.9</td>
</tr>
<tr>
<td>Clinician Name → Pat Name</td>
<td>16,214</td>
<td>129.2</td>
</tr>
<tr>
<td>Date → Phone</td>
<td>22,136</td>
<td>134.8</td>
</tr>
<tr>
<td>Phone → Date</td>
<td>13,872</td>
<td>138.2</td>
</tr>
</tbody>
</table>
processing tasks. More specifically, location features as well as word distance (in terms of proximity) have been used to improve the performance of CRF models.

Beyond the conflation of forename and surname, there are several limitations to our study. First, while we included a large number of documents and document types in our corpus, they were derived from a single institution’s EHR system. Additionally, while some PHI elements were well represented, others were rare. However, it may be the case that some PHI elements would not need to rely on additional features to boost accuracy since simple patterns using regular expressions may already work well enough for highly structured elements such as phone or Social Security numbers. Second, some of the characteristics of our documents (e.g., number of words) may have been slightly changed by removing the identifiers and replacing them with common labels. Third, normalizing PHI location as a function of document length may introduce biases and add unnecessary variation that could negatively impact performance. Lastly, the identifiers in our document corpus were automatically labeled using MIST, which derived a model that was built from 600 documents. It is likely that some labeling errors were introduced and some of these may have been non-random. However, we believe the impact on our analysis would be small.

Figure 2. Normalized distribution for 10 types of PHI, derived from 140,000 documents. The top of each rectangle represents the beginning of a document, and the bottom represents the end. Clinician name (i.e., Clinician), for example, mostly appears at the end of documents. Thus, an element near the bottom of the document is more likely to be a clinician name compared to the middle. Numbers in parentheses display how many elements were used in making the figure. One-sample Kolmogorov-Smirnov D statistics are reported.

Conclusion

In this analysis we found that 1) PHI is distributed throughout clinical narratives in a non-random manner and 2) the co-occurrence of PHI elements often appear together in the document in a non-random manner. We believe this information may be useful as additional features are leveraged to further improve the performance of de-identification systems. Incorporating additional document features, such as section headings, could also help
identify the location in which potential PHI elements appear (and may obviate the need for more detailed location information) as this has helped with other NLP applications.\textsuperscript{45-47} Future work should test the merits of these measures by incorporating them as additional features into de-identification systems.

Figure 3. Relative distribution of 5 PHI types, comparing the top four most frequently occurring note types.
Figure 4. Relative distribution of 5 PHI types, comparing dictated versus typed notes. Two-sample Kolmogorov-Smirnov D statistics are also reported.

<table>
<thead>
<tr>
<th>Address (D statistic: 0.398)</th>
<th>Age (D statistic: 0.098)</th>
<th>Clinician Name (D statistic: 0.161)</th>
<th>Patient Name (D statistic: 0.177)</th>
<th>Phone (D statistic: 0.263)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dictated Notes (n=30,000)</td>
<td>n=15,013</td>
<td>n=37,909</td>
<td>n=120,176</td>
<td>n=82,862</td>
</tr>
<tr>
<td>Typed Notes (n=30,000)</td>
<td>n=936</td>
<td>n=21,105</td>
<td>n=116,967</td>
<td>n=38,989</td>
</tr>
</tbody>
</table>

Table 3. Two-sample Kolmogorov-Smirnov D statistics for the pair-wise comparisons of PHI elements from the corpus of 140,000 documents. Lower numbers are shaded darker and represent greater similarities between the two distributions being compared.

<table>
<thead>
<tr>
<th></th>
<th>URL</th>
<th>Place</th>
<th>Phone</th>
<th>Patient Name</th>
<th>Med Rec Num</th>
<th>Healthcare Facility</th>
<th>Date</th>
<th>Clinician Name</th>
<th>Age</th>
</tr>
</thead>
<tbody>
<tr>
<td>Address</td>
<td>0.279</td>
<td>0.288</td>
<td>0.500</td>
<td>0.269</td>
<td>0.430</td>
<td>0.352</td>
<td>0.510</td>
<td>0.568</td>
<td>0.308</td>
</tr>
<tr>
<td>Age</td>
<td>0.079</td>
<td>0.199</td>
<td>0.365</td>
<td>0.139</td>
<td>0.575</td>
<td>0.150</td>
<td>0.545</td>
<td>0.676</td>
<td></td>
</tr>
<tr>
<td>Clinician Name</td>
<td>0.651</td>
<td>0.500</td>
<td>0.369</td>
<td>0.580</td>
<td>0.896</td>
<td>0.526</td>
<td>0.275</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Date</td>
<td>0.491</td>
<td>0.358</td>
<td>0.422</td>
<td>0.498</td>
<td>0.829</td>
<td>0.461</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Healthcare Facility</td>
<td>0.136</td>
<td>0.104</td>
<td>0.225</td>
<td>0.197</td>
<td>0.666</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Med Rec Num</td>
<td>0.592</td>
<td>0.600</td>
<td>0.810</td>
<td>0.517</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient Name</td>
<td>0.191</td>
<td>0.185</td>
<td>0.295</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phone</td>
<td>0.361</td>
<td>0.211</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Place</td>
<td>0.154</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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