Thursday, 10/29/13 Math 471, Fall 2013, Section 001 Topic 6

1 Interpolation and approximation

The problem of data fitting (i.e., interpolation or approximation) arises in all aspects of science
and engineering. The most obvious example of this problem arising in an application occurs
with measured data: suppose you have a set of discrete measurements of a function, but you
require that function’s value at a point that is not one of the measurement locations.

But you can find the interpolation/approximation problem even in contexts where there are no
measurements. Suppose you have a model that uses a mesh (like a finite difference method),
but you (or somebody else) needs information from your model at locations that don’t coincide
with your mesh’s gridpoints — you will have to interpolate or approximate.

In general, we face the choice of the following two problems in almost everything we do:

The interpolation problem. Given a set of locations {z;}, j =1,...,n in R? and a corre-
sponding set of function values f;, we seek a (continuous) function Py such that

Pf(l‘j):fj, ]:1,,n

The approximation problem. Given a set of locations {z;}, 7 = 1,...,n in R? and a
corresponding set of function values f;, we seek a (continuous) function Py such that

Pf(l'j)%fj, jzl,...,n.

Question 1:  Why would approximation be sometimes more desirable than interpolation?

There are more conditions we may demand of the interpolating or approximating function; for
example, we may wish that it have a minimum number of derivatives, in addition to being
continuous.

It is convenient to pose this problem as needing to find coefficients that represent Py as a linear
combination of a set of basis functions,

m
Py(x) = cxBi(x)
k=1
where By(z) are the basis functions.
Solving the interpolation problem then reduces to solving the linear system of equations
Ac=f,

for the vector ¢, the vector of coefficients. The entries of the interpolation matrix A are given
by Aji, = Bi(x;) and the right-hand side vector f are the function values f; = f(x;), which are
given from the data.

Question 2: What about other applications, such as approximating integrals and derivatives?
In other words, if f(x) ~ Pr(x),



o Is fff(x) dr ~ ff Pp(x) dz?
o Is f'(z) = Pi(x)?

Let’s start simple, and work with By(z) that are polynomials.

2 Polynomial interpolation

Recall: a polynomial of degree n can be written in the form p,(z) = ag+a12+asx®+- - -+ a,z".
Note: there are other equivalent forms to write polynomials, as we shall see.

Theorem 1 (Weirstrauss approximation theorem). Let f(x) be continuous on the closed interval
[a,b]. Then for any € > 0 there exists a polynomial p(x) such that max, |f(z) —p(x)] <e.
ASTS

Proof. Math 451.
The implication of this theorem is that any continuous function can be approximated to arbitrary
accuracy by polynomials.

2.1 Taylor polynomials

Definition 2. Given f(z) and a point = = a, the Taylor polynomial of degree n about z = a is

1 1,0, n
pn(2) = fla) + fla)(@ —a) + 5 f"(a)(z —a)* +--- + Ef( N(a)(@ — a)".
The Taylor polynomial satisfies the following conditions:

L. pula) = f(a), py(a) = f'(a), .. , pi”(a) = ) (a).

2. f(z) =pn(x) +rp(x) : rp(x) = remainder , error
3. mp(z) = /z Mf("ﬂ)(t) dt = éf(”ﬂ) (&) (x—a)™T! for some point ¢ € [a, a+x]
o a n! (n+1)! ’ )
1
= |f(x) — pn(z)| < 1) nax f (t)‘ | — al error bound

Taylor polynomials are may be written as p,(z) = > p_; cx(z — a)k, like the above form; this
would imply an expansion using the basis By(z) = (z — a)¥, and the coefficients c;, = %f(k)(a).
Note that the Taylor polynomials are an approximating method; the do not satisfy the interpo-
lation matrix. )

Example 1:  Find p,(z) about a = 0 for f(x) = 152522

Direct approach : find formulas for all n derivatives, plug in z = a.

Better idea : use geometric series to avoid lots of differentiation.

1
11— <1
recall : 147 +7r2 493 4 ... = 1.77" ||
diverges |r| >1
1 1
= — 1 (-250%) 4 (~250%)% 4 (~2502) 4+ -
T4 2502~ 1= (2507~ + H(7250) + (=2527)7 + (=2527)" +
—_— ——
r=—25z2



Note:
1

|-252%| < 1= |z| < = = lim pu(z) = f(z) for —% <2 < % for 2| > 1, lim py(x) diverges
5 n—00 5 5 n—00

Explanation : f(z) has singularities at © = +1i in the complex plane (Math 555)

Take a look at p, and f(x):

clear;
%% Taylor polynomials

x = —1:0.001:1;
f=1./(1 4+ 25%x."72);
p0 = ones(size(x));
p2 = 1-25xx."2;

p4 = p2 + 625*x."4;
p6 = p4 — 15625%x."6;

figure (1); clf;

subplot (2,2 ,1);

plot(x,f, b= ,x,p0, 'r—");
set (gca, 'FontSize’ ,16);
title ('p_0(x)_—=.1");
xlim ([ —1,1]);

ylim ([ —-0.5,1.5]);

subplot (2,2 ,2);

plot (x,f, ’b—",x,p2, ' r—");
set (gca, 'FontSize’ ,16);
title ('p-2(x).=.1.—.25x"2");
slim ([~ 1,1]);

ylim ([ -0.5,1.5]);

subplot (2,2 ,3);

plot (x,f,’b—",x,p4, ' r—");

set (gca, 'FontSize’ ,16);
title('p-2(x).=21.—.25x"2.4.625x"4");
xlim ([—1,1]);

ylim ([ —0.5,1.5]);

subplot (2,2 ,4);

plot (x,f, ’b—" x,p6, ' r—");

set (gca, 'FontSize’ ;16);

title ("p.2(x) . =.1_—.25% 2 +_625x 4_—_15625x°6");



xlim ([—-1,1]);
ylim ([ —0.5,1.5]);

saveas (1, ’taylorPolys.png’);

-1 0 1 -1 0 1

p,(x) = 1 - 25x° + 625x" p,(x) = 1-25x* + 625x" - 15625x°
15
1 L
0.5|
0 =
-0.5 ' -0.5
-1 0 1 -1
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Taylor polynomials are good approximations when f is sufficiently differentiable and x is close
to a.
What about other methods of approximation?
2.2 General polynomial interpolation

Text : section 5.2

Theorem 3. Let xg,x1,...,xy be n+1 distinct points and fo, f1,..., fn be n+1 corresponding
data values of a function f(x). Then there exists a unique polynomial p,(z) of degree < n such
that pn(x) interpolates f, i.e., pn(xi) = f(x;) for eachi=0,...,n+ 1.

Proof. 1. We'll prove the existence of this polynomial soon.

2. Uniqueness is guaranteed by the Fundamental Theorem of Algebra (Math 412).



Example 2:

Case n = 2 = xg, x1.

Goal : Find a linear polynomial p;(z) = ag + a1z such that pi(xg) = fo and pi(xz1) = fi. Easy

to show that ag = M and a; = M_
T — o 1 — Xo
Then po(z) = 2f0 =%/t iz Jo,
T1 — To r1 — Xo
by
-
|
| |
| |
.QS‘O le
A
Question 3:

1. How can we construct p,(z) for larger n?

2. Is there an efficient way to evaluate p,(x) for x # ;7

3. How large is the error |p,(z) — f(x)| for x # ;7
Definition 4. The kth Lagrange polynomial is

- r — I
Lk(x):H<xk_$.), k=0,...,n

1=0
ik

is a polynomial of degree n associated with data point k.

Example 3: n=2, zg=-1, 21 =0, 2z20=1
T — I T — To z—0 r—1 1, 1
. = . =—z°— ==z
i Tro — 1 Trog — T2 —1-0 —1-1 2 2
r—m\_ (x—wo\ (z—32) _ z—(=1)Y) (z-1 I
Tp — T T1 — To T1 — T2 0—(-1) 0-—1
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Lagrange polynomials
12 . . Ly(x)

Properties of Lagrange polynomials:
1. The degree of each Ly is n
1 ifi=k
2. Lk((L'Z) = .
0 ifi#k

Interpolating using the Lagrange polynomials:

Let f(x) be given. The Lagrange form of the interpolating polynomial is

pu(w) = f(zo)Lo(w) + f(z1)La(w) + f(x2) La(w) + - + flan)La(w) = Y f(ax)Li(x)
k=0

= Using the basis of Lagrange polynomials, the coefficients are the data values.

_ 1
14252’

pa(x) = f(zo)Lo(x) + f(x1)L1(z) + f(22)La(x)

Example 4:  f(z) ro=-1, 11=0 22=1



Interpolating f(x) with 2nd degree Lagrange polynomials
1 T T T

09

0.8
0.7
0.6

X 05
0.4
0.3
0.2

0.1

Notes:

e The 2nd degree interpolating polynomial here is different than the 2nd degree Taylor
polynomial centered at x = 0.

e This polynomial interpolates the data at the given points x;.

e The approximation near x = 0 is much worse than the Taylor polynomial, but elsewhere
in the domain this approximation is much better.

A
Advantages of the Lagrange form are :
e They are helpful in theory, for example, to establish the existence of p,(z).
e They are helpful conceptually: the data f; are separated from the locations ;.
Disadvantages of the Lagrange form are :

e It is expensive to evaluate p,(z) for x # x; using this form (for small n, this is not a
problem)

e Changing the mesh, for example, by adding an additional point z,+1 means that all Ly(z)
must be recalculated.



2.3 Polynomial interpolation : Newton’s form
Recall: A unique polynomial of degree n exists that interpolates data at n + 1 locations,
pn(x) = ap + a1z + asx?® + azx® + -+ + apa”™

We have seen that this form of the polynomial is subject to cancellation error (hw 1). Alterna-
tively, we have proposed the Lagrange form of p,(x), given by the basis of Lagrange polynomials.

We saw that Lagrange polynomials are useful theoretically (for proving existence of p,, for
example), but can be costly to use for computing when 7 is large. In this section we look for a
more efficient means of constructing and evaluating p,,(x).

Text : section 5.3

Definition 5. The Newton form of an interpolating polynomial p,(z) that interpolates a func-
tion f is

pn(z) = co + c1(z — zo) + c2(x — xo)(x —x1) + - - cn(z —20) - -+ (T — Tp—1).

In this case the basis functions Bi(z), k =0,1,...,n are
k—1

Bi(z) = [[ (@ — 2:)
i=0

Example 5: n=1, zy, =z

p1(z) = f(zo) ( Sl > + f(z1) ( — ) . Lagrange form

o — X1 1 — Zo

= f(xo) + <f(1:1)—f(a:0)> (x — z0) : Newton form
r1 — X0
A
For n > 2, we need a method to compute ag,ay,...,a,.

n

1. Solve the interpolating matrix. We may write p,(z) = Z ¢k Bi(x) and impose the inter-

k=0
polating condition p,(x;) = f(x;) for i = 0,1...,n to arrive at the linear system
Bo(zo) Bi(zo) --- Bn(zo)\ [co fo
By(z1) Bi(z1) Bu(z1) | | @ fi
Bo(zy,) . ... Bp(zy) Cn In

The definition of the Newton form of p,(z) makes this matrix lower-triangular, which can
be solved by forward substitution.

i=0: po(zo) =co= fo



. 1 — Pol\T1
1=1: pl((l}l) = O —|—Cl($1 — 1‘0) = fl = 1 = M
~~ 1 — Xo

po(z1)

Jo — p1(x2)
(22 — z0)(z2 — 71)

i=2: pa(z1) =co+ci(x—zp)tea(r —xo)(x —21) = f2o = 2=
—_— —

p1(z)

fn - pn—l(xn)

t=mn: pn(xn) = pn—l(xn)'i‘cn(x_wO) T (x_wn—l) =fon = cn= (xn — xo)(xn — -Tl) - (xn — xn_1>

Here we have defined polynomials pg(x) as the polynomial that interpolates f at x = xq,
and pj(z) as the polynomial that interpolates f at x = 0 and = = x1... Then p;(x) is the
polynomial that interpolates f at all x = x; for k. =0,1,...,1.

. Divided differences.

Definition 6. The Newton form of the interpolating polynomial may be given by divided differences,
where the kth divided difference between points 3 and x; with k + 5 < n is

flejrts - mien] = flg, - xjp-]
Ljt+k = Xj

o, i1, Tjpos oo Tjk) =

Thus, each divided difference is computed from the divided differences that precede it,
starting with flxo] = fo.

Theorem 7. The coefficients of the Newton form of the interpolating polynomial are given by

the divided difference formulas

co = flxo], c1 = flwo,z1],co = flwo, x1,22];. ..
Proof. Let p,_1(z) interpolate f(z) at the first n — 1 points, i.e., at = xo, 21,22, ..., Tn_1.
Let ¢n—1(z) interpolate f(x) at the next n — 1 points, i.e., at x = z1,z2,...,Ty.

Then both p,—1(z) and g,—1(x) have degree < n — 1.

Define g(z) = ( . > Gn1(z) + ( i > Pri(2).

Tn — To Ty — To
Then deg g < n and g(x) interpolates f at z = xg and x = z,:
9(x0) = pn—1(x0) = fo
9(@n) = tn-1(xn) = fn

Fori=1:n-1, g(x;) = (xz — x0> Gn—1(;) + <xn — xi)])n—l(‘ri)

Ty — 20 Lp — X0
xT; — T Ty — T
=>9($z‘)=fi< : >+fi<n l>:fi
Ty — X0 Lp — X0
Thus, g(z) is a degree < n polynomial that interpolates f at points x; for i = 0,...,n = g(x) =
pn ().



Note that p,_1(z) and ¢,—1(x) are equal to each other at z; for i = 1 : n — 1. Starting from
n = 2, we can set the coefficients of " from these two polynomials equal to each other to find

that

f[m‘h...,.%'n] . f[l'Oy...,xn—ﬂ :f[xo’xl,...,.fn]
Ty — X0 « In—20

~~

Hence, we can write the Newton form of p,(x) as

pn(x) = flwo] + flzo, x1](z — zo)+
f[xo, X1, CEQ](% — xo)(x — 1,‘1) + f[xo,xl,xg,xg](x — (EQ)(Z‘ — x1)(.7j — :L‘z) + .-
+ flzo, . xn)(x —x0) - (x — 2p1) (1)

We can organize the computation of divided differences into a table:

zo  flxol
f[xﬂvxl]

w1 flz1] flzo, 1, 22
f[xlvx?}

T2 flwo] flxy, z2, 23]
flza, 23] '

r3  flrs]

This table builds the interpolating polynomial p(z) one term at a time and interpolates f at one
additional point. Each intermediate step k& < n interpolates the first k£ + 1 points. Note that
adding a point does not change the previous basis functions (unlike the Lagrange form of the

interpolating polynomial).
1

Example 6: n=2, zp=-1, 21 =0, 22 =1, f(z) = o952
- x

2, — flz,|"
flzgz,]
f[x()?xlaxg] "

CL’l 7‘][[331]

f[xlaxg]

\ /NS

zy —— flz,)

10



_1 2176 25
0 1 K T
1 216 T %
p2(z) = flxo] + flzo, z1](z — x0) + flxo, z1, z2](x — 20) (2 — 1)
1 25 25
p2(z) = % T %(35 +1) - 2—6m(x +1)
Interpolating with Newton's form
1 T T T
0.9
0.8
0.7
0.6
X 05
0.4
0.3
0.2
0.1
-1 -0.5 0 0.5 1
X

2.3.1 Operation counts

evaluation of p,(z)

p2(x) = ap + a1(x — x0) + az(x — xo)(x — z1) : Newton form, 3 mults.
=ap+ (v — z9) (a1 + a2(x — x1)) : Nested form, 2 mults.

11



general case

pn(z) = ap + a1(x — o) + a2(z — zo)(x —xl) + - - + an(xr — x0) - - - (. — 2p—1) : Newton form
pn(x) = ap + (x — x0) (a1 + (. — x1)(ag + (x — x2)(ag + - -+ + ap(z — xy,))) - -+ ) : nested form

Same number of additions. Multiplication count: Newton form = n(n2_1), nested form = n
(cheap!).

Error in polynomial interpolation

Theorem 8. For a differentiable function f(x) and interpolation points xog < x1 < -+ < T,

the interpolating polynomial p,(x) satisfies, on the interval xo < x < xp,

f(@) = pn(z) + mf("“)(ﬁ)(:r —zo)(z — 1)+ (z —xp)

Proof. Omitted. Note that this resembles the error in Taylor series approximation.

Example 7:  Error bound, n = 1. a <z < b = |f(z) —pi(z)| < %M|bfa|2, where M =
max. | f"(z)|. (hw 6)

a<x<
Return to example :

polynomial interpolation, uniform mesh n = 20

10 I . :
—f(x)
0 lm\% 4}4%¥’€F_€erhﬁe*ﬂ%k%}ﬁ{%—éhAgggip(x)(
10 - ]
20+ |
€3
230 - ]
-40
-50
_6C) 1 1 1
-1 -0.5 0 0.5 1

12



We see that the polynomial does well near the center of the domain, but has very high error
near the boundaries. This problem does not get better with a more refined mesh (in fact, it gets

worse).

poly. interp., uniform mesh n =10

poly. interp., uniform mesh n =5

1 2 :
0.5+ 1
x =
0 0
—(x) — ()
— ) —
-0.5 : -1 :
-1 0 1 -1 0 1
X X
poly. interp., uniform mesh n = 2¢ pglyointerp., uniform mesh n = 40
20 : :
0 oo o 0
X -20 2 5
40 Bt 10 1
— — U
-60 : -15 :
- 0 - 0
X X

This is known as Runge’s phenomenon, and it is due to the fact that on the outer parts of an
interval, when using equidistant points, the polynomial interpolation problem is sometimes ill-
conditioned. Note, this ill-conditioning is a feature of the problem, not the numerical method.
Lookup Matlab’s polyfit and polyval tools.

Thursday, 11/7/13

2.4 Optimal points for interpolation

Text : section 5.4

Interpolation problem, part b: Suppose you know that you will have to use interpolation,
perhaps because the function you need to evaluate is not known or expensive to compute; where
should you place your mesh points?

Equivalently, suppose your lab only has enough funding to measure n data points over a domain
D C R3, where should you place your measurement devices to minimize interpolation error?
Consider two options for the interval = € [—1,1]:

1. uniform mesh : x; = —1 + ih, h:%, 1=0:n.

13



2. Chebyshev points : z; = —cosb;, 0; =i, i=0:n.

uniform points , n=16

-1 ! l l l

-1.5 -1 -0.5 0 0.5 1

Chebyshev points , n=16

1.5

S
&3]
T

The cosine function concentrates grid points toward the endpoints of the interval.

14
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uniform points, n=4 Chebyshev points , n=4

1.5 —— — 1.5 ,

-1 0 1 -1 0 1

Chebyshev points , n=8

1.5 , " 1.5 |
|
|
1 | |
/ \ |
0.5 ‘ /
AN N /\ '
0 T \
[ !
-0.5 » b -0.5
\ i
- ! v -1
-15 -15 -
-1 0 1 -1 0 1
uniform points , n=16 Chebyshev points , n=16
15 , : 15
1 | .'ﬂ'\‘ I 1 | f\l'".
/ \ 0.5 /A I
05 1 . ) %
I N LS o
ob—+m7 AP mEa— of——— B—
-0.5 -0.5
-1 | 1 -1
-15 : : -15 -
-1 0 1 -1 0 1

Notes:

e Interpolating on a set of Chebyshev points gives a good approximation over the whole
interval; uniform meshes only achieve good accuracy near the center of the interval.

e The Chebyshev points are roots of the Chebyshev polynomials, an important set of orthog-
onal polynomials. The points define the optimal locations for minimizing the L., error of
the interpolating polynomial over the interval x € [a, b].

e They are a set of orthogonal polynomials. Another set are the Legendre polynomials,

15



whose roots give the optimal points for minimizing the Ly norm of the polynomial p,(z).

3 Piecewise polynomial interpolation

We have seen that although unique, the polynomial p,(x) that interpolates a function f on n+1
data points may not be well conditioned. In situtations where we can control the interpolation
locations, we can use Chebyshev points or other special points to minimize interpolation error.
For cases where we do not have this flexibility, it is often more useful to use lower-degree
polynomials, perhaps even lots of them.

The interpolating polynomial p,(x) may not be a good approximation of f(z) on the whole
interval, so instead we may consider piecewise linear interpolation, denoted by ¢(x).

Text : section 5.5
Given f(z), a<x <b, a=zg<z1 <x2 < Tp_1 <Tp=2>=

flzo] + flzo, z1](x — x0), zo < <11

q(z) = q flzi] + flzs, zip1)(z — 23), Ty < x < Tig

flen—1] + flen—1, zn]( —2p-1), an—1 <z <2y

Notes:

e ¢(z) is continuous, but not differentiable, at z = x;

1
e error : |f(z) —q(z)| < < max |f"(z)| - max |z — 2;]* : 2nd order accurate
8 a<z<b i

e Piecewise interpolation is often referred to as a local method, as the function is locally
approximated by a line at each grid point.

16



e Local polynomials of higher degree may also be used; a famous technique in fluid dynamics
and finite volume methods is known as the “Piecewise Parabolic Method,” or PPM.

3.1 cubic spline interpolation

Text : section 5.6
Definition 9. A cubic spline is a function s(z) that satisfies the following conditions.
1. For each subinterval, z; < z < x;41, s(z) is a cubic polynomial.
2. s(x), §'(x), and s”(x) are continuous at the interior points x1,...,z,_1.

Example 8: n=2, xg=—-1,21 =0,25 = 1.

s(x) satisfies all conditions, hence s is a cubic spline.

cubic spline interpolation problem

Given f(z) and a = z9p < x1 < --- < Tp_1 < x, = b, find a cubic spline s(x) which interpolates
f(z) at the given points, i.e., s(z;) = f(x;) for i = 0: n.

On each subinterval z; < z < x;11, s(z) = si(x) = co + c17 + cox? + 323 : 4 coefficients.

| . sl s . .

Z Liq Z, Li1 n

n + 1 points = n intervals = 4n unknown coefficients

Interpolation conditions : = 2n equations : s;—1(x;) = f(zi), si(zi) = f(zi)

Continuity of s'(x), s”(x) at interior points = 2(n — 1) equations : s;_,(z;) = si(z;), s/ ;(z;) =

s (x)

17



Remaining 2 equations come from a choice of how to handle the boundary conditions. A popular
choice is to set s”(xg) = s”(x,) = 0, which gives rise to the natural cubic spline interpolant.

Example 9:  Finding s(z) on a uniform mesh.

Divide the interval x € [—1, 1] into n subintervals = n + 1 points.
x;=—1+1th, h=—, ¢=0,...,n : uniform mesh
n

step 1: 2nd derivative conditions

Tit1 — T —
s/(x) is a linear polynomial = s/ (z) = q; (th> + ait1 Z>

Note that s/(z;) = a; and s (xi41) = ait1 = s/ (i) = a; = s} (z;)

N
@

Hence s”(z) is continuous at the interior points.

step 2: interpolation
Integrate twice:
a;

" 2h

3;(33) = /Sgl(x) dx = (z— xi+1)2 + %(x - xi)2 + %xfﬂ _ il xf + Cpy, Cpy = constant

2h 2h
of integration

; 1 ; 1
Define b; = aglxz — 56'0 and ¢; = %:13? + 500 so that

! 2
si(x) = —%(w —ip1)? + %(fﬂ — ) - % + %
sile) = [ sia)do = 5@ = 0+ o = ) - Yot Fo+
Define C1 = bi% — ci%; then
si(z) = %(%’H - 93)3 + aézl (z— iﬁi)?’ + bi (J]Z_Hh—.%'> + ¢ <:1: ;L%)
Interpolation conditions: s(x;) = f(x;)
si(z;) = aiéLQ +bi=fi=b=fi— aiéLQ
si(Tiy1) = a”éh? +¢i = fix1= ¢ = fig1 — aH().lhz

a; a; a;h? Titl — & a;1h? T — T
(@) = i )+ Ggl(x—x»%(fi— ! )( . >+<f¢+1— o )( . )

step 3: 1st derivative conditions

@i Z 1 aih? 1 a1 h?
i) = —gel@ = )+ St a = = (fi= 2 )+ (- 20T

iy ahfi aih figr aigah

slw)=-—5 -3+t 6
ai+1th  fi  ah fix1 ai1h

e e

18



Continuity : s;_;(x;) = si(x;)
aih fic1 | aimah  fi aih  aih fiaih n fix1  aip1h

2 n 6 TR 6 T 2 T h e ho 6
a;—1h h h h h aivh  fior fi fi | fin
6a’<26+26+6_hhh+h
6
ai—1+4ai+ai+1:ﬁ(fi—1_2fi+fi+l)’izl:n_l
step 4 : boundary conditions
sg(z0) =0=ap=0, s ((x,)=0=0a,=0
4 1 a fo=2f1+ f2
1 4 1 : :
6
T2
o1 : :
L4 an-—1 fn—2 - 2fn—1 + fn

Matrix A is symmetric, tridiagonal, and positive definite; it is also strictly diagonally dominant,
which implies that a unique solution vector exists.

Tuesday, 11/12/13

Notes:
o If /() =0 at x = ¢ and z = x,, then the natural cubic spline is 4th order accurate.

e Clamped boundary conditions : If f'(a) and f’(b) are known, apply them to s'(z¢) and
s'(xy,); then the clamped cubic spline is 4th order accurate.

A

Example 10: natural cubic spline interpolation
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4 Hermite interpolation

Text : section 5.7

Another way of handling Runge’s phenomenon is to notice that although the interpolating
polynomial p,(z) interpolates the data p,(z;) = f(z;) at each point x;, the polynomial may
intersect the graph of f at very steep angles. It would be better if the interpolating function
p(x) was parallel to f(x) at the interpolating points; that its, we would like p/(x;) = f/(z).
Cubic splines come close to achieving this, but don’t quite get there.

Suppose we have values for f(z;) and f'(x;) on an interval a < z < b with n subdivisions and

n + 1 points,

a . .
a=xp <21 < - <xp_1<xp=b, h=—— x;=a+1th, 1=0,...,n
n

we want to determine a polynomial p(x) that interpolates the data and goes through each point
(x4, f;) with slope f’(x;), that is, the polynomial p should satisfy

p(l‘l) :f($i)> p/(ﬂl‘i):f/(l‘i), 1=0,...,n
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Note that the data include the function values and the function derivatives, each at n+ 1 points,
for a total of 2n + 2 input values to the interpolation problem; hence we know p can have degree
of at most 2n + 1.

Theorem 10. Let the interval a < x < b be divided into n subintervals by n+ 1 distinct points,
and the function f and its first derivative f' be defined at each of these points. Then there exists
a unique polynomial p(x) of degree less than or equal to 2n + 1 such that

p(zi) = f(=i), pl(a) = f'(xi), i=0,...,n
Proof. Let Li(x) denote the Lagrange polynomial of degree < n centered about the kth data

location,
n
T — Iy
L = :
o =TT (2=

1=0
i#£k

Define the polynomials

Hi(x) = (1 — 2L (z)(x — z3)) LE ()
Hy(z) = (x — 2) Li(x)

Note that both of these polynomials have degree < 2n + 1. Also

1, i=k

Hi(wi) = {o ik

These definitions and properties make it clear that H}, is associated with the function, and H k
is associated with the derivative at = = xy.
Define the polynomial

n

p(x) =Y flan)Hi(@) + Y f'(wr) Hy(x).
k=0

k=0
From the properties of Hy above, we have

plwi) = flae)Hi(w) + Y f () He(2i) = f(23)
k=0

k=0

p(wi) =Y flar)Hy(w:) + Y f () Hy(w:) = f'(w:)

k=0 k=0
for all i = 0,...,n. The polynomial p therefore interpolates all function and derivative values.
Uniqueness follows from the fundamental theorem of algebra. O
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As with our previous work with global interpolating polynomials, the Lagrange form is useful to
establish existence, but cumbersome to use in practice. The Hermite interpolating polynomial
is more efficiently computed and evaluated in Newton’s form using a divided difference table.
Before we start the table, we need to add another item to our understanding of divided differ-
ences:

Definition 11. Divided differences of the form f[z;, ;] are understood to be flx;, ;] = f'(z;).
We justify this definition by considering the usual divided difference

f(@it1) — f)

Tit+1 — X5

flzi, zipa] =

in the limit ;11 — x;. The divided difference in this limit is simply the definition of f(x;),

lim f[ﬂf“ .’1}‘i+1] = f[x“ :Z:Z] — lim f( ’L+1) f( ’L) '
Tit1—Tq Tij41—T4 xi+1 —x;

The divided difference table for Hermite interpolation is augmented from the previous version
to account for the addition of the derivative data :

r  f(x)

w0 flwo]
f[xo, zo]

ro  flwo] flzo, o, 1]
f[l‘o, 1‘1]

Ty flm] flxo, x1, 21]
flx1, x1]

z1 flo] flxy, z1, 20]
flx1, xo)

w2 flxo] flx1, z2, 2]
f[ajg, 372]

vy flzo] flxa, 2, 23]
f[xg, $3]

x3  flrs] flx2, 23, 23]
f[wg, 1'3]

r3  flzs] flxs, x3, 24
f[l’g, .1'4]

Ty flz4] flw3, 24, 24]
flzy, z4] :

rq  flad]

Example 11:  Hermite interpolation of f(z) =ze ™ on 0 < z < 4 with n =2
=>x0=0, 11 =2, 10 =4

Fi@) = (1—a)ee
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z  f(z)
0 0
70 =1
0 0 (e2-1)/2
e? (—3e72+1)/4
2 272 —e2 (e7* +4e72-1)/16
f1(2) = —e2 (e +e72)/4 (—9¢ ™% —4e724+1)/64
2 272 e —e%/2
2e 4 —e72 (=Te ™t +e72)/4
4 4e~? (=be ™% +e72)/2
F(4) = —3e
4 4e?
To write the polynomial, we introduce the sequence {2;} where 2, = x|3/9), k =0,...,2n+1:
{zk} = {z0, 0, 21,21, 2,22, ..., Tp_1Tp—1, Tpn, Tn}
2n+1 k—1
= Z flz0, 21,5 -« - 2k) (H(m — zz)>
k=0 i=0
The terms of this sum are
k=0: flz] = f(@o)
k=1: flzo0,21](z — 20) = f'(x0)(x — x0)
k=2: flzo,21,22](x — 20)(x — 21) = flzo, 20, 71](z — 0)?
E=3: flzo,21, 22, 23](x — 20)(x — 21)(x — 22) = flzo, 20, 71, 1] (z — 20)? (2 — 71)
k=4: flzo,...,24)(x — 20)(x — 21)(x — 22)(x — 23) = flzo, 20, 71, 71, 2] (2 — 20)%(z — 1)?
k=5: flzo,---,25)(x — 20)(x — 21) (7 — 20)(w — 23)(x — 2z1) = flwo, 0, 1,71, T2, ¥2)(x — 20)%(x — 1) (7 — 22)

Note that the coefficients are conveniently the top entry in each column of the divided difference
table. Plugging those values in, along with g =0, z; = 2, 22 = 4, we find

plz) = x—l—(e

21\ 5 (3721 , et +4de2-1
- = - -2 - - -
5 )x ( 1 )x(x )—l—( 16

23

) 22(5—2)2— (96_4 +644€_2 - 1) 22 (0—2)2 (z—4)



[l
n

Hermite interpolation, n
04 . ‘

0.35

0.3

0.25

0.15

0.1

0.05

Notes:

e Hermite interpolation can be very accurate, but the 2n 4+ 1 data points can be expensive
to use if n is large.

e Can we use this idea more efficiently?

4.1 Piecewise cubic Hermite interpolation

Definition 12. The Hermite cubic interpolant of f(x) on the interval a < x < b with n subin-
tervals

a=ro <1< < Tp1<xp=0>
is a function s that satisfies
1. s(x) coincides with a cubic polynomial s;(z) on each subinterval
2. s interpolates both f(z) and f’(x) at each data point
3. s(x) and §'(x) are continuous on a < z < b.

Note that there is no continuity condition imposed on s”(x), hence cubic Hermite splines are
not as smooth as natural cubic splines, but computing them requires less work.

Definition 13. The shape functions ¢(&) and () associated with cubic Hermite interpolation
are




T —x;

where the variable { is defined on each subinterval as §; = -

Tjt1 — T

Definition 14. Given f(z;) and f'(x;) for i = 0,...,n, the cubic Hermite interpolant is defined
on each subinterval of a < x < b to be

sj(x) = f(xj41) + ¢(&) (F(x5) = F(2541) + (@541 — 25) (W(E) ' (25) — (1 = &) ' (x541))

so that
s(x) = sj(z) for z; <z < xj4q, 7=0,....n—1

Notes:
e Unlike cubic splines, no linear system of equations has to be solved
e Only three function evaluations : ¢(&;), 1 (&;), and ¥ (1 —¢&;) are required to evaluate s;(z).

e Like any local method, still have to locate the interval j that contains the evaluation point
to begin

e If the function itself is not differentiable, it is better to use the less-smooth cubic Hermite
interpolation than cubic splines

e If you know the function you’re interpolating is smooth, splines will provide better accuracy
than cubic Hermite interpolation

Question 4: It’s great that Hermite interpolation is accurate and that piecewise cubic Hermite
interpolation is so fast, but what if we don’t have data about f’(z)? Can we still use these
ideas?

Example 12:  Compare Matlab’s piecewise cubic spline interpolation to its piecewise cubic
Hermite interpolation for the data given in the following table.

z |y
31
2| -1
1 -1
0|0
1)1
2|1
301
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15 .

""" R
O data i
— p/w Hermite
----- spline
_1 5 I I 1 I T
-3 -2 -1 0 1 2 3
clear

%% Cubic Hermite interpolation wvs. cubic spline interpolation

X = —3:3; % data locations
y =[-1,-1,-1, 0, 1,1,1]; % data wvalues

xe = —3:0.01:3; % evaluation domain

sHermite = pchip(x,y,xe); % cubic Hermite interpolation

sSpline = spline(x,y,xe); % cubic spline interpolation

% Note : read Matlab’s documentation to learn how the derivatives are
% estimated for the Hermite interpolation. It ’s more involved than a
% simple finite difference scheme — they wuse limiters (Math 572).

figure (1); clf;

plot (x,y, ko’ ,xe,sHermite, ’b—" xe,sSpline , 'r— ', MarkerSize’ ;10, 'LineWidth’ ,2);
set (gca, 'FontSize’ ,16);

legend ('data’,’p/w_.Hermite’, ’spline’, ’Location’, SouthEast’);

saveas (1, splineVsHermite.png’)
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