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Abstract—The stability of linear continuous-time systems with stochastic delay is investigated in this paper. The delay is assumed to be a piece-wise constant function of time such that it switches between finitely many different values stochastically. The stability of the stochastic system is assessed in terms of the convergence of the second moment of the state. Using infinite-dimensional solution operators, a stochastic linear map is constructed, allowing us to derive necessary and sufficient conditions of second moment stability. The discretization of the solution operators can be used to draw stability charts. An illustrative example is discussed to shed some light on the effects of stochastic delays on stability.

I. INTRODUCTION

The problem of the stability analysis and control design for systems with stochastic delays has been raised in many applications. For instance, in networked control systems, data are often transferred with random communication delay [1], [2]. In connected vehicle systems, the information from vehicles ahead is received at random times due to packet loss in wireless communication. Also, driver reaction time may change stochastically with time [3], [4]. Random delays also arise in gene regulatory networks since the execution times of transcription and translation processes are influenced by the noisy cell environment [5]–[7].

The stability analysis of discrete-time systems with stochastic delay has been investigated thoroughly in literature, e.g., [1], [2], [8], [9]. The stability analysis of linear and nonlinear continuous-time systems with stochastic delay has been studied using Lyapunov-based theorems [10]–[14]. Such theorems result in sufficient stability conditions that are typically very conservative. To avoid conservatism, we present necessary and sufficient stability conditions for continuous-time linear systems with stochastic delay. In [15] the authors derived necessary and sufficient conditions for some very specific stochastic delay variations. Indeed, the problem of the stability analysis of a continuous-time system with stochastic delay may be essentially different depending on the form of the delay variations as well as the definition of a “stable” system.

In this paper, we provide necessary and sufficient conditions for the second moment stability of linear continuous-time systems with stochastic delay. The delay trajectories are assumed to be piece-wise constant functions of time. The delay can assume finitely many values and switches between these values based on a fixed probability distribution. We derive the time evolution of the second moment of the state using infinite-dimensional solution operators. By calculating the spectral radii of these operators we construct necessary and sufficient conditions for stability. By discretizing the solution operators the stability conditions can be evaluated numerically allowing us to construct stability charts. The tools developed are demonstrated with a case study.

II. SOLUTION OPERATORS FOR SYSTEMS WITH STOCHASTIC DELAYS

We consider a linear system of the form

\[ \dot{x}(t) = ax(t) + bx(t - \tau(t)), \]

where the dot stands for differentiation with respect to time \( t \), \( x \in \mathbb{R}^n \), \( a, b \in \mathbb{R}^{n \times n} \), and the delay \( \tau(t) \) is a stochastic process. We assume that \( \tau(t) \in \{\tau_1, \tau_2, \ldots, \tau_J\} \), \( \forall t \geq 0 \) where \( 0 < \tau_1 < \tau_2 < \ldots < \tau_J \). The initial condition is given by

\[ x(\theta) = \phi(\theta), \quad -\tau_J \leq \theta \leq 0, \]

where \( \phi \in C([-\tau_J, 0], \mathbb{R}^n) \).

We assume that the trajectories of the delay are such that the delay remains constant in the time intervals \([kT, (k + 1)T)\), \( k = 0, 1, 2, \ldots \), and switches to new values (possibly the same value) at times \( t = kT \). We call \( T \) the delay holding time. The switches occur based on the probability distribution \( w = [w_1 w_2 \ldots w_J] \) where \( w_j \) is the probability of switching to the delay \( \tau_j \). Also, we assume that \( T < \tau_1 \). This assumption implies that the delay switching rate is relatively fast (with respect to the delay values). In Fig. 1, two sample trajectories of the delay \( \tau(t) \) as well as the corresponding trajectories of the state \( x(t) \) are exhibited. Since the probability distribution vector \( w \) is fixed at all switches, the switches are independent, identically distributed (i.i.d.). The goal is to study the stability of the trivial solution of (1,2). Throughout this paper, we study the convergence of the second moment \( \mathbb{E}[x(t)x^T(t)] \) to zero (as \( t \to \infty \)) as a measure of stability, where \( \mathbb{E} \) denotes the expected value and \( T \) denotes transpose. We refer to it as second moment stability (also known as mean-square stability). We will also give conditions for the convergence of the mean \( \mathbb{E}[x(t)] \) to zero along the way.

We start with constructing the solution operators for system (1,2). We recall that for the deterministic delay differential equation

\[ \dot{x}(t) = ax(t) + bx(t - \tau), \]

\[ x(\theta) = \phi(\theta), \quad -\tau \leq \theta \leq 0, \]

where \( a, b \in \mathbb{R}^{n \times n} \) and \( \tau \) is a constant delay. The stability of the stochastic system is assessed in terms of the convergence of the second moment of the state. We recall that for the deterministic delay differential equation

\[ \dot{x}(t) = ax(t) + bx(t - \tau), \]

\[ x(\theta) = \phi(\theta), \quad -\tau \leq \theta \leq 0, \]

where \( a, b \in \mathbb{R}^{n \times n} \) and \( \tau \) is a constant delay. The stability of the stochastic system is assessed in terms of the convergence of the second moment of the state. We recall that for the deterministic delay differential equation

\[ \dot{x}(t) = ax(t) + bx(t - \tau), \]

\[ x(\theta) = \phi(\theta), \quad -\tau \leq \theta \leq 0, \]
where \( \phi \in C([-\tau, 0], \mathbb{R}^n) \), the solution operator is defined by

\[
(\mathcal{T}(t)\phi)(\theta) = x(t) = x(t + \theta), \quad -\tau \leq \theta \leq 0, \quad t \geq 0.
\]

The operator \( \mathcal{T}(t) : C([-\tau, 0], \mathbb{R}^n) \to C([-\tau, 0], \mathbb{R}^n), \forall t \geq 0 \), is a bounded, linear operator and the family of operators \( \mathcal{T}(t), t \geq 0 \), is a strongly continuous semigroup [16].

Now consider the following \( J \) deterministic systems

\[
\dot{x}(t) = ax(t) + bx(t - \tau_j), \quad j = 1, \ldots, J
\]

with their respective solution operators \( \mathcal{T}_j(t) : C([-\tau_j, 0], \mathbb{R}^n) \to C([-\tau_j, 0], \mathbb{R}^n), \forall t \geq 0 \). Note that these operators have different domains due to different delay values. As mentioned above, in the stochastic system (1), along each interval \([kT, (k+1)T)\), \(k = 0, 1, 2, \ldots\), the delay is kept fixed; therefore, one of the \( J \) deterministic systems in (5) governs the evolution of system (1). Hence we consider the operators \( \mathcal{T}_j(T) \) that progress the solution \( T \) units of time forward, and extend their definitions such that they all have a common domain. For any \( \phi \in C([-\tau_j, 0], \mathbb{R}^n) \), we define

\[
\phi_j(\theta) := \phi(\theta), \quad -\tau_j \leq \theta \leq 0, \\
\phi_j \in C([-\tau_j, 0], \mathbb{R}^n), \quad j = 1, \ldots, J - 1
\]

and construct the following operators

\[
(Q_j\phi)(\theta) = \begin{cases} 
(\mathcal{T}_j(T)\phi)(\theta) & -T \leq \theta \leq 0 \\
\phi(\theta) & -\tau_j \leq \theta < -T 
\end{cases}, \quad j = 1, \ldots, J - 1,
\]

and

\[
(Q_j\phi)(\theta) = (\mathcal{T}_j(T)\phi)(\theta), \quad -\tau_j \leq \theta \leq 0,
\]

where \( Q_j : C([-\tau_j, 0], \mathbb{R}^n) \to C([-\tau_j, 0], \mathbb{R}^n), \forall j \in \{1, \ldots, J\} \). Note that the new operators \( Q_j \) are defined by augmenting the operators \( \mathcal{T}_j(T) \) with a shift. The operators \( Q_j \) can be used to describe the dynamics of (1).

From now on, we denote the space \( C([-\tau_j, 0], \mathbb{R}^n) \) by \( C \) in order to simplify the notation. Now suppose that the stochastic system (1) is realized up to the time \( t = kT \) and define the “state” of the system at \( t = kT \) as

\[
x_{kT}(\theta) = x(kT + \theta), \quad -\tau_j \leq \theta \leq 0,
\]

where \( x_{kT} \in C \). Let us assume \( \tau(t) = \tau_j \) in the time interval \([kT, (k+1)T)\) where \( \tau_j \) is one of the values in the set \( \{\tau_1, \ldots, \tau_J\} \). Using the solution operators (7)-(8), we can express the “state” at \( t = (k+1)T \) by

\[
x_{(k+1)T} = Q_j x_{kT}.
\]

Since the probability that \( \tau(t) = \tau_j \) in the time interval \([kT, (k+1)T)\) is \( w_j, j \in \{1, 2, \ldots, J\} \), one can form the following stochastic map

\[
x_{(k+1)T} = Q_k x_{kT},
\]

where \( Q_k : C \to C, x_{kT} \in C, \forall k \in \{0, 1, 2, \ldots\} \), and \( \tau_k = \tau_j \) with probability \( w_j, \forall j \in \{1, \ldots, J\} \), and \( \forall k \in \{0, 1, 2, \ldots\} \). In the next section, we study the stability of the trivial solution of (11), and we will show that the stability of (11) and (1) are equivalent.

### III. STABILITY ANALYSIS

In this section, we analyze the stability of (11). We first give a definition of exponential (or power) stability that is used in this paper. Then we provide two theorems, one for the stability of the mean and one for the stability of the second moment of (11). Finally, we show that the stability of (11) and (1) are equivalent.

**Definition 1.** System

\[
x_{k+1} = Q x_k,
\]

with \( Q : \mathbb{B} \to \mathbb{B} \), \( \mathbb{B} \) is a Banach space and initial condition \( x_0 \in \mathbb{B} \), where \( Q \) is a bounded, linear operator, is exponentially (or power) stable if for every \( x_0 \in \mathbb{B} \) there exist \( M \geq 1 \) and \( 0 \leq r < 1 \) such that

\[
\|x_k\| \leq M e^{kr}, \quad k = 0, 1, 2, \ldots
\]

holds; see [17].

The following lemma provides a classical result regarding the relationship between exponential stability and the spectral radius of operators (for example see Theorem 2.1 in [17]).

**Lemma 1.** Let \( \sigma(Q) \) denote the spectrum of \( Q \) and \( \rho(Q) \) the spectral radius of \( Q \), i.e.,

\[
\rho(Q) = \sup \{ |\lambda| : \lambda \in \sigma(Q) \}.
\]

Then system (12) is exponentially stable if and only if

\[
\rho(Q) < 1.
\]

Using Lemma 1, we can find the conditions of the stability of the mean of system (11). Taking the expected value of both sides of (11) we have

\[
\mathbb{E}[x_{(k+1)T}] = \mathbb{E}[Q_k x_{kT}].
\]

Due to the i.i.d. property of the delays, the delay in the time interval \([kT, (k+1)T)\) is independent of the delay and the state in the time interval \([k-1)T, kT)\). Therefore, the operator \( Q_k \), which only depends on the delay value in the
time interval \([kT,(k+1)T)\), is independent of \(x_{kT}\). Thus, from (16) we arrive at
\[
E[x(k+1)T] = E[Q_k]E[x_{kT}] .
\]
where \(E[Q_k] : \mathcal{C} \rightarrow \mathcal{C}\) is independent of \(x_{kT}\). Thus, from (16) we arrive at
\[
E[x(k+1)T] = E[Q_k]E[x_{kT}] .
\]
\(\mathcal{C}\) is independent of \(x_{kT}\) \(\otimes x_{kT}\) and we obtain
\[
E[x(k+1)T \otimes x(k+1)T] = E[(Q_k \otimes \epsilon Q_k) (x_{kT} \otimes x_{kT})] ,
\]
(31)
where \(x_{kT}\) is the \(\mathcal{C}\) valued \(\mathcal{C}\) vector space.

Next, we want to analyze the stability of the second moment of system (11). Corresponding to each deterministic map, there exists a unique bounded, linear operator \(Q_j \otimes \epsilon Q_j : \mathcal{C} \otimes \mathcal{C} \rightarrow \mathcal{C} \otimes \mathcal{C}\) such that \((Q_j \otimes \epsilon Q_j) (\phi \otimes \psi) = (Q_j \phi) \otimes (Q_j \psi)\) for every \(\phi, \psi \in \mathcal{C}\) (see Proposition 3.2 in [18]). Therefore, if \(\tau(t) = \tau_j\) in the time interval \([kT,(k+1)T)\), which means \(Q_k = Q_j\), then we have
\[
(Q_j \otimes \epsilon Q_j) (x_{kT} \otimes x_{kT}) = (Q_j x_{kT}) \otimes (Q_j x_{kT})
\]
(28)

Now, using (28), we can form the stochastic map
\[
x_{(k+1)T} \otimes x_{(k+1)T} = (Q_k \otimes \epsilon Q_k) (x_{kT} \otimes x_{kT}) ,
\]
(29)
where \(Q_k \otimes \epsilon Q_k = Q_j \otimes Q_j\) with probability \(w_j\), \(j \in \{1,\ldots,J\}\) and \(k \in \{0,1,2,\ldots\}\).

Taking the expected value of both sides of (29) we arrive at
\[
E[x_{(k+1)T} \otimes x_{(k+1)T}] = E[(Q_k \otimes \epsilon Q_k) (x_{kT} \otimes x_{kT})] .
\]
(30)

Due to independence of \(Q_k\) and \(x_{kT}\), \(Q_k \otimes \epsilon Q_k\) is independent of \(x_{kT} \otimes x_{kT}\) and we obtain
\[
E[x_{(k+1)T} \otimes x_{(k+1)T}] = E[Q_k \otimes \epsilon Q_k] E[(x_{kT} \otimes x_{kT})] ,
\]
(31)
where
\[
E[(Q_k \otimes_C Q_k)] = \sum_{j=1}^{J} w_j Q_j \otimes_C Q_j, \quad (32)
\]
and \(E[(Q_k \otimes_C Q_k)] : C \otimes_C C \to C \otimes_C C\) is a bounded, linear operator. Now we are ready to state a theorem that provides a necessary and sufficient condition for the exponential stability of the second moment of (11).

**Theorem 2.** Consider system (11) where the initial condition is given as
\[
x_0(\theta) = \phi(\theta), \quad -\tau_j \leq \theta < 0, \quad \phi \in C, \quad (33)
\]
and the probability of \(Q_k = Q_j\) is \(w_j, \forall j \in \{1, \ldots, J\}\) and \(\forall k \in \{0, 1, 2, \ldots\}\). Then there exist \(M \geq 1\) and \(0 \leq r < 1\) such that
\[
\sup_{i_1, i_2 = 1, \ldots, n} \mathbb{E}_t \left[ \left\| x_{kT}^{i_1}(t) x_{kT}^{i_2}(t) \right\|_2 \right] \leq M r^k \quad \text{for all } t \in [t_0, kT] \cup [kT, \infty), \quad (34)
\]
and
\[
\mathbb{E}_t \left[ x_{kT}^{i_1}(t) x_{kT}^{i_2}(t) \right] \leq M \rho k, \quad \text{for all } t \in [t_0, kT]. \quad (35)
\]

**Proof.** Applying Lemma 1 to (31), we can state that there exist \(M \geq 1\) and \(0 \leq r < 1\) such that
\[
\mathbb{E}_t \left[ \left\| x_{kT}^{i_1}(t) x_{kT}^{i_2}(t) \right\|_2 \right] \leq M r^k, \quad \forall k \in \{0, 1, 2, \ldots\} \text{ and if and only if }
\]
\[
\sup_{i_1, i_2 = 1, \ldots, n} \mathbb{E}_t \left[ x_{kT}^{i_1}(t) x_{kT}^{i_2}(t) \right] \leq M r^k, \quad (36)
\]
From (25), we have
\[
\mathbb{E}_t \left[ \left\| x_{kT}^{i_1}(t) x_{kT}^{i_2}(t) \right\|_2 \right] = \sup_{-\tau_j \leq \theta_1, \theta_2 \leq 0} \mathbb{E}_t \left[ x_{kT}^{i_1}(\theta_1) x_{kT}^{i_2}(\theta_2) \right] \quad (37)
\]
that completes the proof. \(\square\)

The condition (35) is a necessary and sufficient condition for the second moment stability of system (11). In the following, we show that the second moment stability of the trivial solution of (11) is equivalent to the second moment stability of system (1).

**Corollary 1.** Consider system (1)-(2) with the delay behavior as described in Section II. There exists \(M \geq 1\) and \(\omega > 0\) such that
\[
\sup_{i_1, i_2 = 1, \ldots, n} \mathbb{E}_t \left[ x^{i_1}(t) x^{i_2}(t) \right] \leq M e^{-\omega t}, \quad \forall t \geq 0, \quad (39)
\]
if and only if
\[
\rho \left( \sum_{j=1}^{J} w_j Q_j \otimes_C Q_j \right) < 1, \quad (40)
\]
where \(Q_j\)’s are given by (7)-(8).

**Proof.** Assume \(\rho \left( \sum_{j=1}^{J} w_j Q_j \otimes_C Q_j \right) < 1\). Then from Theorem 2, there exists \(M \geq 1\) and \(0 \leq r < 1\) such that (34) holds. For any \(t \geq 0\), there exists \(k \in \{1, 2, \ldots\}\), such that \((k-1)T < t < kT\). Thus, by choosing \(\theta_1 = \theta_2 = -kT + t\) in (34) and noting that \(x_{kT}(\theta) = x(kT + \theta)\), we have
\[
\sup_{i_1, i_2 = 1, \ldots, n} \mathbb{E}_t \left[ x^{i_1}(t) x^{i_2}(t) \right] \leq M r^k. \quad (41)
\]
Also, since \(t/k < k\), then \(r^k < r/t < e^{1/k \log r}\). Thus, (41) can be written as
\[
\sup_{i_1, i_2 = 1, \ldots, n} \mathbb{E}_t \left[ x^{i_1}(t) x^{i_2}(t) \right] \leq M e^{-\omega t}, \quad \forall t \geq 0, \quad (42)
\]
where \(\omega = -\frac{1}{k} \log r\).

To show the reverse, assume that there exists \(M \geq 1\) and \(\omega > 0\) such that (39) holds. For any \(k \in \{1, 2, \ldots\}\), consider the interval \([kT - \tau_j, kT]\). From (39), we have
\[
\mathbb{E}_t \left[ x^{i_1}(kT - t) x^{i_2}(kT + t) \right] \leq M e^{-\omega t}, \quad (43)
\]
\[\forall t \in [kT - \tau_j, kT] \text{ and } i \in \{1, \ldots, n\}. \text{ Let } \theta = -kT + t \text{ and observe that since } t \geq kT - \tau_j, \text{ then } e^{-\omega t} \leq e^{-\omega t(kT - \tau_j)} = e^{\omega \tau_j (e^{-\omega})^k}. \text{ Therefore, (43) can be written as}
\[
\mathbb{E}_t \left[ x^{i_1}(kT) x^{i_2}(kT) \right] \leq M r^k, \quad (44)
\]
\[\forall \theta \in [-\tau_j, 0] \text{ and } i \in \{1, \ldots, n\}, \text{ where } M = M e^{\omega \tau_j} \text{ and } r = e^{-\omega T}. \text{ Now using Cauchy-Schwarz inequality, we have}
\[
\mathbb{E}_t \left[ x^{i_1}(kT) x^{i_2}(kT) \right] \leq \left( \mathbb{E}_t \left[ (x^{i_1}(kT))^2 \right] \right) \left( \mathbb{E}_t \left[ (x^{i_2}(kT))^2 \right] \right)^{\frac{1}{2}} \quad (45)
\]
\[\forall \theta \in [-\tau_j, 0] \text{ and } i \in \{1, \ldots, n\}, \ell = 1, 2. \text{ Using (44) in (45) we have}
\[
\mathbb{E}_t \left[ x^{i_1}(kT) x^{i_2}(kT) \right] \leq M r^k, \quad (46)
\]
\[\forall \theta \in [-\tau_j, 0] \text{ and } i \in \{1, \ldots, n\}, \ell = 1, 2, \text{ which implies}
\[
\sup_{i_1, i_2 = 1, \ldots, n} \mathbb{E}_t \left[ x^{i_1}(kT) x^{i_2}(kT) \right] \leq M r^k, \quad (47)
\]
\[\forall k \in \{0, 1, 2, \ldots\}. \text{ Using Theorem 2, (47) implies}
\[
\rho \left( \sum_{j=1}^{J} w_j Q_j \otimes_C Q_j \right) < 1. \quad (48)
\]
\(\square\)

**Remark 1.** In our formulation in Section II, we assumed that the initial condition of system (1) is given. All results of the paper are also applicable in the case when the initial condition (the function \(\phi \in C\)) is stochastic, as long as \(||\mathbb{E}[\phi]||_{\sup} \text{ and } \sup_{-\tau_j \leq \theta_1, \theta_2 \leq 0} \mathbb{E}[\phi^{i_1}(\theta_1) \phi^{i_2}(\theta_2)] \text{ exist.}

In practice, condition (21) of Theorem 1 and condition (35) of Theorem 2 cannot be investigated directly due to the infinite-dimensional nature of the relevant operators. Therefore, in the next section, we provide finite-dimensional versions of conditions (21) and (35).
IV. FINITE-DIMENSIONAL APPROXIMATIONS

There are a number of time-discretization techniques that can be used to obtain a finite-dimensional representation of the solution operator of a delay differential equation, such as the techniques proposed in [19] and [20]. Using such techniques, one can obtain finite-dimensional matrices $Q_j$ as approximations of the infinite-dimensional operators $Q_j$ defined by (7)-(8). Assume here that, after using a time-discretization technique, we obtain the finite-dimensional map

$$X_{k+1} = Q_k X_k,$$  \hspace{1cm} \text{(49)}

as an approximation of the infinite-dimensional map (11), where $Q_k \in \mathbb{R}^{N \times N}$ and $X_k \in \mathbb{R}^N$ for some $N \in \mathbb{N}$ that is a parameter of the discretization scheme. Similar to (11), we have $Q_k = Q_j$ with probability $w_j$, $\forall j \in \{1, \ldots, J\}$ and $\forall k \in \{0, 1, 2, \ldots\}$.

Taking the expected value of both sides of (49) and using independence of $Q_k$ and $X_k$, we have

$$\mathbb{E}[X_{k+1}] = \mathbb{E}[Q_k] \mathbb{E}[X_k],$$  \hspace{1cm} \text{(50)}

where

$$\mathbb{E}[Q_k] = \sum_{j=1}^{J} w_j Q_j,$$  \hspace{1cm} \text{(51)}

which is a finite-dimensional version of (18).

Now we take the Kronecker product of each side of (49) with itself since the Kronecker product is the finite-dimensional version of the tensor product in infinite-dimensional spaces. We have

$$X_{k+1} \otimes X_{k+1} = Q_k X_k \otimes Q_k X_k = (Q_k \otimes Q_k)(X_k \otimes X_k)$$  \hspace{1cm} \text{(52)}

where $X_k \otimes X_k \in \mathbb{R}^{N^2}$, $Q_k \otimes Q_k \in \mathbb{R}^{N^2 \times N^2}$, and $Q_k \otimes Q_k = Q_j \otimes Q_j$ with probability $w_j$, $\forall j \in \{1, \ldots, J\}$ and $\forall k \in \{0, 1, 2, \ldots\}$. Taking the expected value of both sides of (52) and using the independence of $Q_k$ and $X_k$, we arrive at

$$\mathbb{E}[X_{k+1} \otimes X_{k+1}] = \mathbb{E}[(Q_k \otimes Q_k)] \mathbb{E}[(X_k \otimes X_k)],$$  \hspace{1cm} \text{(53)}

where

$$\mathbb{E}[(Q_k \otimes Q_k)] = \sum_{j=1}^{J} w_j Q_j \otimes Q_j,$$  \hspace{1cm} \text{(54)}

which is a finite-dimensional version of (32).

From (50), we know that $\mathbb{E}[X_k]$ exponentially converges to zero if and only if

$$\rho(\mathbb{E}[Q_k]) < 1.$$  \hspace{1cm} \text{(55)}

Therefore, to investigate the stability of the mean of system (1), one can use (55) in lieu of (21) as an approximation.

Similarly, from (52), we know that $\mathbb{E}[X_k \otimes X_k]$ exponentially converges to zero if and only if

$$\rho(\mathbb{E}[Q_k \otimes Q_k]) < 1.$$  \hspace{1cm} \text{(56)}

Thus, to investigate the stability of the second moment of (1), one can use (56) in lieu of (35) as an approximation. Note that in the finite dimensional setting, the second moment is usually represented with the matrix $\mathbb{E}[X X^T]$ rather than $\mathbb{E}[X \otimes X]$ that we used above. However, the elements of $\mathbb{E}[X X^T]$ are in a one-to-one correspondence with the elements of the vector $\mathbb{E}[X \otimes X]$ as we have $\mathbb{E}[X \otimes X] = \text{vec}(\mathbb{E}[X X^T])$ where vec is an isometric isomorphism that puts the columns of a matrix below one another.

We know that the leading eigenvalues of the matrix $Q_j$ approximate the leading eigenvalues of the operator $Q_j$ and by decreasing the time step of the time-discretization technique, the approximation error can be made arbitrarily small (see for example [20] for details about the convergence of discretization techniques). Although, by making the time step small, the size of matrices $Q_j \otimes Q_j$ grow quickly putting a limit on the smallest value that can be used for the time step due to hardware limitations. The speed of the convergence of the eigenvalues depends on the parameters of the discretization method used. Conditions (55) and (56) are finite-dimensional approximations of conditions (21) and (35), respectively, as (50) and (53) are finite-dimensional versions of (17) and (31). Thus, the stability regions obtained based on conditions (55) and (56) will converge to those based on conditions (21) and (35) while the convergence properties follow those of the discretization method used. In practice, we gradually decrease the time step to observe the convergence of the stability charts.

V. AN EXAMPLE

In this section, we provide an example to illustrate the effects of stochastic delay on the stability. Consider a second order linear system with delayed feedback

$$\dot{x}(t) = ax(t) + b_1 u(t - \tau(t)), \hspace{1cm} \text{(57)}$$

where $x = [x_1 \ x_2]^T \in \mathbb{R}^{2 \times 1}$, $u \in \mathbb{R}$, and

$$a = \begin{bmatrix} 0 & 1 \\ -a_2 & -a_1 \end{bmatrix}, \hspace{0.5cm} b_1 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}. \hspace{1cm} \text{(58)}$$

The control law is

$$u = [-k_1 \ -k_2 \ x], \hspace{1cm} \text{(59)}$$

with $k_1$ and $k_2$ as control gains. This example can for instance represent the position control of a mass-spring-damper system with delays in the feedback channel. Note that the pair $a, b_1$ is in the canonical reachable form and that the closed-loop system takes the form of (1) with

$$b = \begin{bmatrix} 0 & 0 \\ -k_1 & -k_2 \end{bmatrix}. \hspace{1cm} \text{(60)}$$

Assume $\tau(t)$ is chosen from the set $\{0.7, 0.85, 1, 1.15, 1.3\}$ according to a uniform probability distribution $w_j = \frac{1}{5}$, $\forall j = 1, \ldots, 5$ and the holding time is $T = 0.5$.

In this example, we use the semi-discretization technique that is proposed in [19] (see Section 3.2 of [19] for details) with time step $\Delta t = 0.03125$ to obtain the finite-dimensional
matrix approximations $Q_j, j = 1, \ldots, 5$. We need to check condition (56), i.e.,
\[
\rho\left(\sum_{j=1}^{5} w_j Q_j \otimes Q_j\right) < 1,
\]
(61)
for the stability of the second moment of system (57)-(59). Let us pick $(k_1, k_2) = (-1.5, -0.5)$ as an example and look for a region in the $(a_1, a_2)$-plane where the closed-loop system is stable. In Fig. 2(a) the red curve shows the second moment stability boundary of (57)-(59). For comparison, the blue curve in Fig. 2(b) shows the stability boundary for the same system with a deterministic fixed delay at $\tau = 1$ which is the average of the delay values in the stochastic system. These results demonstrate that the stochasticity in the delay can change the region of stability significantly.

VI. CONCLUSION

A method for analyzing the stability of linear continuous-time systems with stochastic delay was proposed when the delay could switch between different, but finitely many values stochastically. The system was said to be stable if the second moment, that was defined properly, converged to zero as time went to infinity. Suggested by the form of the delay variations, a linear map was constructed using solution operators that were defined for the stochastic delayed system. Then using the tensor products of linear infinite-dimensional maps the time evolution of the second moment was characterized. The stability criteria were obtained as necessary and sufficient conditions that could not be derived using Lyapunov-based theorems. An example showed that the stochastic delay changed the stability boundaries significantly compared to the deterministic system with the average delay. The model proposed in this paper may be generalized to the case where there are many delays in the system, often referred to as a distributed delay system, while each delay can be stochastic.
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