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Abstract—The concept of utilizing vehicle-to-everything (V2X) connectivity to improve the resilience of automated vehicles in an environment where optical sensors may not provide reliable data is investigated. Longitudinal and lateral controllers are designed to enable a connected automated vehicle (CAV) to utilize V2X information from nearby connected human-driven vehicles (CHVs). The linear stability of the controllers is investigated theoretically while taking into account the time delays in the feedback loops. Novel performance measures are introduced to quantify the plant and string stability properties of the longitudinal controller from experimental data. The stability of the lateral controller is also evaluated in lane-keeping experiments. The robustness of the designed controllers against latency is demonstrated and the performance of the overall systems is showcased experimentally using real vehicles on a test track.
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I. INTRODUCTION

AUTOMATED vehicles (AVs) are expected to enter our roadways soon but there are still some hurdles to overcome before large-scale AV deployments are possible [1]. One particular challenge is to operate these vehicles in a large variety of different lighting and weather conditions [2], in a way that matches the capabilities of human-driven vehicles. For instance, when driving in low-visibility scenarios caused by poor lighting and/or adverse weather conditions, an automated vehicle may have difficulties in identifying lane markings and in recognizing other vehicles by using its optical sensors (cameras, lidars); see Fig. 1(a). In such circumstances, human drivers typically use a variety of cues to operate the vehicle. Particularly, humans often utilize the trajectories of nearby vehicles as guidance in order operate the vehicle in dark and/or rainy conditions; see the experimental trajectories in Fig. 1(b). This ability to follow other vehicles’ trajectories gives resilience to human drivers - they can still operate despite inclement conditions.

Automated vehicles may build up similar resilience against optical sensor failures with the help of wireless vehicle-to-everything (V2X) communication, which allows them to collect motion information from other road participants [3]. V2X communication operates independent of lighting conditions and weather changes have minimal effect on it [4]. In particular, information about the motion of other vehicles can be collected via vehicle-to-vehicle (V2V) communication. Standardized messages, like the basic safety message (BSM) [5], [6], allow vehicles to share their GPS position, speed and heading...
angle with each other. When a human-driven vehicle is equipped with a V2X device we refer to it as a connected human-driven vehicle (CHV), while when the vehicle is automated we refer to it as a connected automated vehicle (CAV).

For high penetrations of CAVs, the benefits of connectivity are clear. Motion coordination of CAVs in vehicle platoons [7], lane change maneuvers [8] and highway merges [9], [10] can be accomplished, which leads to smooth traffic flow without congestion. However, in the near future, the penetration of CAVs is expected to remain low, while the penetration of CHVs is expected increase significantly. Hence, a CAV may utilize V2V information from nearby CHVs to make decisions and to plan and control its motion [11], [12]. In our study, the CAV performs communication-based longitudinal control, often referred to as connected cruise control (CCC) [13], and this is augmented with communication-based lateral control. Both controllers utilize V2V communication similarly to the scenario investigated in [14], where numerical simulations were applied to a simplified vehicle model without taking into account the time delay in the control loops. Here, we present both theoretical and experimental results while utilizing advanced mechanical models and demonstrate the robustness of the designed controllers against time delay.

To demonstrate the feasibility of V2X communication-based motion control, in this paper, we focus on developing controllers for CAVs that can utilize V2V information from a CHV ahead in highway driving scenarios; see Fig. 1. We demonstrate both theoretically and experimentally the feasibility of controlling a CAV based on the received data when information from optical sensors is not available. We take into account the delay arising from intermittent communication, on-board computation, state estimation, and actuation [15]. The corresponding longitudinal and lateral controllers are designed to be robust against delays, and their performance is validated experimentally using a real CAV and a CHV. We introduce performance metrics that quantify stability and disturbance attenuation properties based on the experimentally recorded time signals. These metrics are used to verify the theoretical results and to fine tune controllers. The combined application of the longitudinal and lateral controllers is tested by performing lane changes while following a CHV; similar to the one in Fig. 1(b) that was accomplished by a human driver.

The rest of the paper is organized as follows. In Section II the architecture of the controller is laid out and the test environment is described. The longitudinal and lateral control designs are shown in Sections III and IV, respectively. The experimental results showcasing the combined performance of the controllers are presented in Section V. Finally, we conclude our results and lay out future research directions in Section VI.

II. CONTROL STRATEGY AND EXPERIMENTAL SETUP

In this section, we describe our control strategy aimed at highway driving scenarios. The physical layout of the connected vehicle system is explained and the key quantities obtained via GPS sensors and V2X communication are spelled out. Also, we describe our experimental conditions and the vehicles participating in the experiments. The role of the latency, that occurs due to intermittent communication, state estimation, on-board computation, and actuation, will be explained in detail.

Fig. 2(a) shows a scenario where the brown connected human-driven vehicle (CHV) is followed by the white connected automated vehicle (CAV) along a road (of small curvature). The center points of the rear axles of the vehicles (marked R1 and R) are used to describe the location of the cars; see the green and black trajectories. The corresponding path coordinates along the road are denoted by s1 and s, while the velocities of the points are denoted by vR1 and vR.

Both vehicles are equipped with GPS devices (mounted above the rear axle center points) and with V2X communication devices. Thus, the CAV can have access to the GPS position of point R1 and the velocity vR1 (both its magnitude that is referred to as the speed as well as its direction that is called the heading angle); see Fig. 2(b). Comparing these with the GPS position of point R and the velocity vR, the CAV can calculate the direct distance d, the lateral distance dlat, and the course angle difference \( \Delta \theta \) highlighted in Fig. 2(b). These quantities will be utilized when controlling the CAV’s motion in order to follow the trajectory of the CHV. In particular, we will construct a longitudinal controller which uses the direct distance d and as well as the speeds of the vehicles \((|v_R|, |v_{R1}|)\), and construct a lateral controller that uses the lateral distance dlat and the course angle difference \( \Delta \theta \).

For simplicity, we design the longitudinal and lateral controllers separately. However, we demonstrate that using these controllers simultaneously enables the CAV to follow the trajectory of the CHV while keeping a safe distance.
In order to prove the feasibility of V2X communication-based motion control, we experimentally validate the longitudinal and lateral controllers. We also demonstrate the performance of the CAV when the controllers are applied simultaneously. The vehicles, the V2X hardware, and the test environment are shown in Fig. 3. Both vehicles in panel (a) are equipped with commercial V2X communication devices which are shown in panel (b). These allow us to collect GPS data from both vehicles. In case of the CAV, detailed vehicle data is also collected from the CAN bus and the on-board software allows us to control the throttle, the brakes, and the steering. Panels (c) and (d) show the Mcity test track highlighting some representative routes used when testing the longitudinal and lateral controllers, respectively. The color code indicates whether the vehicles accelerate (green), maintain steady speed (blue), or brake (red).

One significant difference of sensor-based and V2X communication-based control is how data collected, processed and used for control. When using on-board sensors, an automated vehicle typically collects data with high frequency and updates the control commands frequently (typically every 0.01-0.02 seconds). On the other hand, V2X data is only transmitted in every 0.1 seconds in order to maintain the bandwidth of the communication system for large number of connected vehicles [6]. This, together with the scheduling algorithms used for sending V2X packets and the computation time of the on-board computers, lead to 0.1-0.2 seconds delay between collecting the data at the CHV and utilizing this data in the control algorithms of the CAV. Moreover, GPS devices typically only take satellite data every 1 s and generate the data of 0.1 s resolution by applying state estimators (e.g., Kalman filters). Finally, the throttle, brake, and steering systems also contain actuation delays about 0.2-0.4 seconds. These effects together result in an effective latency of 0.6-1.0 seconds in the control loops. We will incorporate this delay in our control design and construct controllers that are robust against latency. Although the time delays in the control loops may vary in time, e.g., packet loss in the V2X communication can happen in a random fashion, we consider constant time delays for simplicity. Readers are referred to [16]–[18], where packet losses in connected cruise control and the time-varying delay in vehicle platooning are considered.

We will show experimentally that in spite of the significant delay and GPS errors the CAV is able to perform the required maneuvers when driving in a highway environment. In particular, it is able to follow the CHV’s trajectory while keeping a safe distance. In the following sections, we provide the details of the longitudinal and lateral controllers before demonstrating the combined performance via connected lane change maneuvers.

### III. Longitudinal Control Design and Validation

The objective of the longitudinal controller is to enable the CAV to follow the CHV at a safe distance. Apart from avoiding collisions, we also require that the CAV attenuates the velocity disturbances of the CHV. To achieve these goals, the CAV will use the direct distance $d$, the speed of the CHV $|v_{R1}|$ and its own speed $|v_R|$; see Fig. 2(b). These goals are formulated mathematically and the designed controller is validated experimentally. We establish performance metrics for stability and disturbance attenuation that can be obtained by processing the experimental signals and allow us to fine tune the controller.

In order to simplify the modeling, one may notice that when the two vehicles are aligned, the speeds are well approximated by the derivatives of the path coordinates $s$ and $s_1$, i.e., $|v_R| \approx \dot{s}$ and $|v_{R1}| \approx \dot{s}_1$. Moreover, when the lateral distance between
the vehicles is small, one can approximate the direct distance as \( d \approx s_1 - s \); see Fig. 4(a). When designing the controller, we will use the space headway defined as \( h = d - \ell_c \approx s_1 - s - \ell_c \) where the effective vehicle length \( \ell_c \) is determined based on the geometry of the vehicles. Below, we use \( \ell_c = 5 \) m.

Based on these simplifications, the longitudinal control problem turns into the specific connected cruise control (CCC) problem where the CAV utilizes information from the CHV immediately ahead [19, 20]. Here we build on these prior works, and we apply the longitudinal controller developed in [13], but we provide more details about the experimental evaluation of plant and string stability properties. In particular, we find the optimum control gains that provide the fastest decay of transients and establish performance indices that allow us to evaluate plant and string stability experimentally.

### A. Vehicle Dynamics and Control Design

Neglecting drag, rolling resistance, road grade and drive train dynamics, the longitudinal motion of the CAV can be modeled by using the path coordinates and speed as

\[
\begin{align*}
\dot{s} &= v, \\
\dot{v} &= \text{sat}(u(t - \tau_1)),
\end{align*}
\]

where \( s \) denotes the longitudinal position and \( v \approx |v_{R1}| \) denotes the speed of the connected automated vehicle, \( u \) is the commanded acceleration, and \( \tau_1 \) represents the overall delay due to communication, computation, state estimation and actuation. We remark that, in case of the longitudinal dynamics, state estimation is typically accurate and the corresponding effective delay is negligible. On the other hand, the actuation delay can be significant, especially for vehicles with internal combustion engines, and this typically dominates \( \tau_1 \). For the CAV used in this paper, we experimentally identified \( \tau_1 \approx 0.6 \) s. The saturation function \( \text{sat}(\cdot) \), wrapped around the commanded acceleration, corresponds to the physical limitations of the engine and the brakes and saturates around \(-7 \) m/s\(^2\) and \(3 \) m/s\(^2\) for our CAV according to the experiments.

The longitudinal controller commands the acceleration according to

\[
u = \alpha (V(h) - v) + \beta (W(v_1) - v),
\]

where \( \alpha \) and \( \beta \) are feedback gains while the range policy \( V(h) \) and the speed policy \( W(v_1) \) are considered to be piece-wise linear functions where \( v_1 \approx |v_{R1}| \). The range policy shown in Fig. 4(b) is taken from [13] and it is given by

\[
V(h) = \begin{cases} 
0, & \text{if } h \leq h_{st}, \\
\kappa (h - h_{st}), & \text{if } h_{st} < h < h_{go}, \\
v_{\max}, & \text{if } h \geq h_{go},
\end{cases}
\]

where \( h_{st} \) is the headway distance below which the vehicle intends to stop, while above \( h_{go} \) the vehicle maintains the maximal speed \( v_{\max} \). Between these headway distances, the range policy is determined by the slope \( \kappa = \frac{V_{\max}}{h_{go} - h_{st}} \). In this paper, we will use \( \kappa = 0.6 \) 1/s which was chosen based on the comfort of the human occupants riding the CAV. The speed policy

\[
W(v_1) = \begin{cases} 
v_1, & \text{if } v_1 \leq v_{\max}, \\
v_{\max}, & \text{if } v_1 > v_{\max},
\end{cases}
\]

in order to select the gain parameters \( \alpha \) and \( \beta \) in the controller (2), we investigate how the CAV responds to the motion of the CHV in different scenarios. In particular, we study its transient and steady state responses in order to maximize safety and disturbance attenuation. The corresponding mathematical terms are referred to as plant stability and string stability [19] as explained further below.

To quantify plant and string stability, we linearize the closed loop system (1,2) about the constant speed motion. In case of small perturbations, the saturation function in (1) and the non-smooth characteristics of the range and speed policies in (2) can be omitted and the linearized system can be expressed as

\[
\begin{bmatrix} \dot{s} \\ \dot{v} \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \dot{s} \\ \dot{v} \end{bmatrix} + \begin{bmatrix} 0 & 0 \\ -\alpha \kappa & -(\alpha + \beta) \end{bmatrix} \begin{bmatrix} \dot{s}(t - \tau_1) \\ \dot{v}(t - \tau_1) \end{bmatrix} + \begin{bmatrix} 0 \\ \alpha \kappa \\ \beta \end{bmatrix} \begin{bmatrix} \dot{s}_1(t - \tau_1) \\ \dot{v}_1(t - \tau_1) \end{bmatrix},
\]

where the variables \( \dot{s} = s - v^* t, \dot{v} = v - v^* \), \( \dot{s}_1 = s_1 - v^* t - h^* - \ell_c \), \( \dot{v}_1 = v_1 - v^* \) denote the perturbations about the equilibrium speed \( v^* (0 < v^* < v_{\max}) \) and headway \( h^* = v^{-1}(v^*) \). Using the speed perturbation of the CHV \( \dot{v}_1 \) as input and the speed perturbation of the CAV \( \dot{v} \) as output, we take the Laplace transform of (5) to derive the transfer function

\[
H(\lambda) = \frac{\beta \lambda + \alpha \kappa}{\lambda^2 \alpha \kappa + (\alpha + \beta) \lambda + \alpha \kappa}.
\]
Plant stability (asymptotic stability of the equilibrium without external disturbance) can be investigated based on the characteristic function

\[ D(\lambda) = \lambda^2 e^{\lambda \tau_1} + (\alpha + \beta) \lambda + \alpha \kappa, \tag{7} \]

that is given by the denominator of \( H(\lambda) \). Here, we say the equilibrium is plant stable if and only if all the characteristic roots (obtained by solving the characteristic equation \( D(\lambda) = 0 \)) have negative real parts, i.e., \( \text{Re} \lambda_i < 0, i = 1, 2, \ldots \). A stronger plant stability condition can be obtained by requiring that all roots have real parts smaller than \( \delta \), that is, \( \text{Re} \lambda_i < \delta, i = 1, 2, \ldots \).

To find the corresponding boundaries in parameter space we substitute \( \lambda = \delta + i \Omega \) into (7). When a real characteristic root is considered (\( \Omega = 0 \)), we obtain a line in the plane of the control gains given by

\[ \alpha = -\frac{\delta}{\delta + \kappa} (\beta + \delta e^{\delta \tau_1}) . \tag{8} \]

In case of complex conjugate roots (\( \Omega > 0 \)), one may obtain a curve in the form

\[
\begin{align*}
\alpha &= \frac{\beta^2 + \Omega^2}{\kappa \Omega} e^{\delta \tau_1} \left( \delta \sin(\Omega \tau_1) + \Omega \cos(\Omega \tau_1) \right), \\
\beta &= -e^{\delta \tau_1} \left( \frac{\delta^2 - \Omega^2}{\Omega} \sin(\Omega \tau_1) + 2\delta \cos(\Omega \tau_1) \right) - \alpha,
\end{align*}
\tag{9}
\]

which is parametrized by the frequency \( \Omega \). The plant stable domain is bounded by (8) and (9). As \( \delta \) is decreased, the corresponding domain shrinks in the \((\alpha, \beta)\) plane as illustrated in Fig. 5(a) for \( \kappa = 0.6 \) 1/s (corresponding to \( h_{st} = 5 \) m, \( h_{gp} = 55 \) m, \( v_{max} = 30 \) m/s in accordance with the setup used in [13]) and \( \tau_1 = 0.6 \) s (that was identified experimentally to our CAV).

Having gain parameters that ensure plant stability for smaller real parts is considered to be beneficial for safety as it allows transients to decay most rapidly. Based on the topology of the curves given by (8) and (9) the minimum real part of the rightmost root can be calculated analytically:

\[ \delta_{\text{min}} = \frac{\sqrt{2} - 2}{\tau_1} . \tag{10} \]

This corresponds to the optimal control gains

\[
\begin{align*}
\alpha_{\text{opt}} &= \frac{10\sqrt{2} - 14}{\kappa \tau_1^2} e^{\sqrt{2} - 2} \approx 0.0791, \\
\beta_{\text{opt}} &= \frac{2\sqrt{2} - 2}{\tau_1} e^{\sqrt{2} - 2} - \alpha_{\text{opt}} \approx 0.4611 - \alpha_{\text{opt}},
\end{align*}
\tag{11}\]

which are marked by the green square in Fig. 5(a). We remark that selecting the control gains as above may not formally guarantee collision avoidance. Such guarantees need to take into account the acceleration limits of the CHV and the CAV; cf. the saturation in (1). Then one may utilize barrier functions [21], [22] or formal verification [23] to ensure safety.

String stability (attenuation of speed fluctuations of the leading car by the following car, see also [24]–[26]) can also be determined by using the transfer function (6). Namely, the system is declared string stable if the magnitude of the transfer function is below 1 for any harmonic excitation, i.e., \(|H(\omega)| < 1, \forall \omega > 0\); see [19], [20]. Again, our goal is to turn this condition to a stability chart on the plane of feedback gains \( \alpha \) and \( \beta \). As shown in [20], the string stability loss at \( \omega = 0 \) is given by \(|H''(0)| = 0\) since \(|H(0)| = 1\) and \(|H'(0)| = 0\) for all parameter combinations. This results in the lines

\[ \alpha = 0, \quad \alpha = 2(\kappa - \beta) . \tag{12} \]

When the string stability loss occurs for \( \omega = \hat{\omega} > 0 \), the string stability conditions are given by \(|H(\hat{\omega})| = 1, |H'(\hat{\omega})| = 0\).
These result in the curves
\[
\begin{align*}
\alpha &= a \pm \sqrt{a^2 + b}, \\
\beta &= \alpha k \beta_1 \sin(\omega \beta_1) - \alpha,
\end{align*}
\] with
\[
\begin{align*}
a &= \frac{\dot{\omega}(\kappa \beta_1 - 1) + \kappa \sin(\omega \beta_1) \cos(\omega \beta_1)}{(2k \beta_1 - 1) \sin(\omega \beta_1) - \omega \beta_1 \sin(\omega \beta_1)}, \\
b &= \frac{\dot{\omega}^2 (\sin(\omega \beta_1) - \omega \beta_1 \cos(\omega \beta_1))}{(2k \beta_1 - 1) \sin(\omega \beta_1) - \omega \beta_1 \sin(\omega \beta_1)},
\end{align*}
\] which are parametrized by the angular frequency \( \dot{\omega} \). The string stable domain is bounded by (12) and (13) as shown in Fig. 5(b) for \( \kappa = 0.6 \) 1/s and three different delays values \( \beta_1 = 0.6, 0.65, 0.7 \) s. Notice that the string stable domain shrinks as the delay is increased, and it disappears for \( \beta_1 > 1/(2\kappa) \); see [20]. Selecting feedback gains that are included in the string stable domains for larger delays would allow the CAV to attenuate the velocity fluctuations of the CHV in a robust manner; see [27].

**B. Experimental Validation**

In order to validate the theoretical design and tune the feedback gains, we carried out a set of experiments with the vehicles described in Section II. In these experiments, the CAV followed the CHV along the route shown in Fig. 3(c) according to a specific speed profile. Namely, the human driver of the leading vehicle performed a driving cycle where steady state speed was maintained over four separate time intervals (blue segments in Fig. 3(c)) and these sections were connected by accelerating the decelerating maneuvers (green and red segments in Fig. 3(c)). During the experiments, the connected automated vehicle used the controller (2) to govern its longitudinal motion whilst being steered by a human operator. For each lap we set a certain gain pair \( \alpha \) and \( \beta \), and collected the GPS positions and velocities of the two vehicles throughout the test.

Experimental results for two different gain setups (Case I and Case II) are shown in Fig. 6. The speed and the headway profiles are plotted in panels (a)-(b) and (c)-(d), respectively. As depicted by the green curves in Fig. 6(a,b), first, the CHV accelerates from a stop to 15 mi/hr and holds it in the first steady speed section (shaded gray). In the second, third, and fourth steady speed sections, it keeps its speed at 30, 10 and 20 mi/hr, respectively. At the end of the lap, the vehicles come to a halt. Observe that the evolution of the speed and headway of the CAV clearly depends on the applied control gains. In particular, the time signals of Case I are smoother; signals of Case II exhibit undesired vibrations.

In order to select the gains that provide the best longitudinal performance for the CAV, we use two criteria. To maintain safety, we want the CAV to be able drop its speed fast enough when the CHV is dropping its speed. Hence, our first measure of longitudinal performance uses the instantaneous time-to-collision
\[
T(t) = \frac{h(t)}{v(t) - v_1(t)},
\] which is the time needed to avoid collision if the speeds of the vehicles are kept constant. We define the collision index
\[
C_T(\alpha, \beta) = \frac{1}{t_{end} - t_{ini}} \int_{t_{ini}}^{t_{end}} \text{ReLU}(T_c - T(t)) \, dt,
\] where \( \text{ReLU}(x) = \max\{0, x\} \) and \( t_{ini} \) and \( t_{end} \) represent the start and end times of the run. Also, \( T_c \) denotes a threshold for time to collision below which we consider the car following to be unsafe. For our purposes, we set \( T_c = 2 \) s. Larger values of \( C_T \) indicate that the following connected automated vehicle gets closer to colliding with the connected human-driven vehicle ahead, and thus, constitutes an undesirable design.

We also desire that the CAV attenuates the velocity perturbations that is beneficial for fuel economy [28] and congestion avoidance [29]. Thus, the second performance measure aims to evaluate string stability. Here we define the string instability index
\[
C_s(\alpha, \beta) = \frac{1}{f_{end} - f_0} \int_{f_0}^{f_{end}} \text{ReLU}\left(\frac{G(f)}{G_0(f)} - 1\right) \, df,
\]
where $G_1(f)$ and $G(f)$ represent the magnitudes of the Fourier transforms of the speed signals of the CHV and the CAV, respectively. The limits of the integration $f_0 = 0$ Hz and $f_{\text{end}} = 1$ Hz cover the relevant frequency range that is characteristic for the velocity fluctuations in our experiments. Larger values of the string instability index $C_i$ indicate that velocity fluctuations coming from the CHV tend to get amplified by the CAV, which is not desirable.

Fig. 7(a) and (b) shows the magnitudes of the Fourier transforms for Cases I and II, respectively, for the velocity signals given in Fig. 6(a) and (b). Note that we performed the Fast Fourier transforms and filtered the results using the Savitzky-Golay filter with a 3rd order polynomial and frame length of 31 points. The ratio of these functions are depicted in panels (c) and (d) for Cases I and II, respectively. As highlighted by red shading, the velocity fluctuations are amplified more significantly in Case II than in Case I.

The indices (16) and (17) are computed for all experimental runs (with 21 different control gain setups) and the results are visualized by the colored dots in the $(\beta, \alpha)$ plane in Fig. 5. Larger index values correspond to larger dots. Note that small values are desirable for both indices. The previously presented experimental runs noted by Case I and Case II are also marked in the figure. In panel (a), the collision index is compared to the plant stability contours (given by (8) and (9)). One may notice the correlation between the dots of different sizes and the contours suggesting that low gains are not desirable for safety considerations. In panel (b), the string instability index is compared to the theoretical string stability boundaries. In this case, there is strong correlation between the shape of the theoretically string stable domains and the dots of different sizes, suggesting that one should avoid both the high as well as the low gain domains.

Based on the results shown in Fig. 5, we chose $\alpha = 0.4$ 1/s and $\beta = 0.5$ 1/s as a final gain set (related to Case I). This setup yielded low values for both the collision and the string instability indices. Moreover, it is also located close to the optimal control gain setup of plant stability, and it is inside the analytical string stability boundaries for the delays examined.

### IV. LATERAL CONTROL DESIGN AND VALIDATION

The objective of the lateral controller is to enable the CAV to follow the trajectory of the CHV with little lateral deviation $d_{\text{lat}}$ and course angle difference $\Delta \theta$; see Fig. 2(b). Note that, for each vehicle, the course angle is defined as the angle between the velocity of the center of the rear axle (where the GPS is mounted) and the $x$ axis. In order to simplify the control design, we assume that the leading vehicle (CHV) moves along the $x$ axis, that is, it has zero course angle and zero lateral displacement; see Fig. 8. In this case, the course angle difference is given by the course angle of the following vehicle (CAV): $\Delta \theta = \theta$, while the lateral distance is given by the lateral position of the CAV: $d_{\text{lat}} = y_R$. Indeed, such assumptions are valid in scenarios when the CHV is moving along a path of small curvatures that are typical in highway-driving scenarios. For roads with higher curvature more sophisticated controllers may be considered [30]–[37]. Below, we formulate the path following problem mathematically and validate the designed controller while utilizing a performance measure for stability. Again, this measure is obtained by processing the experimental signals and used to fine tune the controller.

#### A. Vehicle Dynamics and Control Design

To describe the lateral and yaw motion of the CAV, we utilize an in-plane, single-track model with front wheel drive as depicted in Fig. 8. The masses and the mass moment of inertia with respect to the center of gravity $G$ are denoted by $m$ and $J_G$, respectively. The wheelbase (i.e., the distance between the axle center points $R$ and $F$) is $l$ while the distance between the rear axle center point $R$ and center of mass $G$ is $b$. The overall mass moment of inertia of the steering system is $J_F$. The front wheel of the vehicle is steered via the steering torque $M_S$ that acts as an internal torque between the front wheel and the chassis. The lateral forces and self-aligning moments of the front and rear tires are denoted by $F_R$, $F_R$, $M_F$ and $M_R$, respectively.

To derive the equations of motion, the Appell-Gibbs formalism can be used; see [38], [39]. This requires the introduction...
of the so-called pseudo velocities. Since the configuration is described by four generalized coordinates (i.e., the coordinates \( x_R \) and \( y_R \) of point R, the yaw angle \( \psi \) and the steering angle \( \gamma \)) and there is one nonholonomic constraint (the longitudinal velocity \( V \) of the front wheel is kept constant), we need to choose three pseudo-velocities; see Appendix A. Here, we choose \( \sigma \) (the lateral velocity of point R), \( \omega \) (the yaw rate of the vehicle), and \( \Omega \) (the steering rate, i.e., the yaw rate of front axle relative to the car). Thus, the velocity state of the vehicle can be described by

\[
\dot{x}_R = V \frac{\cos \psi}{\cos \gamma} - \frac{\sin(\psi + \gamma)}{\cos \gamma} - l \omega \cos \psi \tan \gamma,
\]

\[
\dot{y}_R = V \frac{\sin \psi}{\cos \gamma} + \frac{\cos(\psi + \gamma)}{\cos \gamma} - l \omega \sin \psi \tan \gamma,
\]

\[
\dot{\psi} = \omega,
\]

\[
\dot{\gamma} = \Omega.
\]

These equations give part of the governing equations, while the other part is comprised of the Appell-Gibbs equations (see details in Appendix A):

\[
\begin{bmatrix}
m_{11} & m_{12} & 0 \n m_{21} & m_{22} & J_F \n 0 & J_F & J_F \end{bmatrix} \begin{bmatrix}
\dot{\sigma} \\
\dot{\omega} \\
\dot{\Omega} \end{bmatrix} = \begin{bmatrix} f_1 \\ f_2 \\ f_3(M_S) \end{bmatrix},
\]

where the elements of the generalized mass matrix are given by

\[
m_{11} = \frac{m}{\cos^2 \gamma},
\]

\[
m_{12} = m_{21} = m (b + l \tan^2 \gamma),
\]

\[
m_{22} = J_G + J_F + m (b^2 + l^2 \tan^2 \gamma),
\]

while the right hand side can be expressed as

\[
f_1 = \frac{F_F}{\cos \gamma} + F_R - \frac{m}{\cos \gamma} (V - (l - b) \omega \sin \gamma) \omega
\]

\[+ \frac{m \sin \gamma}{\cos^3 \gamma} (V \sin \gamma - \sigma - l \omega) \Omega,
\]

\[
f_2 = \frac{F_fl}{\cos \gamma} - \frac{m}{\cos \gamma} (bV + (l - b) \sigma \sin \gamma) \omega
\]

\[+ \frac{ml \sin \gamma}{\cos^3 \gamma} (V \sin \gamma - \sigma - l \omega) \Omega + M_F + M_R,
\]

\[
f_3 = M_F + M_S.
\]

The tire forces \( F_F(\alpha_F) \), \( F_R(\alpha_R) \) and self-aligning moments \( M_F(\alpha_F), M_R(\alpha_R) \) are calculated via the brush tire model given in Appendix B. The side slip angles \( \alpha_F \) and \( \alpha_R \) of the front and rear tires can be determined based on vehicle kinematics as

\[
\tan \alpha_F = \frac{\sigma + l \omega}{V \cos \gamma} + \tan \gamma,
\]

\[
\tan \alpha_R = \frac{\sigma \cos \gamma}{-V + (\sigma + l \omega) \sin \gamma},
\]

respectively.

We construct a hierarchical controller to regulate the steering torque \( M_S \) in order to make the CAV to perform path following. In particular, it aims to follow the \( x \)-axis, that is, to reduce both the course angle \( \theta \) and the lateral position \( y_R \) to zero; see Fig. 8. At the higher-level, we set the desired steering angle

\[
\gamma_{des} = -k_y y_R - k_\theta \sin \theta,
\]

where the course angle can be expressed by the yaw angle and the rear slip angle as \( \theta = \psi - \alpha_R \), while \( k_y \) and \( k_\theta \) are the control gains. Then, the steering torque is determined by the lower-level PID controller

\[
M_S = k_p (\gamma_{des} - (t - \tau_2) - \gamma) + k_d (\dot{\gamma}_{des} (t - \tau_2) - \dot{\gamma}) + k_i \ddot{\gamma},
\]

where

\[
\dot{\gamma} = \gamma_{des} (t - \tau_2) - \gamma,
\]

and \( k_p, k_d \) and \( k_i \) are the proportional, derivative and integral control gains of the lower-level controller, respectively. We remark that one may construct more complicated controllers; see, for instance, those in [40].

Moreover, \( \tau_2 \) represents the time delay arising from communication, computation, state estimation, and actuation. In case of the lateral motion, a significant part of the delay arises from the state estimation while the actuation delay is typically much smaller compared to the longitudinal case. The impact of the time delays corresponding to the different levels of the steering control was analyzed in [41]. It was shown that the time delay of the lower-level controller has to be below a small critical value (\( \approx 1 \) ms), but if this condition is satisfied, the time delay of the higher-level controller plays the key role in determining the stability of the lateral motion control. For our CAV, we experimentally identified \( \tau_2 \approx 0.8 \) s.

The closed-loop dynamics of the vehicle is described by (18,19,23,24,25) that can be written into the form of a delay differential equation of a neutral type:

\[
\dot{x}(t) = \phi (x(t), x(t - \tau_2), x(t - 2\tau_2)),
\]

where

\[
x = [\sigma \quad \omega \quad \Omega \quad x_R \quad y_R \quad \psi \quad \gamma \quad z]^T,
\]

contains the state variables. When the vehicle moves along the \( x \)-axis at a constant speed \( V \), the motion is given by

\[
x^* = \left[ 0 \quad 0 \quad 0 \quad V t \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \right]^T.
\]

Let us introduce the perturbations \( \tilde{x} = x - x^* \) and linearize (26) about the straight-line motion to obtain

\[
\dot{\tilde{x}}(t) = M^{-1} (A_0 \tilde{x}(t) + A_\tau \tilde{x}(t - \tau_2) + B_\tau \tilde{x}(t - 2\tau_2)),
\]

where the matrices \( M, A_0, A_\tau \) and \( B_\tau \) are given in Appendix C. Using an exponential trial solution, we can obtain the characteristic function

\[
D(\lambda) := \det \left( -\lambda M + A_0 + A_\tau e^{-\lambda \tau_2} + B_\tau e^{-\lambda \tau_2} \right).
\]

The characteristic equation \( D(\lambda) = 0 \) has infinitely many solutions for the characteristic roots \( \lambda \). Notice that \( \lambda = 0 \) is always a solution corresponding to the ‘neutral’ direction \( x \). Thus, we introduce \( \tilde{D}(\lambda) = D(\lambda)/\lambda \), by which, \( \tilde{D}(0) = 0 \) provides the stability boundaries for non-oscillatory stability loss whereas
Due to the complexity of the characteristic (30) we calculate the stability boundaries numerically using semi-discretisation; see [43]. In particular, we utilize Chebysev polynomials and the Chebysev differentiation matrix to approximate the spectrum; see [44]. The results are summarized in Fig. 9 as stability charts in the $(k_0, k_\phi)$ plane. Black curves represent the theoretical stability boundaries for $\tau_2 = 0.7$, 0.8, 0.9 s. Red circles and blue dots correspond to the experimentally identified unstable and stable control gain pairs, respectively. The larger the circle/dot is, the more unstable/stable the system is. For the parameter pairs marked by A and B, measured and simulated trajectories of the vehicle are compared in Fig. 10.

### TABLE I

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l$ wheelbase</td>
<td>2.57</td>
<td>m</td>
</tr>
<tr>
<td>$b$ center of gravity position</td>
<td>1.54</td>
<td>m</td>
</tr>
<tr>
<td>$m$ vehicle mass</td>
<td>1770</td>
<td>kg</td>
</tr>
<tr>
<td>$J_2$ vehicle mass moment of inertia</td>
<td>1343</td>
<td>kgm$^2$</td>
</tr>
<tr>
<td>$J_\phi$ front axle mass moment of inertia</td>
<td>0.25</td>
<td>kgm$^2$</td>
</tr>
<tr>
<td>$V$ longitudinal velocity</td>
<td>15</td>
<td>m/s</td>
</tr>
<tr>
<td>$a$ tire-ground contact half-length</td>
<td>0.1</td>
<td>m</td>
</tr>
<tr>
<td>$k$ lateral tire stiffness</td>
<td>$2 \times 10^6$</td>
<td>N/m$^2$</td>
</tr>
<tr>
<td>$\mu_0$ static coefficient of friction</td>
<td>0.9</td>
<td>-</td>
</tr>
<tr>
<td>$\mu$ sliding coefficient of friction</td>
<td>0.6</td>
<td>-</td>
</tr>
<tr>
<td>$k_p$ lower-level proportional control gain</td>
<td>640</td>
<td>Nm</td>
</tr>
<tr>
<td>$k_d$ lower-level derivative control gain</td>
<td>8</td>
<td>Nms</td>
</tr>
<tr>
<td>$k_i$ lower-level integral control gain</td>
<td>40</td>
<td>Nm/s</td>
</tr>
</tbody>
</table>

The peak-to-peak oscillation amplitudes $A_i$, marked in Fig. 10, allow us to obtain information about the real part of the rightmost complex conjugate characteristic roots of (30). In particular, having rightmost roots with negative/positive real parts corresponds to linearly stable/unstable lane keeping with decreasing/increasing vibration amplitudes. Fig. 9 summarizes the experimental results in the plane of the higher-level control gains $k_0$ and $k_\phi$. Blue dots and red circles refer to linearly stable and unstable behavior, respectively. The larger the dots/circles are, the more stable/unstable the lane keeping control is. For each of the 60 different control gain setups shown in the figure, experimental runs were carried out three times. Generally, measurement noise makes the system more unstable. Thus, for each control gain setup, the largest logarithmic decrement was chosen from the three identified values, supposing that this is the closest value to the noise-free case. The experimental results show good agreement with the theoretical stability chart validating the necessity of taking into account the time delays in the control design.

The measurement results were also compared to numerical simulations in Fig. 10 in order to validate the model constructed above. For the gain combinations marked A and B in Fig. 9 we compare the recorded trajectories with those obtained by simulating the nonlinear model (18,19,23,24,25). The parameters listed in Table I were used considering $\tau_2 = 0.8$ s. Note that rather than setting the longitudinal velocity to $V = 15$ m/s, we used the speed data recorded during the experiments as shown in Fig. 10(a,b). The corresponding lateral positions are plotted in Fig. 10(c,d). The simulation results are shown by thick dashed curves while the measured signals are plotted by thin solid lines. Cases A and B correspond to stable and unstable control gain setups, respectively. In terms of stability, there is a good agreement between the simulations and the experimental results and the oscillation frequencies are also very close in the unstable case B. There are some mismatches in terms of amplitudes which is primarily due to the inaccuracy of satellite navigation.
Fig. 10. Measured (thin solid line) and simulated (thick dashed line) trajectories of the CAV for stable (A) and unstable (B) control gain combinations in Fig. 9. Thin dashed line illustrates the desired rectilinear motion. In the simulations $\tau_2 = 0.8$ s was considered. Panels (a) and (b) show the speed while panels (c) and (d) depict the lateral positions of the CAV along the track. The peak-to-peak amplitudes, used for calculating the logarithmic decrement are also marked as the vertical distances between orange circles.

Fig. 11. Picture from one of the lateral control experiments with the trajectory the CAV highlighted by a black curve.

(appr. 0.7 m) and infrequent corrections of the state estimators (every 1 s) embedded in the GPS units. The simulation results show that the time delay plays an important role in the stability; omitting the delay would result in stable motion for both control gain setups.

Still, despite the inaccuracy and delay in GPS sensing and estimation, careful tuning of the lateral controllers enabled the CAV to follow the desired path. A similar statement also holds for the longitudinal controller designed in the previous section. In what follows, we integrate the lateral and longitudinal controllers and test their combined performance when the CAV aims to follow the path of the CHV while keeping a safe distance.

V. CONNECTED LANE CHANGE EXPERIMENTS

After designing and experimentally validating the longitudinal and lateral controllers of the connected automated vehicle, we deploy these controllers simultaneously. Based on the general setup laid out in Fig. 2, the control laws given by (2) and (23) can be generalized to

$$u = \alpha (V(d - l_e) - v) + \beta (W(v_1) - v),$$

and

$$\gamma_{des} = -k_y d_{lat} - k_y \sin \Delta \theta,$$

respectively. We apply these in a scenario where the leader (CHV) makes lane changes and the CAV follows the same path while keeping a safe distance; see the green and black trajectories in Fig. 13(d).

In order to test the robustness of the control strategy, the CAV was deployed to follow the CHV using different initial conditions before executing the lane changes. The longitudinal speeds of the cars were similar but the headway was varied in the different runs. Specifically, the initial speed of both vehicles were close to 15 m/s, while the initial headway of the CAV was initialized to be equal, larger or smaller than the desired headway ($h_{des} = V^{-1}(v_1)$) given by the range policy (3) depicted in Fig. 4(b).

The corresponding experimental results are shown in Fig. 12. Case N (panels (a)-(c)) shows a lane change where the initial headway was approximately equal to the desired one. Panel (a) depicts the positions of the CHV (green circles) and the CAV (black dots) along the track. The size of the circles and dots are proportional to the speed of the vehicles. Panel (b) shows the speed of the vehicles applying the same color code, while panel (c) compares the desired headway (dashed curve) with actual headway (solid curve). As shown by these examples, the longitudinal controller maintains the desired headway and also damps the speed fluctuation of the CHV, while the lateral controller reduces the lateral distance between the trajectories of the CAV and CHV. At the end of the test, both cars stop while a safe headway is maintained. Case L (panels (d)-(f)) corresponds to a larger headway initialization. Notice that while the CAV follows the CHV to the next lane it also “catches up” by reducing the headway to the desired value, demonstrating the simultaneous operation of the lateral and longitudinal controllers. Case S (panels (g)-(i)) depicts a lane change with smaller headway.
initialization. Here the CAV “drops back” by increasing the headway while executing the lane change at the same time.

Finally, Case DL in Fig. 13 depicts a double lane change with smaller initial headway. Again, the CAV corrects the headway to achieve the desired value while imitating the lane changes of the CHV from one lane to the other and back. A picture about the experiment is also shown in panel (d) with the trajectories of the CHV (green) and the CAV (black).

VI. CONCLUSION

The concept of connectivity-based vehicle control has been put forward in this paper to demonstrate how automated vehicles can retain their automated functionalities when their optical sensors are compromised. In particular, we designed lateral and longitudinal controllers for a connected automated vehicle (CAV) to respond to the motion of a connected human-driven vehicle (CHV) based on information received via vehicle-to-everything (V2X) connectivity. By taking into account the latencies in the control design, we were able to achieve lateral and longitudinal stability for the motion of the CAV corresponding to tracking the CHV. We tested the controllers experimentally and validated the stability charts by introducing performance metrics that enable the comparison of different controller parameters based on the recorded time signals. The results allowed us to select the control gains that ensure robustness against time delays. The longitudinal and lateral controllers were deployed simultaneously allowing the CAV to follow the CHV while changing lanes, achieving similar behavior to a human driver in limited visibility conditions when sensory data is limited. In the future, we will consider using V2X to allow the connected automated vehicle to perform more complex maneuvers based on information coming from connected vehicles and connected infrastructure.

APPENDIX A

DERIVATION OF THE EQUATIONS OF MOTION OF THE SINGLE-TRACK MODEL WITH THE APPELL-GIBBS METHOD

In case of front wheel drive, the assumption of the constant longitudinal velocity $V$ of the front wheel (i.e., the velocity component parallel to the wheel plane) can be given by the kinematic constraint:

$$
\dot{x}_R \cos(\psi + \gamma) + \dot{y}_R \sin(\psi + \gamma) + l \dot{\gamma} \sin \gamma = V,
$$

which reduces the dimension of the velocity state by one. In order to eliminate the constraint (34), one can replace the four generalised velocities $\dot{x}_R, \dot{y}_R, \dot{\psi}, \dot{\gamma}$ with three pseudo velocities that can be chosen intuitively. We use the lateral velocity of the rear wheel, the yaw rate, and the steering rate, that is,

$$
\sigma := -\dot{x}_R \sin \psi + \dot{y}_R \cos \psi,
\omega := \dot{\psi},
\Omega := \dot{\gamma},
$$

respectively. The kinematic constraint (34) and the definition of the pseudo velocities (35) compose a system of linear algebraic equations with respect to the generalized velocities. Solving this equation, the generalized velocities can be expressed as functions of the pseudo velocities; see (18). These expressions provide one part of the governing equations since they define the relationship between the configuration space and the velocity space.

The remaining equations, needed to describe the motion of the vehicle, can be determined by the Appell-Gibbs method, which is based on the use of the so-called acceleration energy. For our model it can be calculated as

$$
A = \frac{1}{2} m a_G^2 + \frac{1}{2} J_G \omega^2 + \frac{1}{2} J_F (\dot{\omega} + \dot{\Omega})^2 + \cdots,
$$

where $a_G$ is the acceleration of the center of mass $G$. After some algebraic manipulation the acceleration energy reads:

$$
A = \frac{1}{2} m \frac{\sigma^2}{\cos^2 \gamma} + \frac{1}{2} \left( J_G + J_F \left( b^2 + l^2 \tan^2 \gamma \right) \right) \omega^2 + \frac{1}{2} J_F \dot{\Omega}^2 + m \left( b + l \tan \gamma \right) \sigma \dot{\omega} + J_F \omega \dot{\Omega} + \frac{m}{\cos \gamma} (V - (l - b) \omega \sin \gamma) \omega \sigma
$$
The virtual power of the active forces (i.e., lateral tire forces, self-aligning moments and steering torque) can be calculated as:

\[
\delta P = \left( \frac{F_F}{\cos \gamma} + F_R \right) \delta \sigma + \left( \frac{F_F}{\cos \gamma} + M_F + M_R \right) \delta \omega
\]

\[
+ (M_F + M_S) \delta \Omega,
\]

where \( \delta \) refer to virtual quantities. Considering that the virtual power can be given as \( \delta P = \Gamma_\sigma \delta \sigma + \Gamma_\omega \delta \omega + \Gamma_\Omega \delta \Omega \), the pseudo forces can be identified:

\[
\Gamma_\sigma = \frac{F_F}{\cos \gamma} + F_R,
\]

\[
\Gamma_\omega = \frac{F_F l}{\cos \gamma} + M_F + M_R,
\]

\[
\Gamma_\Omega = M_F + M_S.
\]

Then, the Appell-Gibbs equations are obtained as

\[
d\frac{\delta A}{\delta \sigma} = \Gamma_\sigma, \quad d\frac{\delta A}{\delta \omega} = \Gamma_\omega, \quad d\frac{\delta A}{\delta \Omega} = \Gamma_\Omega,
\]

which can be arranged into the form given in (19) with the elements detailed in (20) and (21).

**APPENDIX B**

**Tire Characteristics**

Let us consider the so-called brush tire model [45], in which \( a \) is the half-length of the tire-ground contact patch, \( k \) is the distributed lateral stiffness of the tires, \( F_z \) is the vertical load on the axle, \( \mu \) and \( \mu_0 \) are the friction coefficients between the tires and the road for sliding and rolling, respectively. Then, the lateral tire force and self-aligning moment can be given as functions of the tire slip angle \( \alpha \):

\[
F(\alpha) = \begin{cases}
\phi_1 \tan \alpha + \phi_2 \tan^2 \alpha \\
\phi_3 \tan^3 \alpha, \\
\mu F_z \tan \alpha
\end{cases}, \quad 0 \leq |\alpha| \leq \alpha_{\text{crit}},
\]

\[
\left| \alpha \right| > \alpha_{\text{crit}}.
\]

and

\[
M(\alpha) = \begin{cases}
\mu_1 \tan \alpha + \mu_2 \tan^2 \alpha + \mu_3 \tan^3 \alpha \\
\mu_4 \tan^4 \alpha, \\
0
\end{cases}, \quad 0 \leq |\alpha| \leq \alpha_{\text{crit}},
\]

\[
|\alpha| > \alpha_{\text{crit}}.
\]

respectively. In the formulae, \( \alpha_{\text{crit}} = \arctan \frac{3\mu_0 F_z}{2a^2 k} \) corresponds to the critical side-slip angle at which the sliding region expands to the whole contact patch. The coefficients \( \phi_i \) and \( \mu_i \) can be expressed as

\[
\phi_1 = 2ka^2,
\]

\[
\phi_2 = -\left(\frac{2ka^2}{3\mu_0 F_z}\right)^2 \left(2 - \frac{\mu}{\mu_0}\right),
\]
where the constant $C = 2ka^2$ is often referred to as the cornering
stiffness.

The piecewise-smooth continuous functions (41) and (42) are visualized in Fig. 14. For the linear stability analysis of the
rectilinear motion, it is sufficient to use the linear parts for small slip angle $\alpha$:

$$F(\alpha) \approx \phi_1 \alpha = C \alpha,$$

$$M(\alpha) \approx \mu_1 \alpha = -\frac{a}{3} C \alpha.$$

**APPENDIX C**

**COEFFICIENT MATRICES OF THE LINEAR SYSTEM**

The coefficient matrices of the linear system (29) are given by (46)–(48), shown at the bottom of the page.

**APPENDIX D**

**LINEAR STABILITY OF THE LATERAL CONTROLLER**

Linear stability charts of the lateral controller detailed in Sec-

tion IV are constructed in Fig. 15 in the plane of the control gains
for the longitudinal speed values $V = 5, 10, 15, 20, 25, 30$ m/s and time delays $\tau_2 = 0.6, 0.7, 0.8, 0.9, 1$ s. The linearly stable domains are shaded. The parameter point A refers to the control gain pairs that was selected as best setup during the experimental
stability analysis. This setup was used in Section V for the
connected lane change experiments. As shown by the stability charts, this control gain setup is inside the stable domain for all
the investigated speed values.

![Diagram](image-url)
Fig. 15. Linear stability charts of the lateral controller for different longitudinal speed $V$ and time delay $\tau_2$. Shaded domains refer to linearly stable motion.
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