Impacts of Connected Automated Vehicles on Freeway Traffic Patterns at Different Penetration Levels
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Abstract—In this paper we investigate the effects of connected automated vehicles on traffic patterns. We first experimentally study traffic patterns using two connected human-driven vehicles, which are equipped with vehicle-to-vehicle (V2V) communication, and a connected automated vehicle, which is able to respond to V2V information and control its longitudinal motion. Our experimental results indicate the long-range feedback may benefit traffic flow and that car-following models with delay are able to replicate the experimental results. The data fitted models are used in simulations for a 100-car network to study traffic dynamics with partial penetration of connected automated vehicles.

Index Terms—Connected automated vehicles, V2X communication, traffic flow.

I. INTRODUCTION

RECENT developments in vehicle automation and advanced driver assistance systems (ADAS) led to significant improvements in vehicle safety. However, mobility of roadways has not witnessed a similar trend. The limiting effect of vehicle automation on mobility can be attributed to the limited sensory range, as traffic patterns such as congestion waves or stop-and-go traffic jams occur on a much larger scale than the ranges of cameras, lidars, and radars [1], [2]. Obstructions such as blind turns or other vehicles may further limit the range of these sensors.

The range limitations of sensors can be bypassed by using wireless vehicle-to-everything (V2X) communication [3]–[6]. Vehicles equipped with V2X communication, called connected vehicles, can send and receive messages over hundreds of meters and through obstructions such as blind corners or large vehicles. An automated vehicle equipped with V2X communications, called connected automated vehicle, can then respond to large-scale traffic patterns to mitigate congestion [7], [8]. The arising connected vehicle network is composed of regular human-driven vehicles, connected human-driven vehicles, and connected automated vehicles may potentially have a higher throughput than a traffic network composed of human-driven vehicles only.

The various merits of connected automated vehicles in connected vehicle networks have been investigated using analytical techniques and numerical simulations [9]–[13]. The strategies to control connected automated vehicles depend on the goals as well as the specific layout of the connected vehicle network. A popular strategy is called cooperative adaptive cruise control (CACC) [14]–[20] where several connected automated vehicles form a platoon. Another strategy called connected cruise control (CCC) where each connected automated vehicle utilizes information from surrounding connected human-driven vehicles to control their motion [21]–[24]. Experimental work for CACC, CCC, and other strategies has been performed with small fleets of vehicles to demonstrate safety and fuel economy improvements [16], [25]. The effects of such strategies on large-scale traffic patterns however has not been extensively studied due to the fact that such patterns need to traverse a large number of vehicles to develop.

In this paper we focus on some characteristic traffic patterns (homogeneous flow, traveling waves, stop-and-go traffic) that can be reproduced by single-lane experiments. Studying more complex traffic patterns, such as those shown in [26], are left for future research.

To evaluate the effects of long-range feedback on traffic patterns, we present an experimental setup for a connected vehicle network consisting of two human-driven connected vehicles and a connected automated vehicle. Our setup uses a periodic boundary condition, that is frequently used to study traffic patterns both analytically and experimentally [27]–[32]. However, instead of using a physical ring road to enforce the periodic boundary condition; we implement the periodic boundary condition via the controller of the connected automated vehicle. Such an implementation allows us to perform experiments on straight roads and at realistic vehicle speeds (up to 24 [m/s]) while keeping the drivers and controllers focused on longitudinal car following. These experiments show that by using long-range feedback, the connected automated vehicle can mitigate traffic waves more effectively than when it only uses information from its immediate predecessor (nearest-neighbor feedback). We also demonstrate that these experimental results can be reproduced by numerical simulations using car-following models with model-matched parameters and delays. We note that compared
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to our previous work [33], here we consider additional experimental data to highlight the effects of long-range feedback. These experimental results are used to establish a simulation study, the other key focus of this paper.

Since the car-following models are able to replicate the traffic patterns observed in the experiments, we develop simulations of connected vehicle networks to assess the impact of connected automated vehicles on mixed traffic. We investigate networks with different penetrations of connected and connected automated vehicles. These simulations show that when connected automated vehicles use information from multiple vehicles ahead their longitudinal motion control is significantly more effective at improving the throughput of the traffic network than automated vehicles using information solely from their immediate predecessor. This demonstrates that the cognizance connected automated vehicles gain from V2X communication is key to benefiting mobility of future roadways.

The paper is organised as follows. In Section II we discuss the vehicular composition of the connected vehicle network (CVN) and the dynamics of the different types of vehicles in the CVN. In Section III we describe our connected vehicle experiments and the observed traffic patterns. We extend our study to larger connected vehicle networks via numerical simulation in Section IV. In Section V we take a look at traffic patterns of the simulated network with human drivers as well as connected automated vehicles at partial penetration. We then perform a study where we investigate the effect of penetration of connected vehicles on traffic flow in Section VI. Finally, we present our remarks about the experimental and simulation results in Section VII.

II. CONNECTED VEHICLE NETWORK

Based on whether a vehicle is controlled by a human operator or a computer and whether it is equipped with V2X communication we distinguish four different types of vehicles as shown in Figure 1. Regular human-driven vehicles (HVs) do not have V2X capabilities. By adding V2X devices they become connected human-driven vehicles (CHV). A vehicle whose dynamics are controlled by a computer is referred to as an automated vehicle (AV) if it only relies on sensory information or a connected automated vehicle (CAV) when it also utilizes V2X connectivity. In this paper we focus on the impact of connectivity on the traffic flow so we assume that all automated vehicles are equipped with V2X devices, i.e., they are all connected automated. However, we construct our controllers so that they still function when no other vehicles in the neighborhood have V2X capability, in which case a connected automated vehicle “degrades” to an automated vehicle. That is, we consider a connected vehicle network composed of regular human-driven vehicles (HVs), connected human-driven vehicles (CHVs), and connected automated vehicles (CAVs) as shown in Figure 2.

As we are looking into mixed traffic containing HVs, CHVs and CAVs, it is important to note our assumptions with regards to how automated vehicles interact with human-driven vehicles and vice versa. On one hand in literature there is a growing realization that the interactions between human driving dynamics in relation to automated vehicles are more subtle, but also more important than often assumed. These human interactions are difficult to capture by mathematical models but they are responsible for some observable phenomena in traffic including intra-driver differences [34], [35]. However, in this paper we assume that human drivers react to CAVs in the same way that they react to other human drivers which we found to be a good approximation of when drivers focus on car following. Moreover, for CAVs we use Connected Cruise Control (CCC) [25], where the CAV does not distinguish whether the sensory or V2V information is coming from a human-driven vehicle or an automated vehicle. We note that we validated this design using multiple experiments with a real connected automated vehicle [25].

In this section we describe longitudinal dynamics of the different types of vehicles using the principles of car-following and decentralized network control.

A. Longitudinal Vehicle Dynamics

We consider a connected vehicle network with $N$ vehicles and denote the position of the rear bumper of vehicle $i$ by $s_i$ and its velocity by $v_i$; see Figure 2. We neglect tire slip, suspension dynamics, aerodynamic drag, rolling resistance, grade, and engine dynamics. Then the longitudinal motion is described by

$$
\dot{s}_i(t) = v_i(t),
\dot{v}_i(t) = f_{\text{sat}}(u_i(t)),
$$

where the dot represents differentiation with respect to time $t$, $u_i$ gives the scaled driving force commanded by the vehicle operator, and the saturation function $f_{\text{sat}}$ represents the limits of the engine and brakes of the vehicle. In particular, we use

$$
f_{\text{sat}} = \begin{cases} 
    u_{\text{min}}, & \text{if } u \leq u_{\text{min}}, \\
    u, & \text{if } u_{\text{min}} < u < u_{\text{max}}, \\
    u_{\text{max}}, & \text{if } u \geq u_{\text{max}},
\end{cases}
$$

shown in Figure 3A with limits $u_{\text{max}} = 3$ [m/s$^2$] and $u_{\text{min}} = -10$ [m/s$^2$], as these correspond to full throttle acceleration and emergency braking observed in experiments [25].

B. Regular Human-Driven Vehicles

For regular human-driven vehicles (HVs) the human driver exhibits two kinds of longitudinal vehicle control: car following and collision prevention. During car following the
vehicle is tracking the motion of the vehicle directly ahead and chooses the acceleration based on the distance headway (distance to the rear bumper of the preceding vehicle) and the relative velocity. We adopt a model from [36], [37] and assume that the driver of vehicle \( i \) responds to the motion of the preceding vehicle using the nonlinear controller

\[
u_i^h(t) = \alpha_i(V_i(h_i(t - \tau_i)) - v_i(t - \tau_i)) + \beta_i(W_i(v_{i+1}(t - \tau_i)) - v_i(t - \tau_i)),
\]

(3)

where \( \tau_i \) represents the sum of the driver reaction time and the actuation delay while \( \alpha_i \) and \( \beta_i \) are control gains for the distance headway and relative velocity feedback, respectively. The superscript \( h \) denotes human car following.

The distance headway feedback term in (3) involves the nonlinear function \( V_i(h) \) called the range policy or optimal velocity function [37] which satisfies the following properties:

1. \( V_i(h) \) is continuous and monotonically increasing (the more sparse the traffic is, the faster the vehicles want to travel).
2. \( V_i(h) \equiv 0 \) for \( h \leq h_{st,i} \) (in dense traffic vehicles intend to stop).
3. \( V_i(h) \equiv v_{max,i} \) for \( h \geq h_{go,i} \) (in sparse traffic vehicles intend to travel with the maximum speed).

These properties are satisfied by the function

\[
V_i(h) = \begin{cases} 
0, & \text{if } h \leq h_{st,i}, \\
v_{max,i} \left(1 - \left(\frac{h_{go,i} - h}{h_{go,i} - h_{st,i}}\right)^2\right), & \text{if } h_{st,i} < h < h_{go,i}, \\
v_{max,i}, & \text{if } h \geq h_{go,i}, 
\end{cases}
\]

(4)

shown by the blue curves in Figures 3 B and C. Note that the grey points in these figures represent experimental data collected from the experiments described in Section III and the Appendix. The parameters of these range policies are the mean values given in the first two rows of Table I, and these were determined from experiments by model matching as detailed in Section III-B and the Appendix.

Also \( W_i(v) \) is a saturation function for the velocity feedback, that prevents car \( i \) from following the predecessor if \( v_{i+1} > v_{max,i} \).

\[
W_i(v) = \begin{cases} 
v_i, & \text{if } v < v_{max,i}, \\
v_{max,i}, & \text{if } v \geq v_{max,i}, 
\end{cases}
\]

(5)

see Figure 3 D where \( v_{max} = 24 \text{ [m/s]} \).

In order to define the collision prevention dynamics of human-driven vehicles we define the time to collision of car \( i \) as

\[
T_i(t) = \frac{h(t) - h_{st,i}}{v_{i}(t) - v_{i+1}(t)},
\]

(6)

We consider that vehicle \( i \) is at risk of collision when \( T_i(t) < T_c \), i.e.,

\[
v_{i}(t) > v_{i+1}(t) + \frac{1}{T_c}(h(t) - h_{st,i}),
\]

(7)

where \( T_c \) is the critical time-to-collision. When this happens, we assume that the driver of the vehicle \( i \) tries to maintain the
critical time-to-collision using the controller
\[ u_i^{hc}(t) = \dot{v}_{i+1}(t - \tau_c) + \frac{1}{T_c} \left( v_{i+1}(t - \tau_c) - v_i(t - \tau_c) \right), \tag{8} \]
where \( \tau_c \) is the delay associated with the human reaction time in safety-critical situations and the superscript \( hc \) refers to this being the human-driven vehicles motion under collision prevention. The commanded longitudinal acceleration of human-driven vehicle \( i \) is then
\[ u_i(t) = \begin{cases} 
    u_i^{hf}(t), & \text{if } T(t - \tau_c) \geq T_c, \\
    u_i^{hc}(t), & \text{otherwise}. 
\end{cases} \tag{9} \]

We note that while implementing the collision prevention mode significantly reduces the chances and severity of collisions, we do not have a proof that the collision prevention mode prevents collisions. In fact this is an active research area with one promising solution being barrier functions [38], [39].

### C. Connected Vehicles

Recall from Figure 1 that connected human-driven vehicles (CHVs) are human-driven vehicles equipped with V2X communication devices, enabling them to transmit and receive wireless messages. We also note that connected automated vehicles also have the same capability in terms of communication. We refer to any vehicle that uses V2X communication as a connected vehicle (CV). We note that connected vehicles can interact in different ways including sharing their status, their future intent, and coming to agreements on cooperating maneuvers [40].

In this paper we consider the simplest status sharing class of communication where connected vehicles exchange their position and speed data via the basic safety messages (BSMs) [41]. Messages are broadcast intermittently with a sampling time of \( \Delta t \). Here we use \( \Delta t = 0.1 \text{ [s]} \) corresponding to the dedicated short range communication (DSRC) standard [42]. We assume that each connected vehicle samples its motion data at time instances \( t_k = k \Delta t, k = 0, 1, 2, \ldots \) that can be achieved at a few millisecond accuracy in V2X devices available in the market. When a connected vehicle transmits a packet, another connected vehicle may receive the packet. According to our experiments with the vehicles and devices shown in Figure 4 E, F, there is no significant packet loss if the vehicles are within 300 [m] of each other in a highway environment. Thus, we consider that vehicles can communicate up to 300 [m] distance.

We remark that the way humans can interpret and react to wireless information (if they are provided such) can be complex and relates to human factors [34], [35]. For our study we assume that drivers of connected human-driven vehicles (CHVs) are not given information about the V2X messages received. Consecutively, these vehicles have the same dynamic behavior as the regular human-driven vehicles, i.e., by (3-9).

### D. Connected Automated Vehicles

In addition to sending and receiving V2X messages, a connected automated vehicle (CAV) utilizes the obtained information to control its motion. We assume that the CAV uses a combination of sensory information about the vehicle immediately ahead and data received from multiple vehicles ahead via V2X communication to command its longitudinal acceleration. Similar to human-driven vehicles, CAVs may also run in car following or collision prevention modes.

In car-following mode given a processing and actuation delay \( \tau_a \), the acceleration of the CAV \( i \) is commanded by
\[ u_i^{ad}(t) = a \left( V_a(h_i(t_k - \tau_a)) - v_i(t_k - \tau_a) \right) + b \left( W_a(h_i(t_k - \tau_a)) - v_i(t_k - \tau_a) \right), \tag{10} \]

which is held constant during the time interval \( t \in [t_k, t_{k+1}] \) using a zero order hold. The superscript \( ad \) denotes automated car following, while \( a \) and \( b \) are control gains for the distance headway feedback term and relative velocity feedback terms according to configuration in Figure 4 D. Also, we design the piecewise linear range policy
\[ V_a(h) = \begin{cases} 
    0, & \text{if } h \leq h_{st,a}, \\
    \kappa (h - h_{st,a}), & \text{if } h_{st,a} < h < h_{go,a}, \\
    v_{max,a}, & \text{if } h \geq h_{go,a}, 
\end{cases} \tag{11} \]

with the parameters provided in the third row of Table I. The corresponding function is plotted in Figure 3 E for different values of \( \kappa \). Such a design gives an intuitive interpretation to the middle section of the range policy where the slope is given by \( \kappa = \frac{v_{max,a} - h_{st,a}}{h_{go,a} - h_{st,a}} \), has a unit of [1/s], and can be adjusted to tune the “aggressiveness” of the CAV’s controller. In our case, the slope is set to \( \kappa = 1 \text{ [1/s]} \) and \( \kappa = 0.6 \text{ [1/s]} \) depending on the scenario. The velocity feedback features the weighted average velocity \( \bar{v}_{i}^{(d)} \) of the vehicles located downstream of CAV \( i \), that is,
\[ \bar{v}_i(t_k) = \sum_{j \in E_i^d} w_{i,j}(t_k) v_j(t_k), \text{ s.t. } \sum_{j \in E_i^d} w_{i,j}(t_k) = 1. \tag{12} \]

The set \( E_i^d \) denotes the downstream vehicles including the immediate predecessor of vehicle \( i \) (\( j = i + 1 \)) whose motion information can either be obtained via V2V (if \( i + 1 \) is connected) or range sensors (if \( i + 1 \) is a regular human-driven vehicle) and the connected vehicles within look-ahead distance \( D \) that are traveling slower than vehicle \( i + 1 \); see [43]. In the

### Table I

<table>
<thead>
<tr>
<th>Vehicle</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( h_{st,1} = 1.56 \pm 0.12 \text{ [m]} )</td>
</tr>
<tr>
<td>2</td>
<td>( h_{st,2} = -0.20 \pm 0.11 \text{ [m]} )</td>
</tr>
<tr>
<td>3*</td>
<td>( h_{st,3} = 5 \text{ [m]} )</td>
</tr>
</tbody>
</table>

* Since CAV parameters are designed, no error is given.
specific case shown in Figure 2 we have $E_k^i = \{ i + 1, i + 2 \}$. The CAV $i + 4$ is beyond the look-ahead distance $D$, while CHV $i + 3$ is traveling faster than the vehicle $i + 1$. As the number of vehicles in $E_k^i$ may change in time, the parameters $a$ and $b$ must be carefully tuned to prevent stability loss. We tune the parameters to $a = 0.4 [1/s]$ and $b = 0.5 [1/s]$ as we found these values to ensure good stability properties as the number of vehicles in $E_k^i$ is varied. We established that $\tau_a = 0.5 [s]$ in prior experiments with this CAV. Finally, $W_a$ is given by (5), as in human-driver car following using $v_{\text{max, a}}$.

In collision prevention mode we command the acceleration of the automated vehicle as

$$u_{ac}^i(t) = \frac{1}{T_c}(v_{i+1}(t) - v_i(t)),$$

which is held constant during the time interval $t \in [t_k, t_{k+1})$ using a zero order hold. That is, the overall longitudinal acceleration is given by

$$u(t) = \begin{cases} u_{ac}^i(t), & \text{if } T(t - \tau_a) \geq T_c, \\ u_{df}^i(t), & \text{otherwise}, \end{cases}$$

in the time interval $t \in [t_k, t_{k+1})$.

III. SMALL SCALE EXPERIMENTS

In this section we introduce the experimental setup that allows us to evaluate traffic patterns in a connected vehicle network. We then demonstrate that the traffic patterns observed in the performed experiments can be replicated by simulating the models proposed in the previous section.

A. Setup

Since our goal is to evaluate large-scale traffic patterns in connected vehicle networks such as homogeneous flow or congestion waves, we are interested in how velocity fluctuations propagate along vehicle chains. A common way in the literature to study such problems is to place $N$ vehicles on a circular road of length $L$ [1], [8], [27], [37]. This leads to a periodic boundary condition since the $N+1$-st and the 1-st vehicle become the same. Moreover, the average spacing of the vehicles

$$h^{*}_{\text{avg}} = \frac{1}{N}(L - \sum_{i=1}^{N} \ell_i),$$

can be controlled by adjusting the ring length $L$ and/or the number of vehicles $N$.

This configuration may allow one to study traffic patterns such as homogeneous flow or traveling waves depending on parameters in the longitudinal dynamics and the average spacing (15). This configuration was used in [28] to demonstrate the formation on traffic jams with human-driven vehicles, while in [30] and automated vehicle was placed among human-driven cars and it was shown that it can mitigate congestion by keeping a large distance to its predecessor. However, the speeds and vehicle spacings achieved in these experiments had to be kept low (below 10 [m/s]) in order to keep the lateral acceleration within a comfortable limit and allow drivers to focus on longitudinal control rather than steering. That is, this setup makes it very challenging to evaluate the traffic patterns for realistic speeds.

To solve this problem we propose to use V2V connectivity in order to establish periodic boundary conditions without having vehicles to drive on a ring. The key idea is to allow that head vehicle of an open chain to observe the motion of the tail vehicle of the chain. Then, by adding the “virtual ring length” $L$ to the longitudinal coordinate of the last vehicle it can be virtually placed ahead of the connected automated vehicle (CAV) as illustrated in Figure 4 A,C for a three-vehicle chain [33]. In this case, the head vehicle (yellow) is a CAV which is followed by two CHVs. Then using $s_t + L$ in the controllers of the connected automated vehicle the black car can be “placed” in front of it. This setup allows the human drivers to drive at realistic speed ranges (tested up to 24 [m/s]) while maintaining the periodic boundary condition via V2V communication.

Moreover, the established periodic boundary condition allows one to evaluate the impact of an automated vehicle on traffic flow for different values of $L$ (and average vehicle spacings). Indeed, the idea can be extended to scenarios when a connected automated vehicle responds to the motion of multiple vehicles ahead and allows us to evaluate the impact of connected automated vehicles on traffic flow. In the experiments wireless vehicle-to-vehicle (V2V) communication is realized using the devices shown in Figure 4 E. They consist of an electronic control unit and an antenna which transmits basic safety messages (BSM) using standardized Dedicated Short Range Communication (DSRC) protocol [42]. The information broadcasted includes position and velocity. The devices are powered through a 12 Volt power outlet and can be retrofitted to any regular vehicle. The vehicles shown in Figure 4 D are equipped with such V2V devices. Moreover, the vehicle on the right is also capable of automated driving. In particular, the throttle and the brakes can be commanded based on the data received from the other vehicles via V2V communication.

B. Experimental Results

We performed experiments on a straight public road with the connected automated vehicle set up so that the connected vehicles were in the communication range at all times. For the nearest-neighbor feedback we used $E_k^3 = \{ 1 \}$ and weight $w_{3, 1} = 1 [1/s]$ while for the long-range feedback we used $E_k^3 = \{ 1, 2 \}$ and weights $w_{3, 1} = 0.4 [1/s], w_{3, 2} = 0.6 [1/s]$. Also, we considered scenarios with $\kappa = 0.6 [1/s]$ and $\kappa = 1.0 [1/s]$ to observe the effects of the “aggressiveness” of the automated vehicle. In particular, we studied three scenarios as outlined in Table II. Each set of $\kappa$ and $L$ (and consequently the average vehicle spacing $h^{*}_{\text{avg}}$) was varied, as seen in Table II to account for different homogeneous flow speeds up to about 24 [m/s]. For each experiment the vehicles started from a stationary configuration and then were given some time to approach either a steady state, where they traveled close to homogeneous flow, or to reach steady oscillatory
behavior during which they periodically slowed down and speeded up. The first column of Figure 5 shows time profiles of the distance headways and velocities of the three vehicles for $h_{\text{avg}}^* = 20$ [m], with the first two rows corresponding to nearest-neighbor feedback with $\kappa = 0.6$ [1/s], the second two rows corresponding to the nearest-neighbor feedback with $\kappa = 1.0$ [1/s], and the last two rows corresponding to the long-range feedback with $\kappa = 1.0$ [1/s]. For $\kappa = 0.6$ [1/s] (see Figure 5 A, C) the vehicles accelerate from a standstill and approach homogeneous flow, where they travel at a constant velocity around 16 [m/s]. This corresponds to the equilibrium speed predicted by the car following models (see black dashed line). When we set $\kappa = 1.0$ [1/s] (see Figure 5 E, G), the vehicles approach a state where their speed and distance headway oscillate. In this case the homogeneous flow is unstable and the homogeneous flow velocity would be close to 19 [m/s] that is close to the average velocities of the vehicles during the steady oscillations. Lastly, when we introduce long-range feedback with $\kappa = 1.0$ [1/s] vehicles approach homogeneous flow (see Figure 5 J, L). Here, the homogeneous flow velocity is also about 19 [m/s] and the vehicles are able to sustain this state and no oscillations develop. To show that the above traffic behavior is captured by the vehicle models presented in Section II, we also plot the corresponding model-matched simulation results in the right column of Figure 5. In particular, model matching was used to select the parameters $\alpha_i$, $\beta_i$ and $\tau_i$ for the human-driven vehicles $i = 1, 2$; see the Appendix for details. We found that, while these parameters may vary in time and from driver to driver, using approximations $\alpha_1 = \alpha_2$, $\beta_1 = \beta_2$ and $\tau_1 = \tau_2$ we are able to reproduce the behavior of the individual vehicles and that of the connected vehicle network sufficiently well. From the experiments and the model matched simulations we see that for the one-car-look-ahead configuration, choosing between $\kappa = 0.6$ [1/s] and $\kappa = 1.0$ [1/s] is a tradeoff between speed and stability of homogeneous flow. For a given spacing $h_{\text{avg}}^*$ decreasing $\kappa$ decreases the overall velocity of the vehicles, while increasing $\kappa$ would make the network more susceptible to developing undesirable oscillations. Note, in the $\kappa = 1.0$ [1/s] scenario in Figure 5 F, H the oscillations in distance headway and velocity continue to increase beyond 40 [s] until they reach steady oscillations. The above tradeoff can be resolved by using a long-range feedback, where even with the more aggressively tuned $\kappa = 1.0$ [1/s] the connected vehicle network is able to sustain homogeneous flow at a higher speed. It is demonstrated that by getting information from multiple vehicles ahead, we are able to improve the throughput of the network without making it susceptible to oscillating behavior. This has been verified by multiple experiments using different initial conditions.

### IV. LARGE SCALE SIMULATION SETUP

The experiments on the 3-car connected vehicle network performed in Section III demonstrate that changing the way the connected automated vehicle responds to information from vehicles traveling ahead may influence the behavior of the overall connected vehicle network. In particular, we observed
that a connected automated vehicle using long-range feedback may allow all vehicles in the network to travel faster and approach homogeneous flow. Furthermore, we demonstrated that for well-tuned parameters the car following models are able to reproduce experimental results.

In this section we investigate effects of connected automated vehicles on traffic by considering connected vehicle networks consisting of regular human-driven vehicles (HVs), connected human-driven vehicles (CHVs), and connected automated vehicles (CAVs). We use the models with parameters determined in the Appendix to characterize human drivers in these simulations. We develop a criterion to baseline the performance of a network of regular human-driven vehicles and then investigate the effects of adding connected vehicles and connected automated vehicles.

**A. Connected Vehicle Network Setup**

We simulate a connected vehicle network of \( N \) vehicles with periodic boundary conditions so that the first vehicle travels behind the \( N \)-th vehicle yielding \( s_{N+1} = s_1 + L \) and \( v_{N+1} = v_1 \) where \( L \) is the length of the virtual ring. We emphasize that, similarly to the 3-car network described above, we do not consider ring geometry (that would require to model lateral and yaw dynamics) but rather simply utilize these periodic boundary condition to obtain a closed system. Correspondingly, the distances between the vehicles are calculated using arclengths rather than secants.

Each of the cars is then assigned to be a human-driven vehicle (HV), a connected human-driven vehicle (CHV), or a connected automated vehicle (CAV). We first randomly select \( n_{cv} \) vehicles in the network to be connected. Then we select \( n_{cav} \) of the connected vehicles to be connected automated. Indeed, the number of connected human-driven vehicles in this network is \( n_{cv} - n_{cav} \). We define the connected vehicle penetration rate as \( 100 \frac{n_{cv}}{N} \% \) and the connected automated vehicle penetration rate as \( 100 \frac{n_{cav}}{N} \% \).

In order to model highway scenarios, we set \( h_{sl} = 5 \) [m] and \( v_{\text{max}} = 30 \) [m/s] for all drivers, cf. (4) and Figures 3 B,C. To account for the variation between human drivers we assign \( h_{go} \) for each human driver from a uniform random distribution in the interval [45, 55] [m]. The other human parameters are set to \( \tau_i = 1.0 \) [s], \( \alpha_i = 0.14 \) [1/s] and \( \beta_i = 0.54 \) [1/s], as determined from model matching; see Appendix. Likewise we adjust the range policy of the CAV so that \( v_{\text{max},a} = 30 \) [m/s] while we still use \( \kappa \) to tune the “aggressiveness” of the CAVs; see (11) and Figure 3. We investigate the effects of \( \kappa \) as well as the effects of long-range V2V communication on the global behavior of the constructed connected vehicle networks. Note that even though we set \( h_{sl} = 5 \) [m], vehicles may come to a stop at a headway of less than 5 meters. In our simulations we observed stopping distances of 1 to 5 [m], depending on the driver parameters and the dynamic scenario.

When using long-range feedback the connected automated vehicle \( i \) considers connected vehicles up to a look-ahead distance \( D \) that are moving slower than the immediate predecessor (vehicle \( i+1 \)). For these vehicles we calculate the weighted downstream velocity \( \tilde{v}_i^{(d)} \) using (12) with weights \( w_{ij} \):

\[
w_{ij} = \begin{cases} 
w_i & \text{if } j = i+1 \\
w_i & \text{if } 0 < s_j - s_i < D \text{ and } v_j < v_{i+1}, \\
0 & \text{otherwise.}
\end{cases}
\]  

Note that we limit the number of vehicles in the set \( E_i \) to 5, as prior research shows that looking at more than 5 vehicles does not yield significant improvement in performance [25] [44].

One can show that the dynamics of the connected vehicle network (1)-(14) admits a homogeneous flow equilibrium where all the vehicles travel with constant speed while maintaining constant spacings, that is,

\[
v_i(t) \equiv \bar{v}_i, \quad s_{i+1}(t) - s_i(t) = \ell_i \equiv h_i^*,
\]
where \( v^* \) and \( h^* \) are the homogeneous flow velocity and homogeneous flow spacing such that
\[
v^* = V_f(h^*_i), \quad \sum_{i=1}^{N} (h^*_i + \ell_i) = L. \tag{18}\]
Indeed, we have the average spacing \( h^*_\text{avg} = \frac{1}{N} \sum_{i=1}^{N} h^*_i \) cf. (15). Depending on the stability of the homogeneous flow, the connected vehicle network may converge to or diverge from the homogeneous flow after a perturbation is introduced. In the latter case traveling waves may form.

\[ B. \text{ Testing Procedure} \]

We initialize simulations with all cars traveling at homogeneous flow except the first vehicle, whose motion is perturbed according the speed profile shown in Figure 3 F. The magnitude of the perturbation is characterized by a dimensionless quantity \( 0 \leq \Delta \leq 1 \) called severity. When \( \Delta = 0 \) no perturbation occurs and the car continues to move with the homogeneous flow. When \( \Delta = 1 \) the perturbed car first decelerates from \( v^* \) to 0 at the deceleration rate \( a_{\text{min}} < 0 \); cf. Figure 3A. This deceleration happens over a time interval \( T_b = -v^*/a_{\text{min}} \). Then the car remains stationary for a time interval \( T_c \). Finally, the car accelerates back to \( v^* \) at the acceleration rate \( a_{\text{max}} > 0 \); cf. Figure 3A) over a time \( T_a = v^*/a_{\text{max}} \).

For \( 0 < \Delta < 1 \), the selected car reduces its speed by \( \Delta \cdot v^* \) during the interval 0 \( \leq t \leq T_b \) using a constant deceleration. During \( T_b \leq t < T_b + T_c \) the car coasts at a constant velocity of \( (1-\Delta)v^* \). For our simulations we use \( T_c = 5 \text{[s]} \). Lastly, during \( T_b + T_c \leq t < T_b + T_c + T_a \) the car increases its speed back to \( v^* \) using constant acceleration.

During \( 0 \leq t \leq T_b + T_c + T_a \) the dynamics of the other vehicles in the network are governed by (1)-(14). For \( t \geq T_b + T_c + T_a \) the dynamics of all vehicles are governed by these equations. Such perturbation profiles were found effective at destabilizing connected vehicle networks in theoretical studies [1] and experiments [25], and similar profiles were observed in real rush hour traffic [45]. Other perturbation profiles, specifically where a vehicle increases its speed is important in high density scenarios (\( h^* = 10 \) to 20 [m]) such as of queue discharges, which are not considered in this paper.

After introducing the perturbation, we observe the response of the network. As we examine the merits of connected automated vehicles in benefiting traffic flow, we select our performance metric to be an average flow
\[
q = \frac{1}{N} \sum_{i=1}^{N} q_i, \tag{19}\]
where the time-averaged flow of car \( i \) is given by
\[
q_i = \frac{N + 1}{t_f - t_{\text{set}}}. \tag{20}\]
Here the time \( t_{\text{set}} \) denotes the time where the simulation converges to a steady behavior and \( t_f \) is found by solving
\[
s_i(t_f) = L + s_i(t_{\text{set}}). \tag{21}\]
In other words we determine the time it takes each vehicle to go around the ring once after the connected vehicle network gets close to steady motion (i.e., when the emerging traffic pattern does not change anymore with time). When vehicle \( i \) returns to the same point after going around the ring, \( N + 1 \) vehicles would have traveled through that point. Given this, we can determine the flow from the perspective of car \( i \) in (20). We then average these results over all vehicles in the connected vehicle network using (19).

\[ V. \text{ Traffic Patterns in Connected Vehicle Networks} \]

In this section we first examine the performance of vehicle networks consisting of regular human-driven vehicles (HVs) while varying the perturbation severity and the traffic density (i.e., the average vehicle spacing \( h^*_\text{avg} \) via adapting the ring length \( L \), cf. (15)). We then investigate the dynamics when connected vehicles and connected automated vehicles are added to the traffic flow.

\[ A. \text{ Human-Driven Network} \]

We first look at the performance of a network solely consisting of regular human-driven vehicles in order to establish a baseline to which we can compare the performance of connected vehicle networks.

Our goal is to highlight the effects of average vehicle spacing and perturbation severity on the large-scale traffic patterns. In Figure 6 the behavior of a vehicle network composed of 100 human driven vehicles is shown. In Figures 6 A, C we observe that for \( h^*_\text{avg} = 35 \text{[m]} \) a stop-and-go wave develops independent of the size of perturbations introduced to the network. While some of the vehicles are traveling at free flow speed others are stopped in congestion. When the average vehicle spacing is increased to \( h^*_\text{avg} = 45 \text{[m]} \), the humans are able to return to the homogeneous flow after a small perturbation, see Figure 6 B, but large perturbations still lead to stop-and-go motion; see Figure 6 D.

In order to better understand the traffic patterns, we plot the average flow (19) as a function of the perturbation severity in Figure 6 E, F, that are generated using 10 different distributions of human drivers to account for the variation in human behavior. The mean values are plotted as points with the standard deviations captured by the error bars. For \( h^*_\text{avg} = 35 \text{[m]} \) the flow for all perturbations remains around 1600 [cars/hr]. This is related to the fact that congestion forms for all perturbations for the spacing \( h^*_\text{avg} = 35 \text{[m]} \). For \( h^*_\text{avg} = 45 \text{[m]} \) the flow of the network at low perturbations is around 2200 [cars/hr], which corresponds to highway traffic capacity per lane. However, applying perturbations of severity 0.5 and larger the flow reduces to about 1700 [cars/hr] due to congestion waves.

To obtain a relationship between the flow and vehicle spacing, we plot the flow as a function of average vehicle spacing for \( \Delta = 0.01 \) and \( \Delta = 1.0 \) in Figure 6 G. We used such extreme perturbations to highlight the different traffic regimes. For \( h^*_\text{avg} \leq 40 \text{[m]} \) both small and large perturbations lead to the same flow. For these spacings congestion...
develops even for a small perturbations, as demonstrated by Figure 6 A, C. For $40 \leq h^{*}_{\text{avg}} \leq 50$ [m] small perturbations result in a significantly higher flow than large perturbations since the human drivers are able mitigate small perturbations while large perturbations trigger congestion, as demonstrated by Figure 6 B, D. For $h^{*}_{\text{avg}} \geq 50$ [m], the flow resulting from small and large perturbations is the same again, since human drivers are able to sustain homogeneous flow for all perturbations examined.

B. Effects of Connected Automated Vehicles

After baselining the performance of the human-driven network, we add connected and connected automated vehicles to the network and examine the performance of the resulting connected vehicle network. As an example, we consider 100% CV penetration and 30% CAV of CV penetration, that is 70 CHVs and 30 CAVs. This represents a scenario in which V2X communication is ubiquitous, but the penetration of automated vehicles is still limited.

First we show that in this scenario of partial penetration of connected automated vehicles, implementing nearest neighbor feedback (where the connected automated vehicle uses information solely from the vehicle immediately ahead) yields marginal benefits to traffic flow as the large-scale traffic patterns do not qualitatively change regardless of whether the connected automated vehicles are tuned to be less or more aggressive ($\kappa = 0.6$ or $\kappa = 1.0$ [1/s]).

Figures 7 and 8 A, C show that for $h^{*}_{\text{avg}} = 35$ [m] stop-and-go waves still develop for large and small perturbations regardless of $\kappa$ being 0.6 or 1.0 [1/s]. For $h^{*}_{\text{avg}} = 45$ [m], likewise, the connected vehicle network goes to homogeneous flow for small perturbations, and a congestion wave forms for large perturbations for both $\kappa$ values; cf. Figures 7 B, D
the connected vehicle network is smaller. For \( \kappa = 1.0 \) [1/s] (Figure 8 F), the connected vehicle network always maintains a slightly higher flow than the human-driven network, as the vehicles are closely packed at homogeneous flow and the congestion is less severe for higher perturbations.

Figure 7 G demonstrates that the connected vehicle network with \( \kappa = 0.6 \) [1/s] performs as good or better than the human-driver network for all \( h^*_{avg} \) except between 41 to 45 [m], where for the low perturbations the human-driver network does better. The difference in performance however is not large. When \( \kappa = 1.0 \) [1/s] (Figure 8 G) the connected vehicle network performs as good or slightly better than the human-driver network without any drawbacks. In particular from \( 19 \leq h^*_{avg} \leq 39 \) the connected vehicle network slightly outperforms the human-driven network for both large and small perturbations. For \( 41 \leq h^*_{avg} \leq 49 \) [m] the connected vehicle network performs better than the human-driver network for large perturbations, and maintains the performance of the human-driver network for small perturbations. Note that in Figures 7 G and 8 G we removed the error bars as the variance between the 30 different configurations as the different distributions of CAs was not significant.

Now we demonstrate that by using long-range feedback, the connected automated vehicles can significantly improve the flow of the connected vehicle network even at partial penetration. As before, we consider 100% CV penetration and 30% CA of CV penetration, that is 70 CHVs and 30 CAVs. Figure 9 A shows that at \( h^*_{avg} = 35 \) [m] the network stays close to homogeneous flow, that is, in steady state the velocities oscillate by 1-2 [m/s]. Congestion does not develop unlike in the human-driven network, or the connected vehicle networks with nearest-neighbor feedback. However, large perturbations still result in stop-and-go congestion; see Figure 9 C. For \( h^*_{avg} = 45 \) [m], adding the connected automated vehicles with long-range feedback allows for the connected vehicle network to return to homogeneous flow even for large perturbations as demonstrated in Figure 9 D. These changes in traffic patterns are reflected in improvements in flow. In Figure 9 E, we can see that at \( h^*_{avg} = 35 \) [m] for small perturbations the flow is increased to 2400 [cars/hr], which corresponds to a 50% improvement over the previous networks examined. Moreover, at \( h^*_{avg} = 45 \) [m] the robustness of the connected vehicle network to perturbations is significantly improved, as the flow stays close to 2200 [cars/hr] for all perturbations.

As depicted in Figure 9 G the most significant improvement in flow over the previous network is for \( 35 \leq h^*_{avg} \leq 39 \) [m] for small perturbations. In the case the connected vehicle network with long-range feedback is able to maintain homogeneous flow for these spacings. The significant flow improvements above give long-range feedback a significant advantage over nearest-neighbor feedback without any significant downsides.

VI. Penetration Study

After seeing that long-range feedback is an effective strategy to improve traffic flow at partial penetrations of connected automated vehicles, we conduct a penetration study to see how many connected and connected automated vehicles are
necessary to observe significant benefits in terms of flow. We start with a single distribution of 100 human drivers from the previous section. In this network we vary the CV penetration in increments of 25% from 0% to 100%, which represent how “connected” the traffic environment is. We also vary the CA V of CV penetration in increments of 25% from 0% to 100%, which indicates the fraction of the connected vehicles that are automated. To account for the variability due to different distributions of the CVs and CA Vs in the network we use 10 different random distributions of CVs and CA Vs to generate results for a given penetration setup.

Because most common perturbations are not severe (it’s rare for someone to do a full stop on the highway), we chose to perturb the networks with \( \Delta = 0.1 \) (corresponding to a 10%) deviation of the speed from homogeneous flow. After the start of the perturbation we let the network run for 5 minutes and calculate the flow as in (19,20,21) with \( t_f = 300 \text{ [s]} \)

\[ \delta q_{\text{max}} = \max_{h \in [h_{\text{min}}, h_{\text{max}}]} \frac{q_{\text{CVN}}(h) - q_{\text{HVN}}(h)}{q_{\text{HVN}}(h)}. \]  

(22)

To investigate the change in flow for a wide range of densities, we also consider averaging the flow increase over the densities (between \( h_{\text{min}} \) and \( h_{\text{max}} \)) and define another metric

\[ \delta \bar{q} = \frac{1}{h_{\text{max}} - h_{\text{min}}} \int_{h_{\text{min}}}^{h_{\text{max}}} \frac{q_{\text{CVN}}(h) - q_{\text{HVN}}(h)}{q_{\text{HVN}}(h)} \text{dh}. \]  

(23)

We use \( h_{\text{min}} = 25 \text{ [m]} \) and \( h_{\text{max}} = 49 \text{ [m]} \). The results for both \( \delta q_{\text{max}} \) and \( \delta \bar{q} \) are shown in Figure 10 A, B, demonstrating that increasing the penetration of CV and CAV increases the performance of CVNs. Also for a given number of CAVs, increasing the number of CHV’s yields an improvement in flow. Note in this case we consider vehicles from \( D = 300 \text{ [m]} \) ahead as before, as this was the range in which we observed no significant packet losses during experiments.

In Figure 10 A we observe that even when there is 25% CV penetration and 25% CAV of CV penetration (i.e., 25 % connected vehicles and 6 connected automated vehicles in the network), the flow can be increased up to 6 % compared to the human connected vehicle network. With full connectivity (100% CV penetration) just 25% CAV penetration yields 25%
increase in flow. Figure 10 B shows that on average 50% CV penetration and 25% CAV of CV penetration (50 CV’s and 13 CAV’s) yields close to 5% increase in flow on average over the human-driven network. For full connectivity, even 25 CAV’s improve the flow by over 10% on average. Also note that, 50% CV penetration and 25% CAV of CV penetration yields higher metrics than 25% CV penetration and 50% CAV of CV penetration, while both scenarios have 13 connected automated vehicles. Thus, as we mentioned before, for a given number of CVs increasing the number of CAVs leads to an improvement in flow.

In Figures 10 C,D we show the results in which we take D to be 600 [m] rather than 300 [m]. The results are not significantly different for either metric. Even when we increase the look ahead distance to 900 [m], as shown in Figures 10 E,F, there is no significant difference in performance compared to when the CAV’s only look ahead 300 [m]. Finally, we remark that when reproducing Figure 10 for different severities of perturbations the qualitative behavior remains the same.

VII. DISCUSSION AND CONCLUSION

To characterize the effect of vehicle-to-vehicle connectivity on traffic patterns, we designed a small-scale experiment featuring three cars: two connected human-driven vehicles and one connected automated vehicle. This experimental setup allowed us to evaluate the effect of different types of feedback used by the connected automated vehicle on traffic patterns at a realistic range of speeds (up to 24 [m/s]). The experiments had important implications. First, using long-range feedback to control the connected automated vehicle gives significant benefits in stability and throughput of the connected vehicle network over nearest-neighbor feedback. Second, car following models perform well in replicating the dynamics of the vehicles as well as the dynamics and traffic patterns arising in the connected vehicle network.

To evaluate the benefits of wireless communication for larger networks we performed simulations of a 100-vehicle connected vehicle network featuring human-driven and connected automated vehicles. We demonstrated that in order for connected automated vehicles to significantly improve traffic flow of the connected vehicle network at low penetration, they must utilize long-range feedback. This is because connected automated vehicles using long range feedback bring changes to traffic patterns that yield significant flow improvements over human-driven traffic, which does not occur when the connected automated vehicles use nearest-neighbor feedback.

Lastly we studied the effects of different penetrations of connected vehicles and connected automated vehicles using long range feedback on traffic flow. We demonstrated that significant benefits for a wide range of traffic densities can be observed with only a few connected automated vehicles, and these benefits increase with the number of connected human-driven vehicles in the network. That is, increasing the penetration of connected human-driven vehicles would enable a small percentage of connected automated vehicles (on the order of 10 to 20 %) to significantly improve the traffic flow. Given that full connectivity can be achieved by a government mandate and off the shelf devices can readily be retrofitted to conventional human-driven vehicles to make them connected [25], [33], these significant improvements can be viable in the near future.

It is also important to discuss the limitations of the assumptions taken in this work. We limited our investigations to traffic patterns that can be generated via single-lane experiments. The analysis performed above can be applied to multi-lane traffic as long as the lane change dynamics do not significantly affect the traffic flow in each lane. When considering lane changes and bottlenecks one may observe additional traffic patterns [26]. We plan to extend our work to such multi-lane highway environments by combining our approaches with well established lane change models such as MOBIL [46].

Another key assumption in this study was limiting the variation of human parameter to the variation in the range policy. In general human driver parameters including the gains, range policies and delays all vary from driver to driver and also for a given driver in time [24], [34], [35]. On the other hand, we expect the parameters of connected automated vehicles to be customizable and vary from CAV to CAV. Statistical studies taking into account these variations may be used to evaluate the robustness of the finding this paper.

The experimental and simulation frameworks developed in this work could allow us to evaluate any other potential control strategies for connected automated vehicles. For instance, with the emergence of reinforcement learning as a technique for control of connected automated vehicles with promising initial simulation results in [31], [47]–[49], it would be interesting to evaluate these algorithms on real vehicles and using large scale simulations to see how they compare in reducing congestion and increasing traffic flow in mixed traffic environments. Finally, our work can be further extended by performing experiments where connected and automated vehicles are mixed into highway traffic which are left for future research.

APPENDIX

MODEL-MATCHING HUMAN DRIVER BEHAVIOR

To show that the traffic patterns observed in the experiment can be reproduced by car following models, we select the parameters for the human car-following model (3,4) via a two-step model matching process.

First we fit the range policy (4) to the experimental data to find $h_{i,j}, h_{go,i}$, and $v_{max,i}$. To do this we select segments in the experimental data where the system is close to a homogeneous flow with vehicles traveling at roughly constant speed while maintaining constant distance headways. For example, see the first column with $\kappa = 0.6$ nearest-neighbor feedback and $\kappa = 1$ long-range feedback scenarios in Figure 5. The distance headways and velocities corresponding to these steady states are plotted as grey dots in Figures 3 B, C for vehicles 1 and 2, respectively. The blue curves correspond to the fitted range policies, with parameters given in Table 1.

Second we select the appropriate gains $\alpha_i, \beta_i$ and time delay $\tau_i$ for the human drivers in (3). For simplicity, we assume both human drives have similar gains and delays, i.e., $\alpha_i = \alpha_0, \beta_i = \beta_0, \tau_i = \tau_0$, but our method can be generalized to the scenario
when these parameters are different for each driver. We select the gains and delays by minimizing two cost functions over a range of $\alpha_h$, $\beta_h$ and $\tau_h$.

The first cost function calculates the sum of squared differences between the measured and simulated distance headways and velocities for all cars:

$$J_{\text{cur}}(\alpha_h, \beta_h, \tau_h) = \frac{1}{t_{\text{end}} - t_{\text{st}}} \sum_{i=1}^{3} \int_{t_{\text{st}}}^{t_{\text{end}}} (h^i_{\text{m}}(t) - h^i(t))^2 \, dt + C (v^i_{\text{m}}(t) - v^i(t))^2 \, dt. \quad (24)$$

This cost was averaged for all 18 runs (8 for $\kappa = 0.6$ and 5 for $\kappa = 1.0$). The superscript “m” indicates measured quantities, whereas the unsubscripted distance headways and velocities denote data obtained by simulating the network Figure 4 B starting from the same initial condition. Here $C$ is a constant, which we set to 1 [s²].

The second cost function seeks to match the traffic patterns between the measurements and simulations:

$$J_{\text{iff}}(\alpha_h, \beta_h, \tau_h) = (\Delta v^m - \Delta v)^2, \quad (25)$$

where

$$\Delta v = \frac{1}{t_{\text{set}}} \int_{t_{\text{set}}}^{t_{\text{end}}} \max_{j=1,2,3} |v_j(t) - v_j(t)| \, dt. \quad (26)$$

gives the average speed difference between the fastest and the slowest moving vehicle in the connected vehicle network taken over a period of time $t_{\text{set}}$ when the network settled down to either homogeneous flow or steady oscillations. More precisely, for the experiments this period of time is taken as a segment of at least 10 seconds where the trajectories either approach homogeneous flow, or exhibit constant amplitude oscillations. For the simulation results this segment is taken as the last 10 seconds of the simulation. Intuitively small $\Delta v$ correspond to the network being close to homogeneous flow, whereas large $\Delta v$ correspond to traffic congestion [1], [27], [37]. This cost was averaged for all 18 runs, and the superscripts are used to distinguish experimental and simulated quantities as in (24).

We select the gains $\alpha_h$, $\beta_h$ and the delay $\tau_h$ for which the values of both of the above cost functions are sufficiently small. For the 18 runs considered we obtained $\alpha_h = 0.14$ [1/s], $\beta_h = 0.54$ [1/s] and $\tau_h = 1.0$ [s]. We show the simulation results with these parameters for $h_{\text{avg}} = 15$ [m] in the second column of Figure 5. Indeed, the simulations reproduce the experiments with high accuracy in the three scenarios.
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