PRACTICE SESSION FOR “WORKING WITH S-PLUS”:

WRITING A BOOTSTRAP PROGRAM
Bootstrapping is a tool that is commonly used to obtain inference about a statistic for which no asymptotic estimate of its distribution is easily available, and/or for which no parametric assumptions are to be made about its underlying distribution.  In simplified terms, the idea is as follows.  Let
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 be independent random variables sampled from a (possibly unknown) distribution F, and consider 
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with CDF 
[image: image3.wmf],

()Pr(;)

Fn

GqTqF

=£

.  Then, under certain relatively weak conditions, the bootstrap estimate of the CDF of T given by 
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will approach 
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, where 
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 is obtained by resampling from 
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 with replacement and 
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 is estimated by repeating the sampling R times, where R is very large (usually 1,000-10,000) (Davidson and Hickley 1997).  Even less formally, this means that the distribution of T can be estimated by drawing a sample of size n with replacement from 
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, recomputing T from this sample, and repeating this process hundreds or thousands of times.

Today I would like you to write a bootstrap program in Splus.  For our sample statistic we will consider the sample mean 
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, using data simulated from an exponential distribution.  Proceed as follows:

1) Write a function meanboot that takes as parameters a vector containing 
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 and an integer R and returns a vector containing the R means of the resampled 
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.  You will find the S-plus function sample useful here.

2) Generate a vector of 10 independent, exponentially distributed random variables with mean 1 using the function rexp and save it in a variable called age.  Call meanboot using age and R=1000.  Exam the histogram of the resulting bootstrap estimate of the CDF of 
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3) Consider the coverage properties of the confidence intervals for the mean parameter 
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 obtained from a) the normal approximation obtained under the Central Limit Theorem and b) from the empirical bootstrap distribution.  Repeat 2) 100 times, each time saving the upper and lower bounds of a 95% confidence interval given for a) by 
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 (use the var function to obtain 
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) and given by b) by 
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, the 25th and 975th smallest resampled mean.  You will need to create four vectors of length 100 to save the simulated values, say normlb, normub, bootlb, and bootub.  Also useful will be the sort(object) command, which orders object from lowest to highest.

You will find that the coverage properties of both the bootstrap estimator and the normal approximation are less than ideal; both will have about 90% coverage rather than 95%.  This is because both are asymptotic approximations that rely on large n, which here is only 10.  If you have time try n=100; you will see that the coverage is much better.  Of course, here the exact distribution of the mean will be known as 
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, and the 5th and 95th percentiles could be calculated accordingly.
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