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CHAPTER 1

Preface

The course will be devoted to an introduction to D-module theory and some
of its connections with invariants of singularities. After a discussion of the sheaf
of differential operators and general facts about D-modules, we give a presenta-
tion of the theory of holonomic D-modules on the affine space. We next turn and
discuss some general cohomological results concerning filtered modules over cer-
tain almost-commutative filtered rings. We will then define the main functors on
D-modules and prove the main results: the Kashiwara equivalence theorem, Bern-
stein’s inequality, the existence of b-functions, and the preservation of holonomicity
under push-forward and pull-back, as well as the 6-functor formalism for holonomic
D-modules. We then treat briefly the Riemann-Hilbert correspondence. Finally,
we end the course with a detailed discussion of the V -filtration of Kashiwara and
Malgrange and its connection with invariants of singularities, such as the Bernstein-
Sato polynomial, multiplier ideals, and the minimal exponent. With the exception
of the last chapter, almost everything that we discuss in this course can be found
in [HTT08]. The presentation in several sections is also inspired from Bhargav
Bhatt’s Michigan course in Fall 2020.

We always work in the algebraic setting. In fact, with the exception of Chap-
ter 7, we work over an arbitrary algebraically closed field k of characteristic 0. We
only specialize to the case k = C when treating the Riemann-Hilbert correspon-
dence, for which the classical topology plays an important role. It is important
to keep in mind that the theory that we discuss can be also developed, with some
care, in the setting of complex manifolds.

We assume basic familiarity with algebraic varieties and quasi-coherent sheaves
on them. We also assume familiarity with derived functors. In D-module theory, it
is important to work at the level of derived categories: we do not assume familiarity
with derived categories, so we include in the appendix a brief introduction to the
basic features of this formalism.
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CHAPTER 2

The sheaf of differential operators

Let k be a fixed algebraically closed field of characteristic 0 and let X be a
smooth, irreducible, algebraic variety over k. By a variety we mean a reduced
separated scheme of finite type over k, possibly reducible. Our goal in this chapter
is to discuss the sheaf DX of differential operators on X.

2.1. Grothendieck’s definition of differential operators

We begin with Grothendieck’s definition for the sheaf of differential operators.
This is done by first defining inductively the sheaf FpDX of differential operators
of order ≤ p. All these are subsheaves of the sheaf Endk(OX) of k-linear endomor-
phisms of OX . Note that inside Endk(OX) we have two subsheaves: we have the
sheaf OX of OX -linear operators (where a regular function f ∈ OX(U) corresponds
to the endomorphism OU → OU given by multiplication with f) and the sheaf
Derk(OX) of k-linear derivations of OX . We also note that Endk(OX) is naturally
a sheaf of (noncommutative) k-algebras with respect to composition. In particular,
it carries the bracket [−,−] given by [P,Q] = PQ−QP whenever P and Q are two
sections defined over the same open subset (by an abuse of notation, we often do not
keep track of this open subset). The bracket satisfies the following compatibility
formula with the product:

(2.1) [PQ,R] = P [Q,R] + [P,R]Q

for all open subsets U ⊆ X and all P,Q,R ∈ Γ
(
U, Endk(OX)

)
.

The following fact will be often useful:

Lemma 2.1. For every D ∈ Derk(OX) and every f ∈ OX , we have [D, f ] =
D(f) in Endk(OX).

Proof. The assertion follows from the fact that a derivation satisfies the Leib-
niz formula. �

Definition 2.2. For p ≥ −1, we define inductively the sheaf FpDX of differ-
ential operators of order ≤ p on X as follows:

i) We put F−1DX = 0.
ii) Assuming that p ≥ 0 and Fp−1DX ⊆ Endk(OX) is defined, for every

open subset U ⊆ X, we define Γ(U,FpDX) to consist of those P ∈
Γ(U, Endk(OX)) such that for every open subset V ⊆ U and every f ∈
OX(V ), we have [P, f ] ∈ Γ(V, Fp−1DX).

The sheaf of differential operators on X is

DX =
⋃
p

FpDX ⊆ Endk(OX).

If X is affine and R = OX(X), then we put DR := Γ(X,DX).

1



2 2. THE SHEAF OF DIFFERENTIAL OPERATORS

Remark 2.3. It is straightforward to see that all FpDX and DX are subsheaves
of Endk(OX).

Remark 2.4. It follows from the definition that if U ⊆ X is an open subset,
then FpDU = FpDX |U for all p ≥ 0 and thus DU = DX |U .

Remark 2.5. It follows from the definition, by induction on p, that FpDX ⊆
Fp+1DX for all p ≥ −1 (the case p = −1 being trivial).

Example 2.6. We have F0DX = OX . Indeed, it follows from the definition
that F0DX(U) consists of those P such that [P, f ] = 0 for every regular function
f ∈ OX(V ), with V ⊆ U . This means that P (fg) = fP (g) for every f, g ∈ OX(V ).
This implies that P is given by multiplication with P (1) ∈ OX(U).

Example 2.7. It follows from the definition and Lemma 2.1 that we have
OX +Derk(OX) ⊆ F1DX . In fact, this is an equality. Indeed, if P ∈ Γ(U,F1DX),
then it follows from the definition and Example 2.6 that for every V ⊆ U and
f ∈ OX(V ), we have [P, f ] ∈ OX(V ). In other words, for every f, g ∈ OX(V ), we
have

P (fg)− fP (g) = g
(
P (f)− P (1)

)
.

If we put Q = P − P (1), then the above relation becomes

Q(fg)− fQ(g) = gQ(f),

and since Q(1) = 0, it follows that Q ∈ Γ
(
U,Derk(OX)

)
.

We next recall the general definition of a filtration on a sheaf of rings:

Definition 2.8. If R is a sheaf of rings on a topological space, then a filtration
on R is given by a family of subsheaves F•R = (FpR)p∈Z, such that the following
conditions hold:

i) FpR ⊆ Fp+1R for all p ∈ Z.
ii) F−1R = 0 and R =

⋃
p∈Z FpR.

iii) 1 ∈ F0R.
iv) FpR · FqR ⊆ Fp+qR for all p, q ∈ Z.

In this case,

GrF• (R) :=
⊕
p≥0

GrFp (R), where GrFp (R) = FpR/Fp−1R

is a sheaf of graded rings.

In our setting, DX is a sheaf of rings and F•DX is a filtration on DX (called the
order filtration on DX). Indeed, properties i)-iii) above are clear, while condition
iv) and the fact that DX is a sheaf of rings are the content of the next proposition.

Proposition 2.9. For every p, q ≥ 0, we have

FpDX · FqDX ⊆ Fp+qDX .
In particular, DX is a sheaf of subrings of Endk(OX).

Proof. The first assertion is clearly true if p = −1 or q = −1 and the general
case follows by induction on p+q, using the fact that by (2.1), for every P ∈ FpDX ,
Q ∈ FqDX , and f ∈ OX , using the induction hypothesis we have

[PQ, f ] = P [Q, f ] + [P, f ]Q ∈ FpDX · Fq−1DX + Fp−1DX · FqDX ⊆ Fp+q−1DX .
The fact that DX is a sheaf of subrings is an immediate consequence. �
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Remark 2.10. The first assertion in Proposition 2.9 implies, by taking p = 0
or q = 0, that DX and every FpDX are OX -modules using either left or right mul-
tiplication in Endk(OX) (but these structures are different, as follows for example
from Lemma 2.1). From now on, unless explicitly mentioned otherwise, we always
consider DX as an OX -module via left multiplication.

Our next goal is to give a description of DX in terms of local coordinates.
We introduce some notation that we will always use in the presence of local co-
ordinates. Suppose that x1, . . . , xn are algebraic coordinates in an open subset
U ⊆ X: this means that x1, . . . , xn ∈ OX(U) are such that dx1, . . . , dxn trivialize
the cotangent sheaf ΩX = ΩX/k on U (equivalently, for every Q ∈ U , the func-
tions x1 − x1(Q), . . . , xn − xn(Q) give a regular system of parameters of OX,Q).
We will say that the coordinates are centered at some point Q ∈ U if xi(Q) = 0
for all i (note that y1 = x1 − x1(Q), . . . , yn = xn − xn(Q) are algebraic coordi-
nates centered at Q and dyi = dxi for all i). Given any algebraic coordinates
x1, . . . , xn ∈ OX(U), we denote by ∂1 = ∂x1 , . . . , ∂n = ∂xn the dual basis of
Derk(OX)|U . Note that ∂1, . . . , ∂n pairwise commute. For α = (α1, . . . , αn) ∈
Zn≥0, we put |α| = α1 + . . . + αn, α! = α1! · · ·αn!, and xα = xα1

1 · · ·xαnn and

∂α = ∂α1
1 · · · ∂αnn ∈ Γ

(
U, End

k
(OX)

)
. Using the fact that [∂i, xj ] = δi,j for all i and

j, it is an easy exercise to show via (2.1) that for every α ∈ Zn≥0 and every h ∈ OU ,
we have

(2.2) [h∂α, xi] = αih∂
α−ei ,

where e1, . . . , en is the standard basis of Zn.

Theorem 2.11. If x1, . . . , xn is an algebraic system of coordinates on the open
subset U ⊆ X, then for every p ≥ 0, the sheaf FpDU is a free OU -module, with
basis {∂α, |α| ≤ p}.

Before giving the proof of the theorem, we make some preparations. Note first
that the ∂α are linearly independent over OU . Indeed, if P =

∑
α hα∂

α = 0, then
in order to see that hα vanishes at every Q ∈ U , we may assume (after replacing
each xi by xi − xi(Q)) that xi(Q) = 0 for all i. In this case the value of P (xα) at
Q is α! · hα(Q), hence hα(Q) = 0.

Let us define F ′pDU ⊆ DU to be the left OU -submodule of Endk(OU ) generated
by {∂α, |α| ≤ p}. The inclusion FpDU ⊆ F ′pDU follows from Proposition 2.9 and
Examples 2.6 and 2.7. The interesting assertion in the theorem is that this inclusion
is an equality.

Lemma 2.12. If m is the ideal defining a point Q ∈ X, then for every q ≥ p ≥ 0
and every P ∈ Γ(X,FpDX), we have P (mq) ⊆ mq−p.

Proof. We may and will assume that X is affine and let y1, . . . , yr ∈ OX(X)
be generators of m. We argue by induction on p+ q, with the cases q = p and p = 0
being clearly true. For the induction step, note that if q > p, then every h ∈ mq

can be written as h =
∑r
i=1 yihi, with hi ∈ mq−1, hence

P (h) =

r∑
i=1

Pyi(hi) =

r∑
i=1

yiP (hi) +

r∑
i=1

[P, yi](hi) ∈ mq−p

since by the induction hypothesis we have P (hi) ∈ mq−1−p (hence yiP (hi) ∈ mq−p)
and [P, yi](hi) ∈ mq−p (note that [P, yi] ∈ Fp−1DX). �
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Lemma 2.13. Given coordinates x1, . . . , xn on U ⊆ X, if P ∈ Γ(U,DX) is such
that [P, xi] = 0 for all i, then P ∈ OX(U).

Proof. We may assume that U is affine. By Example 2.6, is enough to show
that for every open subset V ⊆ U , every f, h ∈ OX(V ) and every point Q ∈ V , the
function [P, f ](h) vanishes at Q. After replacing each xi by xi−xi(Q), we may and
will assume that x1, . . . , xn generate the ideal m defining Q.

Since P commutes with each xi, it follows that P commutes with each xα. Let p
be such that P ∈ Γ(U,FpDX). After possibly replacing V by an open neighborhood
of Q, we can write f = f1 + f2, with f1 ∈ k[x1, . . . , xn] and f2 ∈ mp+1, so

[P, f ](h) = [P, f1](h) + [P, f2](h) = [P, f2](h) = P (f2h)− f2P (h) ∈ m,

where the containment follows from Lemma 2.12. Therefore [P, f ](h) vanishes at
Q. �

Lemma 2.14. Given algebraic coordinates x1, . . . , xn on the affine open subset
U ⊆ X, if Pi ∈ Γ(U,F ′pDX) for 1 ≤ i ≤ n are such that [Pi, xj ] = [Pj , xi] for all i
and j, then there is P ∈ Γ(U,F ′p+1DX) such that [P, xi] = Pi for 1 ≤ i ≤ n.

Proof. We argue by descending induction on m, with 1 ≤ m ≤ n + 1, that
there is P ′ ∈ Γ(U,F ′p+1DX) such that [P ′, xi] = Pi for m ≤ i ≤ n. The assertion
trivially holds for m = n+ 1. Suppose now, by induction, that we have such P ′ for
m+ 1. If G = [P ′, xm]− Pm, then
(2.3)

[G, xi] =
[
[P ′, xi], xm

]
− [Pm, xi] = [Pi, xm]− [Pm, xi] = 0 for m+ 1 ≤ i ≤ n.

Since P ′ ∈ Γ(U,F ′p+1DX), it follows from (2.2) that [P ′, xm] ∈ Γ(U,F ′pDX), and
thus G ∈ Γ(U,F ′pDX). If we write G =

∑
|α|≤p hα∂

α, then it follows from (2.3)

using (2.2) that hα = 0 unless αm+1 = . . . = αn = 0. If we put

P ′′ =
∑
|α|≤p

1
αm+1hα∂

α+em ∈ Γ(U,F ′p+1DX),

then it is clear that [P ′′, xi] = 0 for m + 1 ≤ i ≤ n, while [P ′′, xm] = G by (2.2).
We thus have [P ′ − P ′′, xi] = Pi for m ≤ i ≤ n. This completes the proof of the
induction step. By taking m = 1, we obtain the conclusion of the lemma. �

We can now prove the local description of the sheaf of differential operators.

Proof of Theorem 2.11. We may and will assume that U is affine. We
show that F ′pDU ⊆ FpDU by induction on p. Note that if p = 0, then the assertion
follows from Example 2.6. Suppose now that p ≥ 1 and we know the assertion for
p−1. If P ∈ Γ(U,FpDX), then Pi := [P, xi] ∈ Γ(U,Fp−1DX) = Γ(U,F ′p−1DX). For
all i and j, we have

[Pi, xj ] =
[
[P, xi], xj

]
=
[
[P, xj ], xi

]
= [Pj , xi],

hence it follows from Lemma 2.14 that there is P ′ ∈ Γ(U,F ′pDX) such that [P ′, xi] =
Pi for all i. Since [P−P ′, xi] = 0 for all i, it follows from Lemma 2.13 that P−P ′ ∈
OX(U), hence P ∈ Γ(U,F ′pDX). This completes the proof of the theorem. �

The following are immediate consequences of Theorem 2.11.

Corollary 2.15. The sheaf DX is a quasi-coherent OX -module.
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Corollary 2.16. The subsheaf DX ⊆ Endk(OX) is the sheaf of subrings
generated by OX ,Derk(OX) ⊆ Endk(OX).

Remark 2.17. If X is affine and P ∈ Γ
(
X, Endk(OX)

)
, then P ∈ Γ(X,FpDX)

if and only if [P, f ] ∈ Γ(X,Fp−1DX) for all f ∈ OX(X). Indeed, it is enough to show

that in this case, for every nonzero g ∈ OX(X), we have
[
P, fg

]
∈ Γ(V, Fp−1DX),

where V = X r V (g). This follows from the fact that
[
P, fg

]
= 1

g [g, P ] fg + 1
g [P, f ],

which in turn follows by direct computation.

Remark 2.18. While we will not pursue this, it is worth pointing out that there
is a purely analytic side of the story. If X is a complex manifold, then the sheaf of
differential operators DX is the sheaf of subrings of EndC(OX) generated by OX
and DerC(OX) (note that in this case OX is the sheaf of holomorphic functions
on X). Again, we have an order filtration F•DX on DX such that if x1, . . . , xn are
analytic coordinates in an open subset U ⊆ X, then FpDX is a free left OX -module
with basis {∂α, |α| ≤ p}.

2.2. The sheaf of graded rings for the order filtration

The order filtration on DX provides the main tool for reducing the study of
DX and of sheaves of DX -modules to the commutative setting. Note that in our
case GrF• (DX) is a sheaf of k-algebras. It follows from Examples 2.6 and 2.7, we

have GrF0 (DX) = OX and GrF1 (DX) = TX := Derk(OX).

The next lemma implies that GrF• (DX) is a sheaf of commutative rings.

Lemma 2.19. For every p and q, we have

[FpDX , FqDX ] ⊆ Fp+q−1DX .

Proof. The assertion follows by induction on p+ q, being trivial if p = −1 or
q = −1. For the induction step, note that if P ∈ Γ(U,FpDX) and Q ∈ Γ(U,FqDX),
then for every f ∈ OX(V ), where V ⊆ U , the Jacobi identity gives[

[P,Q], f
]

=
[
P, [Q, f ]

]
+
[
[P, f ], Q

]
.

Since [P, f ] ∈ Γ(V, Fp−1DX) and [Q, f ] ∈ Γ(V, Fq−1DX), it follows from the induc-
tive hypothesis that

[
P, [Q, f ]

]
∈ Γ(V, Fp+q−2DX) and

[
[P, f ], Q

]
∈ Γ(V, Fp+q−2DX).

By definition, we thus have [P,Q] ∈ Γ(U,Fp+q−1DX). �

Remark 2.20. We stated Theorem 2.11 with respect to the action of OX on
DX on the left, but the same holds with respect to the action on the right: with
the notation in that theorem, we also have

FpDX =
⊕
|α|≤p

∂αOX .

The assertion follows easily from that in Theorem 2.11 by induction on p, using the
fact that for every α with |α| = p, and every h ∈ OX , the difference ∂αh− h∂α lies
in Fp−1DX by Lemma 2.19.

Theorem 2.21. For every smooth complex algebraic variety X, we have a
canonical isomorphism of sheaves of graded rings

Sym•OX (TX) ' grF• (DX).
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Proof. It follows from Lemma 2.19 that S := grF• (DX) is a sheaf of commuta-
tive graded OX -algebras. Since S1 = TX , it follows from the universal property of
the symmetric algebra that we have a morphism of sheaves of graded commutative
rings ϕ : Sym•OX (TX)→ S such that ϕ1 is the identity. In order to check that ϕ is
an isomorphism, we can argue locally, hence we may assume that X is affine and
we have algebraic coordinates x1, . . . , xn ∈ OX(X). Since TX is a free OX -module
with basis ∂1, . . . , ∂n, then the fact that each ϕp : Symp

OX (TX) → FpDX/Fp−1DX
is an isomorphism follows from the fact that in light of Theorem 2.11, it maps an
OX -module basis to a basis. �

Corollary 2.22. If X is a smooth complex algebraic variety, then for every
affine open subset U ⊆ X, the ring DX(U) is both left and right Noetherian.

Proof. Let R = OX(U), so DR = Γ(U,DX). If I is a left (or right) ideal on
DR and we put FpI := I ∩ FpDR for p ≥ 0, then

grF• (I) :=
⊕
p≥0

(FpI/Fp−1I)

is an ideal in grF• (DR), which is a commutative Noetherian ring by Theorem 2.21.
Moreover, if I ⊆ J are ideals in DR, then grF• (I) ⊆ grF• (J); furthermore, if this is
an equality, then it follows by an easy induction that J ∩FpDR ⊆ I ∩FpDR for all
p ≥ 0, hence J = I. Since grF• (DR) contains no infinite strictly increasing sequences
of ideals, it follows that DR contains no infinite strictly increasing sequences of left
(or right) ideals. �

2.3. Differential operators on the affine space

We next discuss a presentation of the ring of differential operators on the affine
space An

k .

Definition 2.23. For every field k, the Weyl algebra An(k) is the quotient of
the free associative k-algebra

k〈x1, . . . , xn, ∂1, . . . , ∂n〉

by the 2-sided ideal generated by the following elements: [xi, xj ], [∂i, ∂j ], and
[∂i, xj ]− δi,j for 1 ≤ i, j ≤ n.

From now on, we assume that k is algebraically closed and Rn = k[x1, . . . , xn],
so Spec(Rn) = An

k . Note that x1, . . . , xn are algebraic coordinates on An
k , so the

description of DAn
k

in Theorem 2.11 applies in this case.

Proposition 2.24. We have an isomorphism of k-algebras ϕ : An(k) → DRn

such that ϕ(xi) = xi and ϕ(∂i) = ∂i for 1 ≤ i ≤ n.

Proof. We clearly have a morphism of k-algebras as in the theorem, due to the
fact that in DRn we have [xi, xj ] = 0, [∂i, ∂j ] = 0, and [∂i, xj ] = δi,j for 1 ≤ i, j ≤ n.
We need to show that ϕ is bijective.

Note that we have a morphism of k-algebras Rn → An(k) that maps each xi
to xi, hence we may consider An(k) as a left Rn-module via this morphism. In
this case, it is clear that ϕ is a morphism of left Rn-modules. Since DRn is a free
Rn-module with basis {∂α | α ∈ Zn≥0} by Theorem 2.11, in order to show that ϕ

is bijective, it is enough to show that An(k) is generated as a left Rn-module by
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{yα | α ∈ Zn≥0}. This is easy to see, using the fact that the relations in An(k) imply
that for every i and j, we have ∂ixj = xj∂i if i 6= j and ∂ixj = xj∂i+1 if i = j. �

2.4. A general presentation of DX
We next generalize the presentation of DX in Proposition 2.24 to the case of

an arbitrary smooth affine variety. This will be useful later for describing quasi-
coherent sheaves of DX -modules. Let X be a smooth affine variety over k, and let
R = OX(X) and TR = Γ(X, TX).

Proposition 2.25. With the above notation, the ring DR is isomorphic to the
free associative k-algebra A generated by

{ã | a ∈ R} and {D̃ | D ∈ TR}
modulo the following relations:

i) ã1a2 = ã1 · ã2 for every a1, a2 ∈ R;

ii) ãD = ã · D̃ for every a ∈ R and D ∈ TR;

iii) [D̃, ã] = D̃(a) for every a ∈ R and D ∈ TR;

iv) [D̃1, D̃2] = ˜[D1, D2] for every D1, D2 ∈ TR.

Proof. It is clear that we have a morphism of k-algebras ϕ : A → DR that

maps ã to a and D̃ to D for every a ∈ R and D ∈ TR. It follows from Corollary 2.16
that ϕ is surjective, hence we only need to show that it is also injective.

Let us consider A as a left R-module via a · u = ã · u. For every p ≥ 0, we

denote by FpA the R-submodule of A generated by D̃1 · · · D̃k, where k ≤ p and
D1, . . . , Dk ∈ TR. It is easy to see, using the given relations that FpA·FqA ⊆ Fp+qA
and [FpA,FqA] ⊆ Fp+q−1A for every p, q ≥ 0. Therefore grF• (A) is a commutative
ring and it follows from the definition of A that we have a surjective k-algebra ho-
momorphism ψ : Sym•R(TR)→ grF• (A). Moreover, ϕ induces a ring homomorphism
gr(ϕ) : grF• (A) → grF• (DR) such that the composition gr(ϕ) ◦ ψ is an isomorphism
by Theorem 2.21. Therefore ψ is an isomorphism, so gr(ϕ) is an isomorphism as
well, which in turn immediately implies that ϕ is injective. This completes the
proof of the proposition. �

Corollary 2.26. With the notation in Proposition 2.25, if x1, . . . , xn ∈ R are
algebraic coordinates on X, then DR is isomorphic to the free associative k-algebra
generated by {ã | a ∈ R} and ∂1, . . . , ∂n, modulo the following relations:

a) ã1a2 = ã1 · ã2 for every a1, a2 ∈ R.

b) [∂i, ã] = ∂̃a
∂xi

for every a ∈ R and 1 ≤ i ≤ n.

c) [∂i, ∂j ] = 0 for 1 ≤ i, j ≤ n.

Proof. Since x1, . . . , xn ∈ R are algebraic coordinates on X, the R-module
TR is free, with basis ∂1, . . . , ∂n, and it is straightforward to check that the algebra
A in Proposition 2.25 is isomorphic to the one in the statement of the corollary. �

Remark 2.27. For the sake of simplicity we made the assumption that the
ground field k is algebraically closed, but all the results in this chapter hold over
any field of characteristic 0.





CHAPTER 3

DX-modules: basic properties

As in the previous chapter, we assume that X is a smooth algebraic variety
over an algebraically closed field k of characteristic 0. Let n = dim(X).

3.1. DX-modules

Definition 3.1. A left (right) D-module on X is a sheaf of left (respectively,
right) DX -modules on X and a morphism of D-modules is a morphism of sheaves
of DX -modules. Unless explicitly mentioned otherwise, we assume that all our
DX -modules are left DX -modules.

Note that a left or right DX -module M is automatically an OX -module via
the injective homomorphism OX ↪→ DX . We say that M is quasi-coherent if it
is quasi-coherent as an OX -module. A coherent (left or right) DX -module M is a
DX -module which is quasi-coherent and that is locally finitely generated over DX
(that is, for every1 affine open subset U ⊆ X, the (left or right) DX(U)-module
M(U) is finitely generated).

Remark 3.2. It is clear that the category of quasi-coherent left (or right) DX -
modules is Abelian. The same property holds for the category of coherent left (or
right) DX -modules by Corollary 2.22.

Example 3.3. It is clear that DX has a natural structure of left DX -module
and of right DX -module.

Example 3.4. Since DX ⊆ Endk(OX), it follows that DX naturally acts on
OX making OX a left DX -module.

Remark 3.5. Part of the motivation for the development of the theory of D-
modules is that it provides an algebraic approach to studying solutions of linear
partial differential equations. For a concrete example, suppose that k = C, X =
An

C, and An = An(C). If M = C[x1, . . . , xn] and N = An/An(P1, . . . , Pr), for some
P1, . . . , Pr ∈ An, then the elements of HomAn(N,M) are the polynomial solutions
f of the system of equations

P1f = . . . = Prf = 0.

Of course, depending on the context, one can replace M by other spaces of functions
(for example, by the rings of holomorphic or smooth functions on Cn).

1It is standard to see, using the fact that DX is a quasi-coherent OX -module by Corol-
lary 2.15, that it is enough to know that X has an affine open covering X =

⋃
i∈I Ui such that

M(Ui) is a finitely generated DX(Ui)-module.

9
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3.2. Integrable connections

Our next goal is to describe the structure of left DX -modules in terms of inte-
grable connections.

Definition 3.6. Let M be an OX -module. A connection on M is a k-linear
morphism

∇ : M→ ΩX ⊗OX M
that satisfies the Leibniz condition

∇(fu) = f∇(u) + df ⊗ u for all f ∈ OX , u ∈M.

Remark 3.7. Since ΩX is a locally free OX -module whose dual is TX , it follows
that giving a connection ∇ onM is equivalent to giving, for every open subset U ⊆
X and ξ ∈ TX(U), a k-linear map ∇ξ : M|U →M|U (compatible with restriction),
that satisfies

i) ∇fξ = f∇ξ for all f ∈ OU ;
ii) ∇ξ(fu) = f∇ξ(u) + ξ(f)u for all f ∈ OU and u ∈M|U .

Indeed, given ∇, we take ∇ξ to be the composition

M|U
∇|U−→ ΩU ⊗OU M|U

ξ⊗1M−→ M|U .
We also note that if x1, . . . , xn are algebraic coordinates on U ⊆ X, then

∇(u) =

n∑
i=1

dxi ⊗∇∂i(u) for every u ∈ OU .

Given a connection ∇ on M, we define

∇ : ΩiX ⊗OX M→ Ωi+1
X ⊗OX M

for i ≥ 1 by

∇(η ⊗ u) = dη ⊗ u+ (−1)iη ∧∇(u) for all η ∈ ΩiX , u ∈M,

where η ∧∇(u) denotes the image of η ⊗∇(u) ∈ ΩX ⊗ ΩiX ⊗M via

ΩX ⊗ ΩiX ⊗M→ Ωi+1
X ⊗M, η1 ⊗ η2 ⊗ u→ (η1 ∧ η2)⊗ u.

Exercise 3.8. Show that for every η ∈ ΩiX and every u ∈M, we have

∇2(η ⊗ u) = η ∧∇2(u).

Definition 3.9. A connection ∇ on M is integrable (or flat) if ∇2(u) = 0 for
every u ∈M.

Proposition 3.10. Giving a left DX -module M is equivalent to giving an
OX -module M, with an integrable connection ∇; the relation between the two
structures is given by

ξ · u = ∇ξ(u) for every ξ ∈ TX , u ∈M.

Proof. Giving a left DX -module structure on the sheaf M is equivalent to
giving a morphism of sheaves of rings DX → EndOX (M). The assertion follows
easily from the description of DX on affine open subsets in Proposition 2.25: for
example, the relation ii) in that proposition corresponds to the fact that ∇fξ =
f∇ξ, the relation iii) corresponds to the Leibniz condition for ∇, while the relation
iv) is equivalent with the integrability condition (this is easiest to see using local
coordinates). We leave checking the details as an exercise. �
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Example 3.11. The standard DX -module structure on OX corresponds to the
de Rham connection on OX given by d : OX → ΩX .

Remark 3.12. If (M,∇) and (N ,∇) are OX -modules with integrable connec-
tion, then a morphism of modules with integrable connection f : (M,∇)→ (N ,∇)
is a morphism of OX -modules such that the diagram

M

f

��

∇ // ΩX ⊗OX M

1⊗f
��

N ∇ // ΩX ⊗OX N ,

is commutative. It is then clear that a morphism of left DX -modules corresponds
to a morphism of OX -modules with integrable connection.

Remark 3.13. If M is a left DX -module on X and ∇ is the corresponding
integrable connection, then it follows from Exercise 3.8 that we have a complex

0→M ∇−→ Ω1
X ⊗OX M

∇−→ . . .
∇−→ ΩnX ⊗OX M→ 0,

where n = dim(X). This is the de Rham complex DRX(M) of M. Note that
the maps are not OX -linear, but only k-linear. Our convention will be to consider
DRX(M) as placed in cohomological degrees −n, . . . , 0. Note that if x1, . . . , xn
are algebraic coordinates on an open subset U ⊆ X, then the differential in the de
Rham complex of M is given on U by

(3.1) d
(
η ⊗ u

)
= dη ⊗ u+

n∑
j=1

dxj ∧ η ⊗ ∂ju.

Example 3.14. If M = OX , then we recover the usual de Rham complex on
X (shifted by n).

We now use the description of left DX -modules in terms of integrable connec-
tions to show that any localisation of a DR-module is again a DR-module.

Example 3.15. Suppose that X is affine and R = OX(X). If M is a left
DR-module and S ⊆ R is any multiplicative system, then the localization S−1M
carries a unique structure of DR-module such that the canonical map M → S−1M
is a morphism of DR-modules. Indeed, the fact that M → S−1M is a morphism of
modules with connection and the Leibniz rule imply that for every ξ ∈ TR = TX(X),
we need to have

∇ξ(u) = ∇ξ
(
s · u

s

)
= s∇ξ

(u
s

)
+ ξ(s) · u

s
,

hence we need to have

∇ξ
(u
s

)
=
∇ξ(u)

s
− ξ(s)u

s2
.

It is then straightforward to see that this formula defines a map ∇ξ : S−1M →
S−1M for every ξ and that in this way we get an integrable connection on S−1M .

In particular, by globalizing this construction, we see that for every smooth
variety X and every nonzero f ∈ OX(X), the sheaf OX

[
1
f

]
is a quasi-coherent

DX -module.
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Example 3.16. If f ∈ OX(X) defines a smooth hypersurface in X, thenOX
[

1
f

]
is generated over DX by 1

f ; in particular, it is a coherent DX -module (note that it is

not coherent as an OX -module, unless f is invertible). Indeed, working locally we
may assume that we have algebraic coordinates x1, . . . , xn on X such that f = x1.
The assertion then follows from the fact that for every j ≥ 1, we have ∂j1

1
x1

=
(−1)jj!

xj+1
1

.

It is an important result, that we will discuss later, saying for every nonzero f ,
the DX -module OX

[
1
f

]
is coherent.

Exercise 3.17. It follows from the above example that there are left ideals I
and J in An(k) such that

An(k)/I ' k[x1, . . . , xn]x1 and An(k)/J ' k[x1, . . . , xn]x1/k[x1, . . . , xn].

Show that I = An(k) · (∂1x1, ∂2, . . . , ∂n) and J = An(k) · (x1, ∂2, . . . , ∂n).

3.3. OX-coherent DX-modules

The “best” DX -modules are the ones that are coherent as OX -modules. We
now show that these are, in fact, locally free OX -modules (that is, in light of Propo-
sition 3.10, these are precisely locally free sheaves on X with integrable connection).

Proposition 3.18. IfM is a left DX -module which is a coherent OX -module,
then M is a locally free OX -module.

Proof. We need to show that for every point P ∈ X, the stalk MP is a free
OX -module. After possibly replacing X by a suitable open neighborhood of P ,
we may and will assume that we have algebraic coordinates x1, . . . , xn ∈ OX(X)
centered at P . Since MP is a finitely generated OX,P -module, we may choose a
minimal system of generators u1, . . . , ud ∈ MP over OX,P . We need to show that

there is no relation
∑d
i=1 fiui = 0, with fi ∈ OX,P not all 0. If such a relation

exists, let r = mini ordP (fi). Recall that for f ∈ OX,P , we put ordP (f) = ∞ if

f = 0 and ordP (f) = k if f ∈ mkP rmk+1
P , where mP is the maximal ideal in OX,P ;

equivalently, we have ordP (f) = min
{
|α|, ∂αf(P ) 6= 0

}
.

We argue by induction on r. If r = 0, then there is i such that fi(P ) 6= 0, so
ui lies in the OX,P -submodule generated by {uj | j 6= i}, a contradiction. On the
other hand, if r ≥ 1 and i0 is such that ordP (fi0) = r, then there is j such that

ordP
(∂fi0
∂xj

)
= r − 1. In this case we have

0 =

n∑
i=1

∂jfiui =

n∑
i=1

fi(∂jui) +

n∑
i=1

∂fi
∂xj

ui.

If we write

∂jui =

n∑
k=1

gikuk for 1 ≤ i ≤ n,

with gik ∈ OX,P , then we obtain the relation
∑n
k=1 hkuk = 0, where

hk = ∂fk
∂xj

+
∑
i

figik.

In particular, we have ordP (hi0) = r − 1, hence we are done by induction. �
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3.4. Good filtrations on coherent DX-modules

Since DX is a sheaf of noncommutative rings, the way to study a DX -module
M is by considering a suitable filtration F•M onM such that grF• (M) becomes a
sheaf of modules over the sheaf of commutative rings grF• (DX).

It is convenient to give the relevant definitions and results in a more general
setting. Let R be a sheaf of rings on X (here X can be any Noetherian scheme).
We assume that we have a morphism of sheaves of rings OX → R, so every left
R-module is automatically a OX -module; we say that it is quasi-coherent if it is
quasi-coherent as an OX -module. We assume that we have a fixed filtration F•R on
R by quasi-coherent OX -submodules (so, in particular, R is quasi-coherent) that
satisfies the following two extra conditions:

C1) GrF• (R) is a sheaf of commutative rings.

C2) For every affine open subset U ⊆ X, the OX(U)-algebra Γ
(
U,GrF• (R)

)
is

generated by finitely many homogeneous elements of degree 1.

Note that these conditions are satisfied when R = DX , with F•DX being the order
filtration. Arguing as in the proof of Corollary 2.22, we see that condition C2)
above implies that for every affine open subset U ⊆ X, the ring R(U) is both left
and right Noetherian.

Definition 3.19. LetM be a quasi-coherent R-module. A filtration F•M on
M (with respect to the filtration F•R) is given by a family (FqM)q∈Z of quasi-
coherent OX -submodules of M that satisfies the following conditions:

i) FqM⊆ Fq+1M for every q ∈ Z;
ii) FqM = 0 for q � 0;
iii) M =

⋃
q∈Z FqM;

iv) FpDX · FqM⊆ Fp+qM for all p, q ∈ Z.

If F•M is a filtration on the R-module M, it is clear that if

grF• (M) =
⊕
q∈Z

grFq (M), where grFm(M) = FqM/Fq−1M,

then grF• (M) is a sheaf of grF• (R)-modules on X, which is quasi-coherent as an
OX -module.

Remark 3.20. In the case of interest for us, when R = DX , with the order
filtration, consider the canonical morphism π : Y = Spec(grF• (DX) → X. In this
case, we have a quasi-coherent sheaf F on Y such that grF• (M) ' π∗(F). Recall
that by Theorem 2.21, the morphism π is canonically isomorphic to the cotangent
bundle T ∗X → X of X.

Returning to the general setting, we will be interested in filtrations that satisfy
an extra finiteness condition.

Definition 3.21. The filtration F•M on the DX -moduleM is a good filtration
if it satisfies the following extra conditions:

i) FqM is a coherent OX -module for every q ∈ Z.
ii) There is q such that

Fp+qM = FpDX · FqM for all p ≥ 0

(in this case we will say that the filtration is generated at level q).
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Proposition 3.22. The filtration F•M on the R-module M is good if and
only if grF• (M) is a locally finitely generated grF• (R)-module.

Proof. Both properties are local, hence we may and will assume that X is
an affine variety and A = OX(X), R = Γ(X,R), and M = Γ(X,M). Recall that

by assumption, there are y1, . . . , yr ∈ F1R such that GrF• (R) is generated as an

A-algebra by u1, . . . , ur ∈ GrF1 (R).
It is clear that if

⊕
q∈Z(FqM/Fq−1M) is generated by the homogeneous ele-

ments u1, . . . , uN , with deg(ui) = di, then

(3.2) FqM = Fq−1M +

N∑
i=1

Fq−diR · ui for all q ∈ Z.

Since FqM = 0 for q � 0, it follows by induction on q that FqM is a finitely
generated A-module if we know that FqR is a finitely generated A-module for
every q. This in turn follows by induction on q, using the fact that

(3.3) FqR = Fq−1R+
∑
|α|=q

Ayα.

Furthermore, we deduce from (3.2) and (3.3) that FqM = F1R · Fq−1M for q ≥
maxi di.

Conversely, suppose that F•M is a good filtration on M . Condition ii) in

the definition implies that GrF• (M) is generated over GrF• (R) by
⊕

i≤q GrFi (M).
Since we have only finitely many nonzero such summands and each of them is
finitely generated over A, it follows that GrF• (M) is a finitely generated GrF• (R)-
module. �

Remark 3.23. Since GrF• (R) is clearly finitely generated over itself, it follows
that F•R is a good filtration on R.

The following result will allow us to compare two good filtrations.

Proposition 3.24. If F•M and F ′•M are filtrations onM, and F•M is good,
then there is ` ≥ 0 such that

(3.4) FkM⊆ F ′k+`M for all k ∈ Z.

If F ′•M is good too, then we may choose ` such that we also have

F ′k−`M⊆ FkM for all k ∈ Z.

Proof. Let q be such that

(3.5) Fp+qM = FpR · FqM for all p ≥ 0.

Since FqM is a coherent OX -module and M =
⋃
i F
′
iM, it follows that there is

` ≥ 0 such that FqM⊆ F ′q+`M. In this case, it follows from (3.5) that

Fp+qM⊆ F ′p+q+`M for all p ≥ 0.

Therefore (3.4) holds for all k ≥ q. On the other hand, since there are only finitely
many nonzero FkM with k < q and they are all coherent OX -modules, we can
ensure that (3.4) also holds for k < q after possibly enlarging `. The last assertion
in the proposition follows by switching the roles of F•M and F ′•M. �

We next give a criterion for the existence of a good filtration.
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Proposition 3.25. A quasi-coherent R-moduleM has a good filtration if and
only if it is locally finitely generated over R.

Proof. If M has a good filtration F•M which is generated at level q, it
follows that M is generated by FqM as an R-module. Since FqM is a coherent
OX -module, it follows that M is locally finitely generated over R.

Conversely, suppose that M is a coherent R-module. The first observation
is that there is a coherent OX -submodule M0 of M that generates M over R.
Indeed, we can cover X by finitely many affine open subsets Ui, and for every i, we
can find a coherent OUi -submodule Mi ⊆ M|Ui that generates M|Ui over R|Ui .
We can fine a coherent submodule M′i of M such that M′i|Ui =Mi (see [Har77,
Exercise II.5.15]). It is then clear that M0 =

∑
iM′i has the desired property.

Given M0 as above, let us define FpM = FpR ·M0. It is straightforward to
check that this is a filtration on M and the fact that it is a good filtration follows
from the fact that this is the case for F•DX (see Remark 3.23). �

We now go back to the setting of interest of us, when R = DX and F•R is the
order filtration. A filtered DX -module is a coherent DX -module, endowed with a
good filtration.

Remark 3.26. Given a filtered DX -module (M, F•M), the de Rham complex
of M has a filtration such that

FpDRX(M) : 0→ FpM→ Ω1
X ⊗OX Fp+1M→ . . .→ ΩnX ⊗OX Fp+nM→ 0

(the fact that this is a subcomplex of DRX(M) follows from the formula (3.1)).

Moreover, that formula shows that each graded piece GrFp DRX(M)

0→ GrFp (M)→ Ω1
X ⊗OX GrFp+1(M)→ . . .→ ΩnX ⊗OX GrFp+n(M)→ 0

is a complex of OX -modules: indeed, if x1, . . . , xn are algebraic coordinates on
U ⊆ X, then the differential is given on U by

d(η ⊗ u) =

n∑
j=1

dxi ∧ η ⊗ ∂iu

and this is clearly OX -linear.

Remark 3.27. Whenever we have a good filtration F•M on a DX -moduleM,
the coherent OX -modules FpM and GrFp (M) provide invariants of (M, F•M) in
the familiar realm of coherent sheaves on X. In general, these depend very much
on the choice of the filtration. However, when discussing Hodge modules in the
next chapter, we will see that many interesting DX -modules carry canonical good
filtrations, in which case, by looking at the (graded) pieces of the filtration, we get
interesting invariants of these DX -modules.

We end this section by discussing the most important geometric invariant as-
sociated to a coherent DX -module. This is defined by choosing a good filtration,
but in such a way that it is independent of the choice of filtration.

Definition 3.28. LetM be a coherent DX -module on X. Let F•M be a good
filtration on X, π : T ∗X → X the cotangent bundle of X, and F the coherent sheaf
on T ∗X such that π∗(F) ' GrF• (M). The characteristic variety Char(M) is the
support of F (that is, it is the closed subset of T ∗X defined by AnnOT∗X (F)).
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Remark 3.29. Note that since GrF• (M) is a sheaf of graded GrF• (DX)-modules,
its annihilator is a sheaf of homogeneous ideals, hence Char(M) ⊆ T ∗X is a conical
subvariety (that is, it is preserved by the standard action of k∗ on T ∗X).

Proposition 3.30. The characteristic variety ofM is independent of the choice
of good filtration F•M.

Proof. We need to show that if F and F ′ are the coherent sheaves on T ∗X cor-
responding, respectively, to the good filtrations F•M and F ′•M, then rad

(
Ann(F)

)
=

rad
(
Ann(F ′)

)
. By Proposition 3.24, there is k ≥ 0 such that

(3.6) F ′qM⊆ Fq+kM⊆ F ′q+2kM for all q ∈ Z.

If f ∈ Γ
(
U,GrFd (DX)

)
, then f lies in Ann(F) if and only if f · FqM ⊆ Fq+d−1M

on U for all q. In this case, it follows from (3.6) that for every r ≥ 1, we have on U

fr · F ′qM⊆ fr · Fq+kM⊆ Fq+k+r(d−1)M⊆ F ′q+2k+r(d−1)M

for all q ∈ Z. It follows that if r ≥ 2k + 1, so that q + 2k + r(d − 1) ≤ q + rd − 1
for all q, then fr ∈ Ann(F ′). This shows that rad

(
Ann(F)

)
⊆ rad

(
Ann(F ′)

)
and

the opposite inclusion follows by symmetry. �

Remark 3.31. For a coherent DX -module M, we have Char(M) = ∅ if and

only if GrF• (M) = 0, which is the case if and only if M = 0.

Definition 3.32. The dimension dim(M) of a nonzero coherent DX -module
M is the dimension of its characteristic variety. It is clear that we have dim(M) ≤
2n. We make the convention that the dimension of the zero module is −1.

The following proposition describes the behavior of the characteristic variety
for the DX -modules in a short exact sequence.

Proposition 3.33. Given a short exact sequence of coherent DX -modules

0→M′ i−→M p−→M′′ → 0

and a good filtration F•M on M, if we put FqM′ = i−1(FqM) and FqM′′ =
p(FqM), then

i) F•M′ and F•M′′ are good filtrations on M′ and M′′, respectively, and
we have a short exact sequence of grF• (DX)-modules

0→ GrF• (M′)→ GrF• (M)→ GrF• (M′′)→ 0.

ii) In particular, we have Char(M) = Char(M′)∪Char(M′′) and dim(M) =
max

{
dim(M′),dim(M′′)

}
.

Proof. The fact that F•M′ and F•M′′ are filtrations and the exactness of
the sequence in i) are straightforward to check. Since GrF• (M) is a locally finitely

generated GrF• (DX)-module, we deduce from the exact sequence that GrF• (M′) and

GrF• (M′′) are locally finitely generated as well, hence the filtrations onM′ andM′′
are good by Proposition 3.22. The assertions in ii) follow from the behavior of the
support for modules in a short exact sequence. �

Example 3.34. If E is a nonzero DX -module on X which is coherent as an
OX -module, then we have a good filtration on E given by FpE = E for p ≥ 0

and FpE = 0 for p < 0. In this case we see that GrF• (E) is the structure sheaf
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of the 0-section of T ∗X, hence Char(E) is the 0-section. In particular, we have
dim(E) = n.

Example 3.35. We have Char(DX) = T ∗X (we can use the order filtration on
DX as a good filtration), so dim(DX) = 2n.

Example 3.36. Let X be affine with A = OX(X), and let P ∈ DR be nonzero
M = DR/DR · P . Show that dim(M) = 2n− 1.

Exercise 3.37. Show that if X = A1
k and M = k[x, x−1]/k[x], then Char(M)

is the fiber of T ∗X over 0 ∈ X. In particular, we have dim(M) = 1.

A fundamental result about DX -modules, which underpins much of the theory,
is the following

Theorem 3.38. If X is a smooth n-dimensional variety and M is a nonzero
coherent DX-module, then dim(M) ≥ n. Moreover, every irreducible component of
Char(X) has dimension ≥ n.

A version of this theorem was proved by Bernstein for D-modules on the affine
space in [Ber71] (we will discuss this proof, following [Cou95], in Chapter 4). We
will give a proof of the theorem in the general setting in Chapter 6, after discussing
the Sato-Kashiwara filtration and the Kashiwara equivalence theorem. In the next
section we discuss, without proof, a stronger version of the theorem that makes
reference to the symplectic variety structure on the cotangent bundle.

The above theorem leads to the following central concept:

Definition 3.39. A coherent DX -module M on the smooth n-dimensional
variety X is holonomic if M = 0 or dim(M) = n.

We do not begin to discuss now the main properties of this notion, leaving this
for Chapter 6.

3.5. Involutivity of the characteristic variety

We will not make use of the material in this section, but it is hard to discuss D-
modules without mentioning it. Recall that a symplectic variety over k is a smooth
irreducible variety Y over k, together with a 2-form ω which is nondegenerate2 and
closed3.

If X is a smooth, irreducible variety over k, then its cotangent bundle has
a canonical structure of symplectic variety over k. This is given as follows. Let
π : Y = T ∗X → X be the canonical projection. We first define a 1-form λ on Y by
mapping u ∈ TαY , with α ∈ T ∗xX to λ(α) := 〈α, π∗(α)〉 ∈ k, where π∗ : TαY → TxX
is the tangent map of π at α and 〈−,−〉 : T ∗xX × TxX → k is the standard pairing.

In order to see that this is an algebraic 1-form, consider algebraic coordinates
x1, . . . , xn on an open subset U ⊆ X. We get an isomorphism ϕ : π−1(U) ' U×kn,
and we consider on π−1(U) the algebraic coordinates p1, . . . , pn, q1, . . . , qn, where
pi = xi ◦ π and ϕ(v) =

(
π(v), q1(v), . . . , qn(v)

)
.

2This means that for every P ∈ Y , the corresponding alternating bilinear form TPY ×TPY →
k is non-degenerate.

3This means that dω = 0.
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Exercise 3.40. Show that with the above notation, we have

λ|π−1(U) =

n∑
i=1

qidpi.

It follows from the above exercise that λ is an algebraic 1-form. We take
ω = dλ. This is clearly closed. It is also nondegenerate, since with the notation in
the exercise, we have ω|π−1(U) =

∑n
i=1 dqi ∧ dpi.

Recall now that if V is a finite-dimensional k-vector space and η : V × V → k
is a non-degenerate alternating bilinear form, then for a linear subspace W ⊆ V ,
its orthogonal subspace

W⊥ :=
{
v ∈ V | η(v, w) = 0 for all w ∈W

}
has dimension 2n − dim(W ), where dim(V ) = 2n (note that the dimension of V
has to be even). The linear subspace W is isotropic if W ⊆ W⊥, it is coisotropic
if W⊥ ⊆ W , and it is Lagrangian if W⊥ = W . The formula for dim(W⊥) implies
that if W is isotropic, then dim(W ) ≤ n and if W is coisotropic, then dim(W ) ≥ n.
Moreover, W is Lagrangian if and only if it is coisotropic and dim(W ) = n.

Definition 3.41. Let (Y, ω) be an arbitrary symplective variety over k. A
subvariety Z of Y (not necessarily irreducible) is isotropic (involutive, Lagrangian)
if for every smooth point z ∈ Z, the linear subspace TzZ ⊆ TzY is isotropic
(respectively coisotropic, Lagrangian).

Remark 3.42. We will see in Proposition 3.50 below that a subvariety Z of a
sympletic variety (Y, ω) is involutive if and only if TzZ

⊥ ⊆ TzZ for every z ∈ Z;
moreover, it is enough to check this property on some dense open subset of X.
This immediately implies that Z is involutive (Lagrangian) if and only if every
irreducible component of Z satisfies this property.

Remark 3.43. Note that if Z is an involutive (Lagrangian) subvariety of
(Y, ω), then every irreducible component of Z has dimension ≥ 1

2 dim(Y ) (respec-

tively, = 1
2 dim(Y )). Moreover, Z is Lagrangian if and only if it is involutive and

dim(Z) = 1
2 dim(Y ) if and only if ω|Zsm = 0 and every irreducible component of Z

has dimension 1
2 dim(Y ).

In light of the above remark, Bernstein’s inequality for the dimensions of the
irreducible components of the characteristic variety (see Theorem 3.38) is a conse-
quence of the following deep result.

Theorem 3.44. If X is a smooth irreducible variety over k andM is a coherent
DX-module on X, then Char(M) ⊆ T ∗X is an involutive subvariety with respect
to the standard symplectic structure on the cotangent bundle.

The first proof of this theorem (in the analytic setting) was due to Sato, Kashi-
wara, and Kawai [SKK73] and used hard analytic tools. An algebraic proof of a
more general result was obtained by Gabber in [Gab81]. While quite intricate, this
is elementary, but we do not discuss it in this course (though we give the statement
of Gabber’s result below).

Remark 3.45. In light of Remark 3.43, it follows from Theorem 3.44 that a
coherent DX -module M on a smooth variety X is holonomic if and only if every
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irreducible component of Char(M) is a Lagrangian subvariety of T ∗X. Recall that
Char(M) is a conical subvariety of T ∗), hence all its irreducible components have
the same property. We note that the irreducible conical Lagrangian subvarieties of
T ∗(X) are easy to describe. Note first that if Z is a smooth subvariety of X with
ideal sheaf IZ , then the conormal subvariety of Z in X is

T ∗ZX = Spec
(
Sym•OX (NZ/X)

)
⊆ π−1(Z) ⊆ T ∗X,

where NZ/X = (IZ/I2
Z)∨ is the normal sheaf of Z in X. The conormal subvari-

ety has dimension n = dim(X) and it is clearly conical. Moreover, if x1, . . . , xn
are local coordinates on U ⊆ X such that Z ∩ U is defined in U by (x1, . . . , xr),
and if p1, . . . , pn, q1, . . . , qn are the local coordinates on π−1(U) ⊆ T ∗X in Exer-
cise 3.40, then T ∗ZX ∩ π−1(U) is defined in π−1(U) by (p1, . . . , pr, qr+1, . . . , qn).
Since ω|π−1(U) =

∑
i dqi ∧ dpi, we conclude that ω|T∗ZX = 0. Therefore T ∗ZX is a

conical Lagrangian subvariety of T ∗X. More generally, if Z is a closed irreducible
subvariety of X, with smooth locus Zsm = V ∩ Z, for some open subset V in X,
then T ∗ZX := T ∗Zsm

V ⊆ T ∗X is a conical Lagrangian subvariety of T ∗X. It is not
hard to see that every irreducible conical Lagrangian subvariety Λ of T ∗X is of
this form: more precisely if Z = π(Λ) (note that this is closed, since Λ is a conical
subvariety), then Λ = T ∗ZX (see [CG10, Lemma 1.3.27]).

In order to state Gabber’s result, we first introduce the notion of Poisson alge-
bra.

Definition 3.46. Let A be a commutative k-algebra. A Poisson bracket on A
is a map {−,−} : A×A→ A such that the following conditions are satisfied:

i) The pair
(
A, {−,−}

)
is a Lie algebra over k.

ii) For every a ∈ T , then map {a,−} : T → T satisfies the Leibniz rule (hence
it is a k-derivation).

A commutative algebra endowed with a Poisson bracket is a Poisson algebra.

Example 3.47. Suppose that B is an associative k-algebra, endowed with a
filtration F•B. If the associated graded ring S = GrF• (B) is commutative, then S
is endowed with a Poisson bracket, defined as follows.

Given two elements a ∈ GrFp (B) and b ∈ GrFq (B), let us choose lifts a′ ∈ FpB
and b′ ∈ FqB. Since a and b commute in S, it follows that a′b′ − b′a′ ∈ Fp+q−1B.

We define {a, b} ∈ GrFp+q−1(B) to be the class of a′b′ − b′a′. It is straightforward
to see that this is independent of the choice of lifts for a and b and that it extends
by additivity to a map S × S → S that is a Poisson bracket.

Example 3.48. Suppose that (Y, ω) is a symplectic affine algebraic variety over
k and A = OX(X). Since ω is nondegenerate, for every f ∈ A, we have a unique
derivation ξf ∈ Γ(X, TX) given by ω(−, ξf ) = df . If for f, g ∈ A we put

{f, g} := ω(ξf , ξg) = ξf (g),

then one can check that this gives a Poisson bracket on A.

Remark 3.49. Suppose that X is a smooth irreducible affine algebraic variety
over k and R = OX(X) and TX = Γ(X, TX). In this case the order filtration

on DR induces by Example 3.47 a Poisson algebra structure on A = GrF• (DR) '
OY (Y ), where Y = T ∗X. This coincides with the Poisson structure induced by the
standard symplectic form on Y via Example 3.48. In order to check this, we may
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assume that we have x1, . . . , xn ∈ R giving algebraic coordinates on X, and let
p1, . . . , pn, q1, . . . , qn ∈ Sym•R(TX) be the corresponding algebraic coordinates on
Y , so pi = xi and qi = ∂i ∈ TX . Recall that in this case we have ω =

∑n
i=1 dqi∧dpi

and an easy computation gives

ξpi = −∂qi and ξqi = ∂pi for 1 ≤ i ≤ n,
hence the bracket associated to the symplectic form satisfies

{pi, g} = − ∂g
∂qi

and {qi, g} =
∂g

∂pi
.

It is easy to deduce that for every f1, f2 ∈ R, we have {f1, f2} = 0, {qi, f1} = ∂f1
∂xi

,

and {qi, qj} = 0 for all i and j. These formulas are also satisfied by the Poisson
bracket given by Example 3.47 and they uniquely determine a Poisson bracket.

For a symplectic affine algebraic variety, we can describe the involutive property
of a subvariety in terms of the corresponding Poisson bracket.

Proposition 3.50. Let Y be an affine symplectic algebraic variety over k and
consider on S = OY (Y ) the Poisson bracket defined in Example 3.48. If Z is a
closed subvariety of Y , with corresponding radical ideal I ⊆ S, and if Z0 ⊆ Z is an
open dense subset, then the following are equivalent:

i) The ideal I satisfies {I, I} ⊆ I.
ii) TzZ

⊥ ⊆ TzZ for every z ∈ Z0.

Proof. Note first that for every z ∈ Z, we have

TzZ =
{
u ∈ TzY | dfz(u) = 0 for all f ∈ I

}
.

It follows that v ∈ TzX lies in TzZ
⊥ if and only if⋂

f∈I

ker(dfz) ⊆ Ker
(
ωz(−, v)

)
,

which is the case if and only if ωz(−, v) lies in the linear span of dfz = ωz
(
−, ξf (z)

)
,

for f ∈ I. We thus conclude that

TzZ
⊥ =

{
ξf (z) | f ∈ I

}
.

Note now that since Z0 is dense in Z, the condition in i) is equivalent to the fact
that for every f, g ∈ I, we have {f, g}(z) = 0 for all z ∈ Z0. By definition of the
Poisson bracket, we have

{f, g}(z) = ω
(
ξf (z), ξg(z)

)
= dgz

(
ξf (z)

)
.

By what we have seen, for a given g ∈ I we have {f, g}(z) = 0 for all f ∈ I if
and only if dgz vanishes on TzZ

⊥. This is turn holds for all g ∈ I if and only if
TzZ

⊥ ⊆ TzZ, completing the proof of the equivalence. �

The following is Gabber’s theorem [Gab81].

Theorem 3.51. Let (B,F•B) be an associative ring with a filtration such that

GrF• (B) is commutative and Noetherian. If M is a B-module with a filtration F•M

compatible with F•B such that GrF• (M) is a finitely generated GrF• (B)-module, with
annihilator J , and I = rad(J), then{

I, I
}
⊆ I.
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Remark 3.52. If X is a smooth variety over k andM is a coherent DX -module,
in order to check that Char(M) is an involutive variety, it is enough to do it after
restricting to a suitable affine open cover of X. We may thus assume that X is
affine, with R = OX(X), and applying Gabber’s theorem for the order filtration
on DR, we obtain the fact that Char(M) is involutive using the interpretation in
Proposition 3.50.

Remark 3.53. In the setting of Theorem 3.51, it is easy to see that {J, J} ⊆ J .
Indeed, if a, b ∈ J are homogeneous, of degree p and q, respectively, and if we pick
lifts a′ ∈ FpB and b′ ∈ FqB, then

a′ · FiM ⊆ Fi+p−1M and b′ · FiM ⊆ Fi+q−1M for all i ∈ Z.

Let c = a′b′ − b′a′ ∈ Fp+q−1A, so that c lies over {a, b}. For every u ∈ FiM , we
have

cu = a′(b′u)− b′(a′u) ∈ a′ · Fi+q−1M + b′ · Fi+p−1M ⊆ Fi+p+q−2M,

hence {a, b} ∈ I.
The subtlety regarding the statement of Theorem 3.51 is that in general it is

not true that if J is an ideal such that {J, J} ⊆ J , then {
√
J,
√
J} ⊆

√
J .

3.6. Left versus right DX-modules

The discussion in Section 3.4 applies as well for right DX -modules if instead of
takingR = DX , we takeR = Dop

X . In particular, we may consider the characteristic
variety and the dimension of a right DX -module.

In what follows, we will be mainly interested in left DX -modules, but right DX
modules appear naturally when defining duality and push-forward for DX -modules.
In this section we discuss an equivalence between the categories of left and right
DX -modules that will allow us to switch between the two categories whenever
convenient.

We will define this equivalence globally, but in order to check the desired prop-
erties, we will argue locally, in the presence of coordinates. The main ingredient is
the following

Lemma 3.54. If x1, . . . , xn are algebraic coordinates on the smooth variety X,
then there is an isomorphism τ : DX → Dop

X of sheaves of rings that is the identity
on OX and such that τ(∂i) = −∂i for 1 ≤ i ≤ n. Moreover, we have τ2 = Id.

Proof. It is enough to prove the assertion when X is affine. In this case it is
an immediate consequence of the presentation of DX in Corollary 2.26. �

As usual, we work on a smooth irreducible n-dimensional algebraic variety X
over k. We review two definitions that are algebraic versions of familiar definitions
in the context of smooth manifolds.

Definition 3.55. If P is a vector field on X, then for every i, the contraction
by P is the morphism of sheaves

iP : Ωi+1
X → ΩiX given by iP η(Q1, . . . , Qi) = ω(P,Q1, . . . , Qi)

(here we think of forms as alternating multilinear functions on vector fields). The
Lie derivative with respect to P is the morphism of sheaves

LP : ΩiX → ΩiX given by LP = iP ◦ d+ d ◦ iP .
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Remark 3.56. We will only be interested in the Lie derivative on ωX = ΩnX .
Note that LP (η) = d(iP η) for every n-form η. Let us describe this in terms of
algebraic coordinates x1, . . . , xn on U ⊆ X: if P =

∑n
i=1 Pi∂i is a vector field on U

and η = f dx is an n-form on U , where dx = dx1 ∧ . . . ∧ dxn, then

iP (η)(∂1, . . . , ∂̂i, . . . , ∂n) = η(P, ∂1, . . . , ∂̂i, . . . , ∂n) = (−1)i−1fPi,

hence

iP (η) =

n∑
i=1

(−1)i−1fPi dx1 ∧ . . . d̂xi ∧ . . . ∧ dxn

and thus

LP (η) =

n∑
i=1

(
∂f

∂xi
Pi +

∂Pi
∂xi

f

)
dx =

(
P (f) + f

n∑
i=1

∂Pi
∂xi

)
dx.

Proposition 3.57. The standard structure ofOX -module on ωX can be (uniquely)
extended to a right DX -module structure such that for every η ∈ Γ(U, ωX) and
P ∈ Γ(U, TX), we have

η · P = −LP (η).

Proof. It is enough to check this locally, hence we may assume that we have
coordinates x1, . . . , xn on X, in which case we have an isomorphism OX ' ωX that
maps 1 to dx = dx1 ∧ . . . ∧ dxn. Via this isomorphism, and using Lemma 3.54
and the fact that a right DX -module structure is the same as a left Dop

X -module
structure, we see that the assertion in the proposition is equivalent to the fact that
the standard OX -module structure on OX can be (uniquely) extended to a left
DX -module structure such that for every vector field P and every regular function
f , if we write τ(P ) = Q + g, for a vector field Q and a regular function g, and if
LQ(fdx) = h dx, then P · f = fg − h. If P =

∑
i Pi∂i, then

τ(P ) = −
n∑
i=1

∂iPi = −P +

n∑
i=1

∂Pi
∂xi

,

hence Q = −P and g =
∑
i
∂Pi
∂xi

. It follows from the description of the Lie derivative
in Remark 3.56 that

h = −P (f) + f ·
n∑
i=1

∂Pi
∂xi

,

hence fg−h = P (f). Therefore this is precisely the standard DX -module structure
on OX . �

Recall that Endk(OX) has compatible structures of left and right OX -modules
(in other words, it is anOX -OX -bimodule) such that for local sections ϕ ∈ Endk(OX)
and a, b ∈ OX , a · ϕ · b maps u to aϕ(ub). If L is a line bundle on X, then
L ⊗OX Endk(OX)⊗OX L−1 is a sheaf of rings on X, with multiplication given by

(a⊗ ϕ⊗ b) · (c⊗ ψ ⊗ d) = a⊗ ϕα(bc)ψ ⊗ d,

where α : L−1 ⊗ L → OX is the canonical isomorphism. In fact, we have a ring
homomorphism

(3.7) L ⊗OX Endk(OX)⊗OX L−1 → Endk(L)
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that maps a⊗ϕ⊗ b to the map u 7→ ϕ
(
α(b⊗u)

)
a. By looking at an open cover on

which L is trivial, we see that (3.7) is an isomorphism.
We apply this with L = ωX . The right DX -module structure on ωX corresponds

to a left Dop
X -module structure, which gives a morphism of sheaves of rings

(3.8) Dop
X → Endk(ωX) ' ωX ⊗OX Endk(OX)⊗OX ω−1

X .

We can easily describe this locally: if x1, . . . , xn are algebraic coordinates on U ⊆ X,
then (3.8) maps P to dx⊗ τ(P )⊗ dx−1. As a consequence, we conclude that (3.8)
gives an isomorphism of sheaves of rings

(3.9) Dop
X ' ωX ⊗OX DX ⊗OX ω

−1
X .

We can now give the equivalence between the categories of left and right DX -
modules. Let us denote by DX −mod and mod−DX the categories of left, respec-
tively right, DX -modules. Note that ifM is a left DX -module, then ωX ⊗OXM is
a left module over ωX ⊗OX DX ⊗OX ω−1

X , with scalar multiplication given by

(a⊗ P ⊗ b) · (c⊗ u) = a⊗ Pα(b⊗ c)u.
Via the isomorphism (3.9), this makes ωX ⊗OXM a left Dop

X -module, hence a right
DX -module. This structure is easy to make explicit locally: if we have algebraic
coordinates x1, . . . , xn on U ⊆ X, then on U we have (dx⊗u)P = dx⊗ τ(P )u. Let
F : DX −mod→ mod−DX be this functor.

Going in the opposite direction, if N is a right DX -module, then N ⊗OX ω−1
X

is a right module over ωX ⊗OX DX ⊗OX ω−1
X , with scalar multiplication given by

(u⊗ c) · (a⊗ P ⊗ b) = uα(c⊗ a)P ⊗ b.
Via the isomorphism (3.9), this makes N ⊗OX ω−1

X a right Dop
X -module, hence a

left DX -module. If x1, . . . , xn are algebraic coordinates on U , then on U we have
P ·(u⊗dx−1) = uτ(P )⊗dx−1. We denote by G this functor mod−DX → DX−mod.

Note that if we start with a left DX -moduleM, then we have an isomorphism
of OX -modules

G
(
F (M)

)
= ωX ⊗OX M⊗OX ω−1

X 'M.

By looking in local coordinates, we see that this is in fact an isomorphism of left DX -
modules. Similarly, we see that for every right DX -module N , we have a functorial
isomorphism of right DX -modules G

(
F (N )

)
' N . We thus have proved

Proposition 3.58. The above functors F and G give inverse equivalences
between DX −mod and mod−DX .

Remark 3.59. It is clear that via the equivalence of categories in the propo-
sition the left DX -module OX corresponds to the right DX -module ωX . Another
interesting example is that of a left DX -module M = DX ⊗OX F , for some OX -
module F , that uses the left DX -module structure on DX . In this case we have

F (M) = ωX ⊗OX DX ⊗OX F ' (ωX ⊗OX DX ⊗OX ω−1
X )⊗OX (ωX ⊗OX F),

hence F (M) ' (ωX ⊗OX F) ⊗OX DX , where the right-hand side uses the right
DX -module structure on DX .

Exercise 3.60. Show that if M and N are left DX -modules and Mr and N r

are the corresponding right DX -modules, then there is a canonical isomorphism

Mr ⊗DX N ' N r ⊗DX M.
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Definition 3.61. The Spencer complex of a right DX -module N is the de
Rham complex of the corresponding left DX -module.

Remark 3.62. Since the left DX -module M associated to a right DX -module
N is isomorphic as an OX -module to N ⊗OX ω−1

X and for every p we have

ΩpX ⊗OX ω
−1
X ' (Ωn−pX )∨ ' ∧n−pTX ,

it follows that the Spencer complex of N is given by the complex

0→ N ⊗OX ∧nTX → . . .→ N ⊗OX TX → N → 0,

placed in cohomological degrees −n, . . . , 0. Moreover, it is easy to describe the
differential d : N ⊗OX ∧pTX → N ⊗OX ∧p−1TX in the presence of local coordinates
x1, . . . , xn: it is given by

d(u⊗ ∂i1 ∧ . . . ∧ ∂ip) =

p∑
j=1

(−1)j−1u∂ij ⊗ ∂i1 ∧ . . . ∧ ∂̂ij ∧ . . . ∧ ∂ip .

Remark 3.63. As we have already mentioned at the beginning of this section,
we may consider filtrations on a right DX -module N in the same way that we
considered filtrations on a left DX -module. Given such a filtration F•N , then the
Spencer complex of N is a filtered complex, where the pth filtered piece of the
Spencer complex is given by

0→ Fp−nN ⊗OX ∧nTX → . . .→ Fp−1N ⊗OX TX → FpN → 0.

An important convention is that when dealing with filtered DX -modules, we
shift the filtration when passing from left to right DX -modules as follows: if F•M
is a filtration on the left DX -moduleM, then the corresponding filtration onMr =
ωX ⊗OXM is given by Fp−nMr = ωX ⊗OX FpM. Note that with this convention,
the pth filtered piece of the Spencer complex of Mr is equal to FpDRX(M).

Remark 3.64. Suppose that M is a coherent left DX -module and N is the
corresponding right DX -module. Note that if F•M is a good filtration on M and
F•N is the corresponding filtration on N (with the convention in the previous
remark), then we have an isomorphism of graded Sym•OX (TX)-modules

GrF• (N ) ' ωX ⊗OX GrF• (M)(n).

In particular, we see that Char(M) = Char(N ) and thus dim(M) = dim(N ).

Example 3.65. Let’s consider the de Rham complex of DX , with the standard
left DX -module structure:

(3.10) 0→ DX → Ω1
X ⊗OX DX → . . .→ ωX ⊗OX DX → 0.

Note that this is a complex of right DX -modules: the fact that the maps are
DX -linear follows from formula (3.1). This gives a resolution of ωX by free right
DX -modules, where the map ωX ⊗OX DX → ωX is given by η⊗P 7→ ηP . In order
to show that the resulting complex C• is exact, it is enough to show that FpC

• is

exact for all p, which in turn follows if we show that GrFp (C•) is exact for all p.
Recall that the filtration on DRX(DX) is induced by the order filtration on DX ,

while we take the filtration on ωX such that GrFp (ωX) = 0 unless p = −n. We thus

conclude that GrFp (C•) is the complex

0→ Symp
OX (TX)→ Ω1

X ⊗OX Symp+1(TX)→ . . .→ Symp+n
OX (TX)→ Ap → 0,
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where Ap = ωX if p = −n and Ap = 0 otherwise. If S = Sym•OX (TX), then the
direct sum of these complexes is

0→ S → Ω1
X ⊗OX S → . . .→ ΩnX ⊗OX S → ΩnX → 0.

To check that this is an exact complex, we can argue locally: the assertion then
follows from the fact that it is obtained by tensoring with ΩnX the Koszul complex
corresponding to the regular sequence y1, . . . , yn ∈ OX [y1, . . . , yn].

Finally, applying our equivalence of categories to pass from right DX -modules
to left DX -modules and using Remark 3.59, we see that the complex (3.10) induces
a resolution of OX by left DX -modules

0→ DX ⊗ ∧nTX → . . .→ DX ⊗OX TX → DX → OX → 0.





CHAPTER 4

Holonomic modules over the Weyl algebra

The material in this chapter is not logically necessary for what follows: we
treat here the case of modules over the Weyl algebra, as in the original paper of
Bernstein [Ber71]. Several of the results that we will later prove more generally,
via more sophisticated methods, can be seen in a rather elementary fashion in this
setting, giving a quick access point to holonomic D-modules on the affine space.
The presentation we give follows [Cou95].

4.1. The Bernstein filtration

In this chapter it is convenient to work over an arbitrary field k of characteristic
0. We will study modules over the Weyl algebra An(k).

Proposition 4.1. The k-algebra An(k) has a basis given by xα∂β , for α, β ∈
Zn≥0.

Proof. If k is algebraically closed, then the assertion follows from Proposi-
tion 2.24 and Theorem 2.11. The general case follows immediately from this one
after passing to the algebraic closure of k: note that it follows from the definition
of the Weyl algebra that for every field extension K/k, we have an isomorphism
An(k)⊗k K ' An(K). �

From now on we simply write An for An(k). What distinguishes this ring of
differential operators is that we have another natural filtration on An, whose terms
are finite-dimensional vector spaces over k. More precisely, we have the following

Definition 4.2. The Bernstein filtration on An is given by

BpAn =
⊕

|α|+|β|≤p

kxα∂β .

Remark 4.3. Note that in this case BpAn is not a module over k[x1, . . . , xn]
anymore, but just a k-vector space. All properties of a filtration in Definition 2.8
are clearly satisfied, with the exception of iv), which will be proved in the next
lemma. The new feature is that dimk BpAn <∞ for all p.

Lemma 4.4. For every p, q ∈ Z≥0, we have

i) BpAn ·BqAn ⊆ Bp+qAn.
ii) [BpAn, BqAn] ⊆ Bp+q−2An.

Proof. The assertion in i) follows if we show that for every α, β ∈ Zn≥0, with

|α| = r and |β| = s, ∂βxα ∈ Br+sAn. We argue by induction on s, the case
s = 0 being trivial. The case s = 1 is also easy: by Lemma 2.1, we have ∂ix

α =
xα∂i + αix

α−ei ∈ Br+1An. For the induction step, note that if β′ = β − ei ∈ Zn≥0,

27
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then ∂β
′
xα ∈ Bp+q−1An by induction. We thus conclude that ∂βxα ∈ Bp+qAn by

the case s = 1.
For the assertion in ii), we need to show that for every α, β, α′, β′ ∈ Zn≥0, we

have [xα∂β , xα
′
∂β
′
] ∈ BN−2An, where N = |α|+ |β|+ |α′|+ |β′|. Using the behavior

of the bracket with respect to products (see equation (2.1)) and the assertion in i),
we see that it is enough to prove this when |α|+ |β| = 1 = |α′|+ |β′|. This case is
clear: the only nontrivial commutators are ±[∂i, xi] = ±1 ∈ B0An. �

Assertion i) in the above lemma implies that B•An is a filtration on the ring

An and assertion ii) implies that GrB• (An) is commutative. Since GrBm(An) is free,
with a basis given by the monomials in x1, . . . , xn, y1, . . . , yn of degree m, where
yi = ∂i for 1 ≤ i ≤ n, it follows that the unique morphism of graded k-algebras

k[x1, . . . , xn, y1, . . . , yn]→ GrB• (An)

that maps the xi to xi and the yi to yi is an isomorphism. In particular, (An, B•An)
satisfies conditions C1) and C2) in Section 3.4 (note that we are using the formalism
about filtrations in Section 3.4 with X = Spec(k), not X = An

k ).

Remark 4.5. As in Corollary 2.22, from the fact that GrB• (An) is Noetherian,
we deduce that An is both left and right Noetherian (though, of course, at least
when k is algebraically closed, we have already shown this via the order filtration).

In order to fix ideas, we only consider left An-modules. For every such module
M , we may consider filtrations B•M with respect to B•An, as introduced in Sec-
tion 3.4. We note each BqM is a k-vector subspace of M , but it is not true anymore
that BqM is a module over k[x1, . . . , xn]. In fact, if B•M is a good filtration, then
dimk BqM <∞ for all q.

Given a finitely generated An-module M and a good filtration B•M on M , we
again consider the radical I of the annihilator of GrB• (M) over GrB• (An). The subva-

riety of A2n
k = Spec

(
GrB• (An)

)
defined by I is the characteristic variety CharB(M).

The argument in the proof of Proposition 3.30 applies verbatim to show that the
characteristic variety is independent on the choice of good filtration. As before, we
have CharB(M) 6= ∅ if and only if M 6= 0, and if this is the case, then the dimen-
sion dim(M) is dim

(
CharB(M)

)
(we make the convention that dim(M) = −1 if

M = 0).

Remark 4.6. Note that if X = An
k , with k algebraically closed, and M is a

finitely generated An(k)-module, we have two notions of characteristic variety of
M , depending whether we work with the order filtration or the Bernstein filtra-
tion. The resulting varieties are really different: consider for example the module
M = A1(k)/A1(k) · (x2 + ∂2). In this case Char(M) is defined by the ideal in
(y) ⊆ k[x, y], while CharB(M) is defined by (x2 + y2) (in particular, one variety is
irreducible, while the other one is not). However, we will see in the next chapter
that the two notions of dimension coincide, since they admit the same cohomological
interpretation.

The advantage in the setting of the Bernstein filtration is that GrB• (An) is a
polynomial ring in 2n variables with the standard grading (note that with respect
to the order filtration, half of the variables have degree 0). In this case, it is a
basic result of commutative algebra that if B•M is a good filtration on the nonzero
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An-module M and if P is the Hilbert polynomial of the graded GrB• (An)-module

GrB• (M), we have

dim
(
GrB• (M)

)
= deg(P ) + 1

(with the convention that the degree of the zero polynomial is −1). Recall that by
definition P ∈ Q[y] is such that

dimk GrFi (M) = P (i) for all i� 0.

For us, it will be more convenient to consider the function f : Z→ Z given by
f(i) = dimk BiM . Since f(i) − f(i − 1) = P (i) for i � 0, it follows that there is
a polynomial Q ∈ Q[y] of degree d = dim(M) such that f(i) = Q(i) for i � 0. It
is well-known (and easy to see) that since Q(i) ∈ Z>0 for i � 0, the top degree

term of Q is of the form e(M)
d! yd, for some e(M) ∈ Z>0. By definition, e(M) is the

multiplicity of M

Remark 4.7. If B•M and Q are as above, then d = dim(M) and e = e(M)
are characterized by the fact that there is C > 0 such that

|dimk(BiM)− e

d!
id| ≤ Cid−1 for all i� 0.

In particular, it follows from the comparison of the terms in two good filtrations
(see Proposition 3.24) that the multiplicity of M does not depend on the choice of
good filtration.

Remark 4.8. Given a short exact sequence

0→M ′ →M →M ′′ → 0,

of finitely generated An(k)-modules, arguing as in the proof of Proposition 3.33,
we see that we can choose filtrations B•M

′, B•M , and B•M
′′ such that for every

i we have a short exact sequence of k-vector spaces

0→ BiM
′ → BiM → BiM

′′ → 0,

hence dimk BiM = dimk BiM
′ + dimk BiM

′′. This implies that

dim(M) = max
{

dim(M ′),dim(M ′′)}.
Moreover, if all three modules have the same dimension, then e(M) = e(M ′) +
e(M ′′).

4.2. The Bernstein inequality for modules over the Weyl algebra

The following is the special case of Theorem 3.38 in the setting of modules over
the Weyl algebra.

Theorem 4.9. If M is a nonzero finitely generated An-module, then dim(M) ≥
n.

Remark 4.10. Note that unlike in Theorem 3.38, we here do not bound the
dimension of every irreducible component of CharB(M).

Proof of Theorem 4.9. Let B•M be a good filtration on M , compatible
with B•An. After possibly replacing all BpM by Bp+p0M for some p0, we may and
will assume that B0M 6= 0. The key point is the following
Claim. For every p ≥ 0, the map

BpAn → Homk

(
BpM,B2pM), Q 7→ (u 7→ Qu)
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is injective.
We prove the claim by induction on p, the case p = 0 being clear, since B0An =

k and B0M 6= 0. Suppose now that p ≥ 1 and we know the assertion for p − 1.
If 0 6= Q ∈ BpAn, we need to show that there is u ∈ BpM such that Qu 6= 0.
This is clear if Q ∈ k. Otherwise, if we write Q =

∑
α,β cα,βcα,βx

α∂β , there is

(α′, β′) 6= (0, 0) such that cα′,β′ 6= 0.
If α′ 6= 0, let i be such that α′i 6= 0. In this case, using Lemma 2.1, we see that

[Q, ∂i] = −
∑
α,β

cα,βαicα,βx
α−ei∂β

is a nonzero element of Bp−1An. By induction, it follows that we have v ∈ Bp−1An
such that [Q, ∂i]v 6= 0. Since Q∂iv 6= ∂iQv, it follows that either Q∂iv 6= 0 (in
which case we may take u = ∂iv ∈ BpM) or ∂iQv 6= 0, hence Qv 6= 0, so we may
take u = v ∈ Bp−1M ⊆ BpM .

The case when β′ 6= 0 is similar. This completes the proof of the claim. Note
now that dimk BpAn grows like p2n, while if d = dim(M), then it follows that
dimk Homk(BpM,B2pM) grows like pd · (2p)d = 2dp2d, and therefore 2d ≥ 2n. This
gives the inequality in the theorem. �

As in Section 3.4, we say that a finitely generated An-module is holonomic if
either M = 0 or dim(M) = n.

Theorem 4.11. The following hold:

i) Given an exact sequence

0→M ′ →M →M ′′ → 0

of finitely generated An-modules, then M is holonomic if and only if both
M ′ and M ′′ are holonomic. Moreover, in this case we have e(M) =
e(M ′) + e(M ′′).

ii) The category of all holonomic An-modules is an Abelian subcategory of
the category of all An-modules. Moreover, all objects in this category have
finite length; in fact, for every M holonomic, we have `(M) ≤ e(M).

Proof. The assertion in i) follows from Remark 4.8. This implies that the
category of holonomic An-modules has kernels and cokernels. Then the fact that
it is an Abelian category is immediate.

We also see that if M1 ( M2 ⊆ M are An-modules, with M holonomic, then
e(M1) < e(M2) ≤ e(M) and these are positive integers. This implies that `(M) ≤
e(M). �

Example 4.12. The An-module R := k[x1, . . . , xn] ' An/An(∂1, . . . , ∂n) is
holonomic. Indeed, the Bernstein filtration on An induces a filtration on R given
by BpR =

{
f ∈ R | deg(f) ≤ p}, hence

GrB• (R) ' GrB• (An)/(y1, . . . , yn) = k[x1, . . . , xn].

Therefore R is holonomic and e(R) = 1.

Example 4.13. The A1-module M = k[x, x−1]/k[x] is isomorphic to A1/A1x.
It is easy to see that if we take on M the filtration induced by the Bernstein filtration
on A1, then GrB• (M) ' k[x, y]/(x) ' k[y], hence M is holonomic and e(M) = 1.
We then conclude using Theorem 6.37 that k[x, x−1] is a holonomic A1-module, of
multiplicity 2.
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Example 4.14. Let P ∈ An be nonzero, where n ≥ 1, and let M = An/An ·P .
Let d ≥ 0 be such that P ∈ BdAn r Bd−1An. If d = 0, then M = 0, hence from
now on we assume d ≥ 1. If we write P = P0 + Q, where P0 ∈ Bd−1An and
Q ∈

⊕
|α|+|β|=d k · xα∂β , and if we consider on M the filtration induced from An,

then GrB• (M) ' k[x1, . . . , xn, y1, . . . , yn]/(Q(x, y)), hence dim(M) = 2n − 1 and
e(M) = d. In particular, we see that M is holonomic if and only if n = 1.

The first interesting example is provided by the localization of R at a nonzero
element (note that in this case, we don’t know yet that this is a finitely generated
An-module).

Theorem 4.15. If f ∈ R is nonzero, then Rf is a holonomic R-module.

Proof. Recall that the An-module structure on R induces an An-module
structure on Rf (see Example 3.15). Let d = deg(f) and let us consider for every
q ≥ 0

BqRf =

{
g

fq
| deg(g) ≤ (d+ 1)q

}
.

It is clear that this is a k-linear subspace of Rf . Note that
⋃
q≥0BqRf = Rf .

Indeed, given g
fp ∈ Rf , we can rewrite this as gfm

fp+m and we have

deg(gfm) = md+ deg(g) ≤ (d+ 1)(p+m) for m� 0.

Moreover, we have BpAn · BqRf ⊆ Bp+qRf . In order to see this, it is enough
to show that xi · BqRf ⊆ Bq+1Rf and ∂i · BqRf ⊆ Bq+1Rf for all i. Indeed, if
g
fq ∈ BqRf , then

xi
g
fq = xigf

fq+1 and deg(xigf) = d+ 1 + deg(g) ≤ (d+ 1)(q + 1)

and

∂i· gfq =
f ∂g
∂xi
− qg ∂f∂xi
fq+1

and deg

(
f
∂g

∂xi
− qg ∂f

∂xi

)
≤ d+deg(g)−1 ≤ (d+1)(q+1).

Therefore B•Rf is a filtration on Rf (with respect to the Bernstein filtration on
An).

It follows from the definition that dimk FqRf =
(

(d+1)q+n
n

)
for every q ≥ 0. Note

that this is a polynomial of degree n in q, with the top degree term (d+1)nqn

n! . If M is
a finitely generated An-submodule of Rf and B•M is a good filtration on M , then
it follows from Proposition 3.24 that there is ` ≥ 0 such that BqM ⊆ Bq+`Rf ∩M ,

hence there is C > 0 such that dimk BqM ≤ (d+1)nqn

n! + Cqn−1 for all q � 0. This
implies that M is holonomic and e(M) ≤ (d+ 1)n.

This implies that Rf is a finitely generated An-module: otherwise there is an
infinite sequence

M1 (M2 ( . . . ( Rf

of finitely generated An-submodules. Since they are all holonomic, of multiplicity
≤ (d+ 1)n, it follows from Theorem 6.37 that

e(M1) < e(M2) . . . ≤ (d+ 1)n

is a bounded strictly increasing sequence of positive integers, a contradiction. Once
we know that Rf is finitely generated, it follows from what we have already proved
that Rf is holonomic. �
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The theory of holonomic modules over the Weyl algebra was developed by
Bernstein in [Ber71], in order to prove the existence of what is nowadays called
the Bernstein-Sato polynomial of a nonzero polynomial f ∈ R = k[x1, . . . , xn].
This follows by making use of the fact that holonomic An

(
k(s)

)
-modules have

finite length. Because of time constraints, we do not discuss this now, since we
will prove the existence of the Bernstein-Sato polynomial in general in Chapter 6.
In this general setting, the existence of the Bernstein-Sato polynomial is a key
ingredient in proving the fact that the localization of a holonomic D-module is
again holonomic.



CHAPTER 5

Dimension and codimension of D-modules and the
Sato-Kashiwara filtration

Our goal in this chapter is to prove some basic cohomological properties of
finitely generated modules over rings of differential properties. In particular, we
will obtain a cohomological description of dimension, which will imply that the two
notions of dimension that we defined in Chapters 3 and 4 agree. These results will
be useful in the proof of the Bernstein inequality in the next chapter and in setting
up duality theory of holonomic D-modules.

5.1. First cohomological results

It is convenient to set up the theory in the following general context. We work
in the affine case and consider a ring R with a filtration F•R. We assume that
S := GrF• (R) is commutative and1 generated over R0, which is Noetherian, by
finitely many elements of degree 1 (in order to be in the setting of Section 3.4,
we may take X = Spec(R0), but X will not play any role in what follows). In
particular, the argument in Corollary 2.22 implies that R is both left and right
Noetherian.

Note that F•R can be considered also as a filtration on the opposite ring Rop.
Since GrF• (R) is commutative, this can be identified with GrF• (Rop). All our mod-
ules will be left R-modules; the right R-modules will be treated as left Rop-modules.

From now on, we make one extra assumption: we assume that S is a regular
ring, with all maximal ideals of codimension d. Note that this condition is satisfied
if R = DA is the ring of differential operators of an affine n-dimensional variety
Spec(A), with the order filtration (in which case d = 2n) or if R is the Weyl algebra
An(k), with the Bernstein filtration (in which case again d = 2n). The relevant
consequence for us is that the global dimension gldim(S) is equal to d: this is the
content of the result of Auslander-Buchsbaum-Serre (see [Mat89, Theorem 19.2]).
Recall that if T is an arbitrary ring, then the (left) global dimension of T is

gldim(T ) := sup
{

pdT (M) |M left module over T
}

= sup
{
i ≥ 0 | ExtiT (M,N) 6= 0 for some left modules M,N over T

}
.

Moreover, in this definition we may assume that M is finitely generated and, if
T is left Noetherian, that N is finitely generated too (see [Mat89, Lemma 2,
p.155]). Standard arguments (using, for example, Cartan resolutions) imply that,
keeping the assumption that T is left Noetherian, for every bounded complex of
left T -modules A•, with finitely generated cohomology modules, there is a bounded
complex of finitely generated projective R-modules P • and a quasi-isomorphism
P • → A•.

1This condition is only added since we used it, for the sake of simplicity, in Section 3.4.

33
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We will make use of the basic results on good filtrations on finitely generated
R-modules from Section 3.4. In order to simplify the notation, whenever a good
filtration F•M is chosen on M , we will write Gr(M) instead of GrF• (M).

The basic idea is to import cohomological results from the commutative setting
via the use of filtrations. The key tool for doing this is the following. Suppose that
M is a finitely generated R-module and let us choose a good filtration F•M on M .
A filtered free resolution P • →M is a complex

(5.1) . . .→ P j → . . .→ P−1 → P 0 →M → 0

where each P = P j is a filtered finitely generated free R-module, that is, it is free
with certain generators e1, . . . , em and with filtration given by FpP =

⊕
i Fp−diR·ei

for all i (for some d1, . . . , dm ∈ Z), all maps in the complex are morphisms of filtered
R-modules2, and for every i ∈ Z, the complex

. . .→ GrFi (P j)→ . . .→ GrFi (P−1)→ GrFi (P 0)→ GrFi (M)→ 0

is exact. This last condition is equivalent to the fact that for every i, the complex

. . .→ FiP
j → . . .→ FiP

−1 → FiP
0 → FiM → 0

is exact; by taking the direct limit of these complexes, we see that also (5.1) is
exact.

Lemma 5.1. Given an R-module M with a good filtration F•M , there is a
filtered free resolution of M .

Proof. Note first that if ui ∈ FdiM for 1 ≤ i ≤ N are such that the ui ∈
GrFdi(M) generate GrF• (M) over S, then FpM ⊆ Fp−1M +

∑N
i=1 Fp−diR ·FdiM for

all p. Arguing by induction on p, we deduce that

FpM =

N∑
i=1

Fp−diR · FdiM for all p ∈ Z.

Let P0 =
⊕N

i=1Rei be a freeR-module, with a filtration given by FpP0 =
⊕

i Fp−diei,
and let f : P0 → M be the R-linear map given by f(ei) = ui for all i. Note that
we have FpM = f(FpP0) for all p. Let M1 = Ker(f), with the filtration given by
FpM1 = FpP0 ∩M1. In this case we have a short exact sequence

0→ Gr(M1)→ Gr(P0)→ Gr(M)→ 0.

In particular, this implies that the filtration on M1 is good. We can then repeat
the process, constructing P1 →M1 as above and continuing in this way we obtain
a filtered resolution of M . �

Proposition 5.2. Given two finitely generated R-modules M and N endowed
with good filtrations, for every i we get a (noncanonical) filtration3 on ExtiR(M,N)
such that the following properties hold:

(Ext1) Gr
(
ExtiR(M,N)

)
is isomorphic to a subquotient of ExtiS

(
Gr(M),Gr(N)

)
.

(Ext2) If Ext`S
(
Gr(M),Gr(N)

)
= 0 for all ` < i, then Gr

(
Ext

i

A
(M,N)

)
is iso-

morphic to a subobject of ExtiS
(
Gr(M),Gr(N)

)
.

2If (M,F•M) and (N,F•N) are filtered R-modules, then an R-linear map f : M → N is a
morphism of filtered modules if f(FpM) ⊆ FpN for all p ∈ Z.

3Note that each ExtiR(M,N) is just an Abelian group, hence a filtration is a family of

subgroups that satisfies properties i)-iii) in Definition 3.19.
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Proof. Let P • → M be a filtered free resolution as in (5.1). We get an
induced good filtration on the terms of the complex HomR(P •, N) by putting

FpHomR(P j , N) =
{
ϕ ∈ HomR(P j , N) | ϕ(FiP

j) ⊆ Fi+pN for all i ∈ Z
}
.

Note that if P j = Re1⊕. . .⊕Rem and the filtration is given by FpP
j =

⊕
i Fp−diR·

ei, then

FpHomR(P j , N) '
⊕
i

Fp+diN.

This immediately implies that F•HomR(P j , N) is indeed a filtration and that the
maps in HomR(P •, N) are morphisms of filtered R-modules. Since we also have

GrF• (P j) '
⊕

i S(−dj), it is then clear that we have an isomorphism of complexes

Gr
(
HomR(P •, N)

)
' HomS

(
Gr(P •),Gr(N)

)
.

Note that the i-th cohomology of the right-hand side complex is ExtiS
(
Gr(M),Gr(N)

)
.

The spectral sequence associated to the filtered complex T • = HomR(P •, N)
has

Ep,q1 = Hp+q
(
GrF−p(T

•) = Extp+qS

(
Gr(M),Gr(N)

)
−p

and we have a filtration on the cohomology of T • with the property that

Ep,q∞ ' GrF−p
(
Extp+qR (M,N)

)
(the properties ii) and iii) in Definition 3.19 are satisfied since this is the case for
the filtration on each HomR(P j , N)). Note that for every r ≥ 1 and every i, the
graded S-module Eir+1 :=

⊕
q−p=iE

−p,q
r is a subquotient of Eir. We thus have

S-submodules

. . . Bir ⊆ Bir−1 ⊆ . . . ⊆ Bi2 ⊆ Bi1 ⊆ Ai1 ⊆ Ai2 ⊆ . . . ⊆ Air−1 ⊆ Air ⊆ . . . ⊆ Ei1
such that Eir = Air/B

i
r for all r ≥ 1. Since Ei1 ' ExtiS

(
Gr(M),Gr(N)

)
is a

Noetherian S-module, it follows that there is r0 such that Bir = Bir0 and thus

Eir+1 ↪→ Eir for all r ≥ r0. Since our filtrations are start at 0 and are exhaustive, it
follows that

Ei∞ :=
⊕
q−p=i

E−p,q∞ =
⋂
r≥r0

Eir.

Therefore
GrF•

(
ExtiR(M,N)

)
' Ei∞

is an S-submodule of Eir0 , which is a subquotient of Ei1. This gives the assertion in
(Ext1).

On the other hand, under the assumption in (Ext2), we have Ep,q1 = 0 whenever
p+ q < i. This implies that Ep,qr = 0 for all r ≥ 1 and p+ q < i, and we conclude
that Eir+1 is a subobject of Eir for all r ≥ 1. By the previous discussion, it follows

that Ei∞ = Eir0 and this is an S-submodule of Ei1. This gives the assertion in
(Ext1). �

Remark 5.3. In the setting of Proposition 5.2, we will be especially interested
in the case when N = R, in which case each ExtiR(M,R) has a natural structure
of left Rop-module. In this case the filtration constructed in the proposition is a
filtration with respect to the filtration F•R

op on Rop. Note that the assertion in
(Ext1) implies that the filtration constructed on each ExtiR(M,R) is good.

As a first consequence, we obtain the following
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Theorem 5.4. The rings R and Rop have finite global dimension; in fact, we
have gldim(R) ≤ d and gldim(Rop) ≤ d.

Proof. Our hypothesis on R implies that ExtiS(M ′, N ′) = 0 for all finitely
generated S-modules M ′ and N ′ and every i > d. Condition (Ext1) above then
implies that ExtiR(M,N) = 0 for all finitely generated R-modules M and N . We
thus obtain gldim(R) ≤ d and the same argument applies for Rop. �

Let Db
fg(R) be the triangulated subcategory of the derived category of the

category of all R-modules consisting of those u such that Hi(u) = 0 for |i| � 0 and
Hi(u) is a finitely generated R-module for all i ∈ Z. Every object in Db

fg(R) can
be represented by a finitely bounded complex of finitely generated R-modules. For
a quick overview of notions related to derived categories, see Appendix A.

Since R is an R − R-bimodule, it follows that we have an exact functor D =
DR : Db

fg(R) → Db
fg(Rop) given by D(M) = RHomR(M,R). Note that by Theo-

rem 5.4, every object u ∈ Db
fg(R) can be represented by a bounded complex P • of

finitely generated projective R-modules. In this case DR(u) = HomR(P •, R). Since
this is a complex of projective Rop-modules, we see that DRop

(
DR(u)

)
∈ Db

fg(R)

is computed by HomRop

(
HomR(P •, R), Rop

)
. The natural transformation given on

R-modules by evaluation:

(5.2) M → HomRop

(
HomR(M,R), Rop

)
, u 7→

(
ϕ 7→ ϕ(u)

)
extends thus to a natural transformation of functors αR : Id→ DRop ◦DR.

Theorem 5.5. The contravariant functor DR : Db
fg(R)→ Db

fg(Rop) is an anti-
equivalence of categories with inverse DRop .

Proof. The assertion follows if we show that both αR and αRop are isomor-
phisms of functors. In fact, it is enough to treat αR, since the assertion for αRop

follows by replacing R with Rop.
It is clear that αR(R) is an isomorphism and it is also clear that if M1 and M2

are R-modules, then αR(M1 ⊕M2) is an isomorphism if and only if αR(M1) and
αR(M2) are isomorphisms. We conclude from this that αR(M) is an isomorphism
for every finitely generated projective R-module M .

If P • is a bounded complex of finitely generated R-modules, we conclude that
we have an isomorphism of complexes P • → HomRop

(
HomR(P •, R), Rop

)
. By

the discussion preceding the statement of the theorem, we see that αR(u) is an
isomorphism for every u ∈ Db

fg(R).
�

5.2. Dimension and codimension

As in the case of D-modules, we can use good filtrations in order to associate
a subset of Spec(S) to every finitely generated R-module M . Indeed, we choose a
good filtration F•M of M and define the characteristic variety of M to be the closed
subset of Spec(S) given by the support of Gr(M). Arguing as in Proposition 3.30,
we see that Char(M) is independent of the choice of good filtration. The dimension
of M is dim(M) := dim

(
Char(M)

)
. Note that we have dim(M) ≤ d.

Remark 5.6. Arguing as in Proposition 3.33, we see that if

0→M ′ →M →M ′′ → 0
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is a short exact sequence of finitely generatedR-modules, then Char(M) = Char(M ′)∪
Char(M ′′). In particular, we have dim(M) = max

{
dim(M ′),dim(M ′′)

}
.

We now extend the notion of characteristic variety to the objects of the derived
category.

Definition 5.7. For a an object u ∈ Db
fg(R), we put

Char(u) =
⋃
i∈Z

Char
(
Hi(u)

)
.

Remark 5.8. Given an exact triangle

u→ v → w → u[1]

in Db
fg(R), it follows from the long exact sequence in cohomology and Remark 5.6

that Char(v) ⊆ Char(u) ∪ Char(w).

We show that this notion is preserved by duality.

Corollary 5.9. For every u ∈ Db
fg(R), we have Char(u) = Char

(
DR(u)

)
.

Proof. It follows from Theorem 5.5 that it is enough to prove the inclusion

(5.3) Char
(
DR(u)

)
⊆ Char(u).

Note that, by definition, we have Hi
(
DR(u)

)
= ExtiR(u,R). Furthermore, using

Remark 5.6 and the hypercohomology spectral sequence computing the ExtiR(u,R)
in terms of the ExtpR

(
Hq(u), R

)
(see Remark A.24), we see that it is enough to

prove (5.3) when u = M is a finitely generated R-module. We choose a good
filtration on M and for every i, we use property (Ext1) in Proposition 5.2 to get
a good filtration on ExtiR(M,R) such that the corresponding graded module is a
subquotient of ExtiS

(
Gr(M), S

)
. Since it is clear that

Supp
(
ExtiS

(
Gr(M), S

)
⊆ Supp

(
Gr(M)

)
= Char(M),

we deduce

Char
(
DR(M)

)
=
⋃
i

Char
(
ExtiR(M,R)

)
⊆ Char(M).

�

We next introduce a cohomological notion of codimension.

Definition 5.10. Let M be a finitely generated nonzero R-module. The codi-
mension of M is

j(M) := min
{
i | ExtiR(M,R) 6= 0

}
.

Note that by Theorem 5.5, we have DR(M) 6= 0, hence ExtiR(M,R) 6= 0 for some
i.

Remark 5.11. Note that if R is a commutative Noetherian ring, then it follows
from the cohomological description of depth that

j(M) = depth
(
AnnR(M), R

)
(see [Mat89, Theorem 16.6]). Furthermore, if we assume that R is regular (hence
Cohen-Macaulay), with all maximal ideals of the same codimension, it follows that

j(M) = codim
(
AnnR(M)

)
= dim(R)− dim(M)

(see [Mat89, Theorem 17.4]).
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Definition 5.12. A finitely generated nonzero R-module M is pure if for every
nonzero submodule N of M , we have j(N) = j(M).

Remark 5.13. If R is a regular commutative ring, with all maximal ideals of
the same codimension, then it follows from Remark 5.11 that M is pure if and
only if for every nonzero submodule N of M , we have dim(N) = dim(M). This is
equivalent to the fact that dim(R/p) is constant, when p varies over the associated
primes of M (equivalently, M has no embedded associated primes and Supp(M)
has pure dimension). Indeed, if p is an associated prime of M , then we have an
embedding R/p ↪→ M , hence M pure implies dim(R/p) = dim(M). Conversely, if
dim(R/p) = dim(M) for all associated primes of M and N is a nonzero submodule
of M , then for every minimal prime p in Supp(N), p is an associated prime of N ,
hence of M , and thus dim(R/p) = dim(M).

Remark 5.14. It is clear that a nonzero submodule of a pure module is again
pure.

Theorem 5.15. If M is a nonzero finitely generated R-module, then the fol-
lowing hold:

1) We have dim(M) + j(M) = d. In particular, we see that if F•M is a good
filtration on M , then j(M) = j

(
Gr(M)

)
.

2) For every i such that ExtiR(M,R) 6= 0, we have

j
(
ExtiR(M,R)

)
≥ i.

3) If j(M) = `, then Ext`R(M,R) is a pure R-module with j
(
Ext`R(M,R)

)
=

`.

Proof. We first assume that R is a commutative regular ring, with all maximal
ideals of codimension d. The equality in 1) follows from Remark 5.11. By 1), in
order to prove 2), it is enough to show that

dim
(
ExtiR(M,R)

)
≤ d− i.

Suppose that p is a prime in Supp
(
ExtiR(M,R)

)
with dim(R/p) = dim

(
ExtiR(M,R)

)
.

Since Rp is a regular ring and ExtiRp
(Mp, Rp) 6= 0, it follows that

i ≤ dim(Rp) = d− dim(R/p) = d− dim
(
ExtiR(M,R)

)
.

Suppose now that j(M) = `. By Remark 5.13 and using the assertion in 2),
in order to prove 3) it is enough to show that for every associated prime p of

Ext`R(M,R), we have codim(p) ≤ ` (indeed, this first gives dim
(
Ext`R(M,R)

)
≥

d − `, so we have equality by 2), and then we get the purity of Ext`R(M,R)). If
we consider a resolution P • of M by finitely generated projective R-modules and
Q• = HomR(P •, R), then we have an exact complex

0→ Q0 → . . .→ Q`−1 → Q` → T → 0

and Ext`R(M,R) ⊆ T . Therefore p is an associated prime of T and since pdRp
(Tp) ≤

`, it follows from the Auslander-Buchsbaum theorem (see [Mat89, Theorem 19.1])
that

codim(p) = dim(Rp) = depth(Rp) = depth(Tp) + pdRp
(Tp) ≤ `.
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We next turn to the general (noncommutative) case. Let F•M be a good
filtration on M . We first show that j(M) = j

(
Gr(M)

)
. It follows from property

(Ext1) in Proposition 5.2 that

(5.4) j(M) ≥ j
(
Gr(M)

)
and dim

(
ExtiR(M,R)

)
≤ dim

(
ExtiS

(
Gr(M), S

))
.

Suppose, arguing by contradiction, that j(M) > j
(
Gr(M)

)
. Note that by Corol-

lary 5.9, we have

Char(M) =
⋃
i

Char
(
ExtiR(M,R)

)
,

hence
dim(M) = max

i
dim

(
ExtiR(M,R)

)
,

where the maximum is over those i with ExtiR(M,R) 6= 0. We thus need to have
i ≥ j(M) > j

(
Gr(M)

)
, in which case it follows from the second inequality in (5.4)

and assertions 1) and 2) for the ring S that

dim
(
ExtiR(M,R)

)
≤ d−j

(
ExtiS(Gr(M), S)

)
≤ d−i < d−j

(
Gr(M)

)
= dim

(
Gr(M)

)
.

We thus conclude that dim(M) < dim
(
Gr(M)

)
, a contradiction.

The assertion in 1) now follows immediately from the commutative case. Then
in order to prove 2), it is enough to show that dim

(
ExtiR(M,R)

)
≤ d− i and this

follows from the corresponding inequality in the commutative case and the second
inequality in (5.4).

Finally, in order to prove 3), we first note that if we have a good filtration on M
such that Gr(M) is pure, then M is pure. Indeed, if N is a nonzero submodule of
M and we consider on N the induced filtration, then Gr(N) is a nonzero submodule
of Gr(M), hence

j(N) = j
(
Gr(N)

)
= j
(
Gr(M)

)
= j(M).

Note now that by property (Ext2) in Proposition 5.2, since ` = j(M), we have a

good filtration on Ext`R(M,R), with Gr
(
Ext`R(M,R)

)
a subobject of Ext`S

(
Gr(M), S

)
.

On the other hand, this latter object is pure of codimension ` by 3) in the com-

mutative case, since j
(
Gr(M)

)
= `. We thus conclude that Gr

(
Ext`R(M,R)

)
is

pure of codimension `, which implies, as we have seen, that Ext`R(M,R) is pure, of
codimension `. This completes the proof of the theorem. �

We record one assertion that was proved in the proof of the above theorem (we
will prove the converse statement in Proposition 5.27 below):

Proposition 5.16. If M is a finitely generated nonzero R-module and F•M
is a good filtration such that Gr(M) is pure of codimension j, then M is pure of
codimension j.

The following corollary follows from assertion 1) in Theorem 5.15 and Re-
mark 5.6.

Corollary 5.17. Given a short exact sequence of finitely generated nonzero
R-modules

0→M ′ →M →M ′′ → 0,

we have j(M) = min
{
j(M ′), j(M ′′)

}
.

Corollary 5.18. If M1 and M2 are nonzero submodules of the finitely gen-
erated R-module M , then j(M1 +M2) = min

{
j(M1), j(M2)

}
.
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Proof. Let j = min
{
j(M1), j(M2)

}
. Note that we have (M1 + M2)/M1 '

M2/(M1 ∩ M2) and it follows from Corollary 5.17 that j
(
(M1 + M2)/M1

)
≥

j(M2) ≥ j. Another application of the same corollary given j(M1 + M2) =
min

{
j(M2), j((M1 +M2)/M2)

}
≥ j. The fact that j(M1 +M2) ≤ j follows directly

from the corollary. �

Remark 5.19. An important consequence of assertion 1) in Theorem 5.15 is
that the dimension of a finitely generated R-module M does not depend on the
filtration we consider on R (as long as the graded rings have the same dimension).
In particular, we see that if M is a finitely generated module over the Weyl algebra
An(k), for an algebraically closed field k of characteristic 0, the two notions of
dimension that we defined in Chapter 3 (via the order filtration) and Chapter 4
(via the Bernstein filtration) coincide.

5.3. The Sato-Kashiwara filtration

We next discuss a useful decreasing filtration on an arbitrary finitely generated
AR-module M , by suitable R-submodules. We first give the definition of this
filtration due to Gabber.

Definition 5.20. If M is a finitely generated R-module, let

Ci(M) =
∑

j(N)≥i

N ⊆M,

where the sum is over all nonzero submodules N ⊆M , with j(N) ≥ i.

Remark 5.21. Note that if M is nonzero and j = j(M), then

M = Cj(M) ⊇ Cj+1(M) ⊇ . . . ⊇ Cd(M) ⊇ Cd+1(M) = 0.

Remark 5.22. It follows from Corollary 5.18 that if Ci(M) 6= 0, then j
(
Ci(M)

)
≥

i, hence Ci(M) is the unique largest submodule of M of codimension ≥ i.

Remark 5.23. It is clear that if M is nonzero and j = j(M), then M is pure
if and only if Cj+1(M) = 0. In general, for every i, if Ci(M)/Ci+1(M) is nonzero,
then it is pure of codimension i. Indeed, on one hand we have j

(
Ci(M)/Ci+1(M)

)
≥

i by Corollary 5.17. On the other hand, every nonzero submodule of Ci(M)/Ci+1(M)
is of the form N/Ci+1M , for some N with Ci+1(M) ( N ⊆ Ci(M), hence j(N) = i
and j

(
N/Ci+1(M)

)
≤ i by Corollary 5.17.

We next give a cohomological description of this filtration due to Sato and
Kashiwara. Let M be a finitely generated nonzero R-module. For every i, we have
an exact triangle in Db

fg(Rop):

τ≤i−1DR(M) −→ DR(M) −→ τ≥iDR(M)
+1−→

(see Example A.20). We obtain an exact sequence

Ext−1
Rop

(
τ≤i−1DR(M), Rop

)
→ Ext0

Rop

(
τ≥iDR(M), Rop

)
→ Ext0

Rop

(
DR(M), Rop

)
where the third term is canonically isomorphic to M by Theorem 5.5. We claim
that the first term in this sequence is 0: indeed, for every q, we have either
Hq
(
τ≤i−1DR(M)

)
' ExtqR(M,R) or Hq

(
τ≤i−1DR(M)

)
= 0. In particular, we
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see that if Hq
(
τ≤i−1DR(M)

)
is nonzero, then its codimension is ≥ q by assertion

2) in Theorem 5.15. Therefore

Ext−1
Rop

(
ExtqR(M,R)[−q], Rop

)
= Extq−1

Rop

(
ExtqR(M,R), Rop

)
= 0.

This gives our claim by successively considering the various truncation functors
provided in Example A.20.

Definition 5.24. With the above notation, for every i, we let Si(M) be the
image of the injective map

αi : Ext0
Rop

(
τ≥iDR(M), Rop

)
→M.

Applying the truncation functors in Example A.20 to τ≥iDR(M), we get an
exact triangle

ExtiR(M,R)[−i] −→ τ≥iDR(M) −→ τ≥i+1DR(M)
+1−→ .

This gives an exact sequence
(5.5)

0→ Si+1(M)
βi−→ Si(M)→ ExtiRop

(
ExtiR(M,R), Rop

)
→ Ext1

Rop

(
τ≥i+1DR(M), Rop

)
.

The injectivity of βi follows from the fact that αi ◦ βi = αi+1.

Remark 5.25. It is clear that the Si(M) are functorial: if f : M1 → M2 is a
morphism of finitely generated R-modules, then f

(
Si(M1)

)
⊆ Si(M2) for all i.

Theorem 5.26. For every finitely generated R-module M , we have Ci(M) =
Si(M) for all i.

Proof. Assertion 2) in Theorem 5.15 implies that if ExtiRop(ExtiR(M,R), Rop)
)
6=

0, then

j
(
ExtiRop(ExtiR(M,R), Rop)

)
≥ i.

Using the exact sequence (5.5), we thus obtain by descending induction on i that
if Si(M) 6= 0, then

j
(
Si(M)

)
≥ i.

Therefore Si(M) ⊆ Ci(M).
In order to prove the reverse inclusion, we may and will assume that Ci(M) 6= 0.

Note first that since j
(
Ci(M)

)
≥ i, we have by definition of codimension that the

canonical morphism

DR

(
Ci(M)

)
→ τ≥iDR

(
Ci(M)

)
is an isomorphism. We thus have Si

(
Ci(M)

)
= Ci(M). It follows from the functori-

ality of Si (see Remark 5.25) applied for Ci(M) ↪→M that Ci(M) = Si
(
Ci(M)

)
⊆

Si(M), which completes the proof of the theorem. �

We end this chapter with the following converse to Proposition 5.16:

Proposition 5.27. If M is a pure nonzero R-module, then Char(M) has pure
dimension. In fact, there is a good filtration on M such that Gr(M) is pure.

Proof. Let ` = j(M) and let N = Ext`R(M,R), so that assertion 3) in Theo-

rem 5.15 implies that j(N) = ` and Ext`Rop(N,Rop) is pure, of codimension `. On
the other hand, since M is pure, we have C`(M) = M and C`+1(M) = 0. We
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thus conclude using Theorem 5.26 and the exact sequence (5.5) that we have an
embedding

M ↪→ Ext`Rop(N,Rop).

We choose a good filtration on N and then apply property (Ext2) in Proposi-

tion 5.2 to get a good filtration on Ext`Rop(N,Rop) such that Gr
(
Ext`Rop(N,Rop)

)
is a subobject of Ext`S

(
Gr(N), S

)
. This latter object is pure by assertion 3) in The-

orem 5.15 (in the commutative case), hence also Gr
(
Ext`Rop(N,Rop)

)
is pure. If we

take on M the induced filtration from that on Ext`Rop(N,Rop), we see that Gr(M)

is a submodule of Gr
(
Ext`R(N,Rop)

)
, hence it is pure. In particular, Char(M) has

pure dimension (see Remark 5.13). �



CHAPTER 6

Holonomic D-modules

We begin by introducing the main functors on D-modules: the pull-back and
the push-forward functors. We then prove Kashiwara’s theorem, showing that if
Z is a smooth subvariety of X, then there is an equivalence of categories between
DZ-modules and DX -modules supported on Z. By combining Kashiwara’s theorem
with the Sato-Kashiwara’s filtration, we give a proof of Bernstein’s inequality and
then discuss the basic properties of the category of holonomic D-modules on a given
smooth variety. Following this, we prove one of our key results, the existence of b-
functions for elements of a holonomic D-module and discuss the classical application
of b-functions to meromorphic extension of complex powers. We end this chapter
by proving preservation of holonomicity for the inverse and direct image functors
and setting up the 6-functor formalism for the derived category of holonomic D-
modules.

6.1. Pull-back and push-forward of D-modules

We begin by discussing the pull-back of D-modules. As usual, we work over
an algebraically closed field k, with char(k) = 0. Let f : X → Y be a morphism of
smooth irreducible algebraic varieties over k.

We will denote by D(OX) and D(DX) the derived categories associated to the
Abelian categoriesMod(OX) andMod(DX) of OX -modules and left DX -modules,
respectively. We will write Dqc(DX) (respectively, Dcoh(DX)) for the full sub-
category of D(DX) consisting of those u with Hi(u) quasi-coherent (respectively,
coherent) for all i ∈ Z (note that these are triangulated subcategories). We also
have triangulated subcategories such as Db(DX), Dbqc(DX), Dbcoh(DX), etc. We will

denote by D(Dop
X ), Dbqc(Dop

X ), etc. the corresponding derived categories of right
D-modules.

We first show that if M is a left DY -module, then the natural OX -module
structure on f∗(M) = OX ⊗f−1(OY ) f

−1(M) can be extended to a structure of
left DX -module. For this, it is convenient to think of left D-modules as O-modules
with an integrable connection (see Chapter 3.2). Given the connection

∇ : M→ ΩY ⊗OY M,

after pulling-back via f−1 and using the canonical morphism f∗(ΩY ) → ΩX , we
obtain a map

f−1(M)
f−1(∇)−→ f−1(ΩY )⊗f−1(OY )f

−1(M)→ f∗(ΩY )⊗OXf∗(M)→ ΩX⊗OXf∗(M),

which has a unique extension to a k-linear map ∇ that satisfies the Leibniz rule:

f∗(M)→ ΩX ⊗OX f∗(M).

43
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Explicitly, if u ∈M is such that ∇(u) =
∑
i ηi ⊗ ui for some ηi ∈ ΩX and ui ∈M,

then for h ∈ OX , we have

∇(h⊗ u) = dh⊗ u+
∑
i

hf∗(ηi)⊗ (1⊗ ui).

It is straightforward to check that since the connection on M is integrable, the
connection on f∗(M) is integrable as well. Therefore we have a (right-exact) functor

f∗ : Mod(DY )→Mod(DX).

Remark 6.1. We can describe the DX -module structure on f∗(M) in local
coordinates, as follows. After possibly restricting to a suitable open subset of X,
we may assume that we have coordinates y1, . . . , yn on Y and x1, . . . , xm on X. Let

fj = yj ◦ f ∈ OX(X). Since we have f∗(dyj) =
∑m
i=1

∂fj
∂xi

dxi, it is easy to see that
for every u ∈M and h ∈ OX , we have

(6.1) ∂xi(h⊗ u) = ∂h
∂xi
⊗ u+

n∑
j=1

h
∂fj
∂xi
⊗ ∂yju.

Remark 6.2. The following alternative point of view on pull-back ofD-modules
is very useful. By considering DY as a DY − DY -bimodule, we see that the
transfer module DX→Y := f∗(DY ) = OX ⊗f−1(OY ) f

−1(DY ) has a structure of

DX − f−1(DY )-bimodule, where the left structure is the one described above. For
every left DY -module M, the obvious isomorphism M ' DY ⊗DY M induces an
isomorphism of left DX -modules f∗(M) ' DX→Y ⊗f−1(DY ) f

−1(M). We note that

f−1 is an exact functor between the corresponding Abelian categories.

Remark 6.3. We have a unique morphism of left DX -module DX → DX→Y
that maps 1 to 1 ∈ OX = f∗(OY ) ⊆ f∗(DX). The restriction to TX is the morphism
TX → f∗(TY ), the dual of f∗(ΩY )→ ΩX .

Definition 6.4. If f : X → Y is a morphism between smooth varieties over k,
the (derived) pull-back functor is

Lf∗ : D−(DY )→ D−(DX) given by Lf∗(−) = DX→Y ⊗Lf−1(DY ) f
−1(−).

Note that this is an exact functor (in the sense of triangulated categories).

Remark 6.5. It is a consequence of Remark 6.2 that ifM is a left DY -module,
then we have an isomorphism of left D-modules H0

(
Lf∗(M)

)
' f∗(M).

Remark 6.6. It is clear that we have a commutative diagram of functors (up
to equivalence)

D−(DY )

��

Lf∗ // D−(DX)

��
D−(OY )

Lf∗ // D−(OX),

where the vertical functors are the natural ones associating O-modules to D-
modules. This implies that we have induced functors Lf∗ : Db(DY ) → Db(DX)
and Lf∗ : Dbqc(DY )→ Dbqc(DX).
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Proposition 6.7. If f : X → Y and g : Y → Z are morphisms of smooth
varieties, we have canonical isomorphisms

DX→Z ' DX→Y ⊗Lf−1(DY ) f
−1(DY→Z) ' DX→Y ⊗f−1(DY ) f

−1(DY→Z).

Proof. Note that DX→Y = OX ⊗Lf−1(OY ) f
−1(DY ) since DY is a flat OY -

module. Using associativity of (derived) tensor product, we get canonical isomor-
phisms

DX→Y ⊗Lf−1(DY ) f
−1(DY→Z) '

(
OX ⊗Lf−1(OY ) f

−1(DY )
)
⊗Lf−1(DY ) f

−1(DY→Z)

' OX ⊗Lf−1(OY ) f
−1
(
OY ⊗Lg−1(OZ) g

−1(DZ)
)

' OX ⊗Lf−1(OY )

(
f−1(OY )⊗(gf)−1(OZ) (gf)−1(DZ) ' OX ⊗L(gf)−1(OZ) (gf)−1(DZ)

' DX→Z .
The second isomorphism in the statement follows from the fact thatHi(DX→Z) = 0
for all i 6= 0. �

Corollary 6.8. If f : X → Y and g : Y → Z are morphisms of smooth
varieties, then we have a canonical isomorphism of functors on D−(DZ):

L(gf)∗ ' Lf∗ ◦ Lg∗.

Proof. The assertion follows from the description of DX→Z in the proposition
and associativity of the (derived) tensor product. �

Remark 6.9. Every morphism f : X → Y factors as X
i
↪→ X×Y p−→ Y , where

i(x) =
(
x, f(x)

)
and p is the projection onto the second component. Since i is a

closed immersion and p is smooth and we have Lf∗ ' Li∗ ◦ Lp∗ by Corollary 6.8,
it follows that in order to describe the pull-back by arbitrary morphisms, it is
enough to describe the pull-back corresponding to closed immersions and smooth
morphisms. We treat these now.

Example 6.10. Let i : X → Y be a closed immersion. After restricting to suit-
able open subsets, we may assume that we have coordinates y1, . . . , yn, x1, . . . , xm
on Y such that X is defined by (y1, . . . , yn). In this case x1, . . . , xm give coordi-
nates on X and it follows from (6.1) that if M is a left DY -module, then each
∂xi induces the action of ∂xi on i∗(M) = M/(y1, . . . , yn)M. In particular, since
DY =

⊕
α,β OY ∂αx ∂βy , we see that

DX→Y = DX/(y1, . . . , yn)DX =
⊕
β∈Zn≥0

DX∂βy ,

where the right multiplication by ∂yi and yi is given by

P∂βy · ∂yi = P∂β+ei
y and P∂βy yi = βiP∂

β−ei
y .

In particular, we see that it can happen that M is a coherent DY -module, but
i∗(M) is not a coherent DX -module.

Example 6.11. Let p : X → Y be a smooth morphism. After restricting to
suitable open subsets, we may assume that we have coordinates y1, . . . , yn on Y and
x1, . . . , xm on X, with n ≤ m, such that yi ◦ p = xi for 1 ≤ i ≤ n. In this case the
functor p∗(−) is exact. It follows from (6.1) that for every left DX -module M, the
action of ∂xi on p−1(M) is induced by the action of ∂yi onM for all i ≤ n and it is
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is 0 for i > n. Since DY =
⊕

α∈Zn≥0
OY ∂αy , we have an isomorphism of OX -modules

DX→Y '
⊕

α∈Zn≥0
OX∂αy . The description of the action of the ∂xi implies that

the canonical morphism DX → DX→Y induces an isomorphism of left DX -modules
DX/DX(∂xn+1

, . . . , ∂xm) ' DX→Y . Furthermore, via this isomorphism, the right
action of ∂yi is given by the right action of ∂xi for 1 ≤ i ≤ n.

We next turn to the push-forward of D-modules. This is more naturally defined
for right D-modules. Indeed, note that if f : X → Y is a morphism of smooth,
irreducible varieties over k and if M is a right DX -module, then M⊗DX DX→Y is
a right f−1(DY )-module, and thus f∗

(
M⊗DX DX→Y

)
is a right DY -module. An

important issue to note is that we are composing a left exact functor with a right
exact functor, so the resulting functor does not have any good exactness properties.
The correct approach is to work at the level at derived categories. We thus define

f+ : Db(Dop
X )→ Db(Dop

Y ), f+(u) = Rf∗(u⊗LDX DX→Y ).

We note that both Rf∗(−) and − ⊗LDX DX→Y preserve the bounded derived cat-
egory, hence this composition is well-defined (in fact, we can be more precise: if
dim(X) = n and all fibers of f have dimension ≤ d, then for all u ∈ Db(Dop

X ) such
that Hi(u) = 0 unless i ∈ [a, b], we have Hi

(
f+(u)

)
= 0 unless i ∈ [a−n, b+d]). We

emphasize that this is not a derived functor of the corresponding functor defined
between the Abelian categories of right D-modules.

In order to define the corresponding functor for left D-modules, we use the
equivalence with the category of right D-modules. More precisely, we define the
functor f+ : Db(DX)→ Db(DY ) as the composition

Db(DX)
τX−→ Db(Dop

X )
f+−→ Db(Dop

Y )
τ−1
Y−→ Db(DY ),

where for any smooth variety Z, we denote by τZ : Db(DZ) −→ Db(Dop
Z ) the equiv-

alence induced at the level of derived categories by the one in Proposition 3.58, and
we denote its inverse by τ−1

Z .

Proposition 6.12. If f : X → Y and g : Y → Z are two morphisms as above,
then we have a natural isomorphism of functors Db(DX)→ Db(DZ):

(g ◦ f)+ ' g+ ◦ f+.

Proof. It follows immediately from the definition that it is enough to prove
the corresponding statement for the functors Db(Dop

X )→ Db(Dop
Z ). Using Proposi-

tion 6.7, we see that for every u ∈ Db(Dop
X ), we have

(g◦f)+(u) = R(g◦f)∗(u⊗LDXDX→Z) ' Rg∗
(
Rf∗(u⊗LDX (DX→Y⊗Lf−1(DY )f

−1(DY→Z)))
)

' Rg∗
(
Rf∗(u⊗LDX DX→Y )⊗LDY DY→X

)
= g+

(
f+(u)

)
,

where the second isomorphism is a consequence of the projection formula1 �

1We are using the fact that for every morphism of smooth varieties f : X → Y , every
u ∈ Db

(
f−1(DY )op

)
, and every v ∈ Db(DY ), we have a canonical isomorphism Rf∗(u)⊗LDY v '

Rf∗(u ⊗Lf−1(DY )
f−1(v)

)
. Indeed, using the adjoint property of the pair (f−1,Rf∗) and the

canonical morphism f−1
(
Rf∗(u)

)
→ u, we obtain a canonical morphism Rf∗(u) ⊗LDY v →

Rf∗(u ⊗Lf−1(DY )
f−1(v)

)
. It is enough to check this is an isomorphism locally on Y , hence

we may assume that Y is affine. In this case, it follows from Theorem 5.4 that we can represent

v by a bounded complex of projective left DY -modules, in which case the assertion is clear.
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Remark 6.13. Note that for every f : X → Y , the functor f+ induces a functor
f+ : Dbqc(DX) → Dbqc(DX), since τX , τY , Rf∗ and − ⊗LDX DX→Y preserve the
subcategories with quasi-coherent cohomology.

Example 6.14. Suppose that i : X ↪→ Y is a closed immersion. We have seen
in Example 6.10 that in this case DX→Y is a locally free left DX -module (of infinite
rank). Therefore in this case both functors i∗ and −⊗DX DX→Y are exact functors.
We thus conclude that in this case i+ is the functor induced at the level of derived
categories by an exact functor i+ : Mod(DX) → Mod(DY ). Let’s describe this
functor.

After restricting to suitable open subsets of Y , we may assume that we have
coordinates y1, . . . , yn, x1, . . . , xm on Y as in Example 6.10. Suppose that M is a
left DX -module. Using the explicit description of the equivalence of categories in
Proposition 3.58, as well as the description of DX→Y in Example 6.10, we see that
we have an isomorphism i+(M) 'M⊗k k[∂y1 , . . . , ∂yn ], where the left multiplica-
tion by ∂yi and yi is given by

∂yi · (u⊗ ∂βy ) = u⊗ ∂β+ei
y and yi · (u⊗ ∂βy ) = −βiu⊗ ∂β−eiy .

Note that we have an isomorphism of OY -modules M⊗OX i+(OX) ' i+(M) and
it is straightforward to check that this is independent of the choice of coordinates.

Example 6.15. Suppose that f : X → Y is an étale morphism. Note that
in this case the morphism of left DX -modules DX → DX→Y (see Remark 6.3) is
an isomorphism and ωX = f∗(ωY ), hence in this case f+(u) = Rf∗(u) for every
u ∈ Db(DX). If f is also an affine morphism, then the functor f∗ is exact on quasi-
coherent OX -modules, hence the functor f+ : Dbqc(X) → Dbqc(Y ) is induced by the
exact functor f∗ on the category of quasi-coherent DX -modules.

Example 6.16. Let X be a smooth variety and let p : X → Y = Spec(k) be
the morphism to a point. Let us show that in this case, for every left DX -module
M, we have p+(M) = RΓ

(
DRX(M)

)
. We denote by τ : Mod(DX)→Mod(Dop

X )
the equivalence of categories between left and right DX -modules. Note that we
have DX→Y = OX , hence

p+(M) = RΓ
(
τ(M)⊗LDX OX

)
.

We have seen in Example 3.65 that a free resolution of OX as a DX -module is given
by τ−1(DRX(DX)), hence

τ(M)⊗LDX OX ' τ(M)⊗DX τ−1(DRX(DX)) ' DRX(DX)⊗DX M' DRX(M),

where the second isomorphism follows from Exercise 3.60.

6.2. Kashiwara’s Equivalence Theorem

We begin with some general comments regarding the support of coherent D-
modules. As usual, we work on a smooth variety X over k. Recall that if M is a
sheaf on X, then its support is

Supp(M) := {x ∈ X | Mx 6= 0}.

Even if M is a quasi-coherent OX -module, its support is not necessarily a closed
subset of X. What is easy to see is that if M is a quasi-coherent OX module and
U ⊆ X is an affine open subset, then Supp(M)∩U is contained in the closed subset
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of U defined by the annihilator of M(U) in OX(U). This inclusion is well-known
to be an equality if M is a coherent OX -module, but not in general.

Remark 6.17. If M is a quasi-coherent OX -module, then for a coherent ideal
sheaf I ⊆ OX we have Supp(M) ⊆ V (I) if and only if

M =
⋃
m≥1

{u ∈M | Imu = 0}.

Indeed, this can be checked on affine open subsets and it follows immediately from
the fact that the support of a module M is the union of the supports of its finitely
generated submodules.

The next proposition shows that the support is closed also for coherent DX -
modules.

Proposition 6.18. Let M be a coherent DX -module, with characteristic va-
riety Char(M) ⊆ T ∗X. If π : T ∗X → X is the canonical projection and i0 : X →
T ∗X is the zero-section, then

Supp(M) = π
(
Char(M)

)
= i−1

0

(
Char(M)

)
.

In particular, Supp(M) is closed in X.

Proof. It is enough to check the assertion in the proposition locally, hence
we may and will assume that X is an affine variety, with R = OX(X), and let
S = O(T ∗X). Let M = M(X) and let F•M be a good filtration on M , with

N = GrF• (M). Note that for every prime ideal p in R, we have Mp 6= 0 if and only
if (FiM)p 6= 0 for some i (since the filtration is exhaustive), which is the case if and
only if Np 6= 0 (since FiM = 0 for i� 0). This in turn holds if and only if there is
a prime ideal q in S lying over p such that Nq 6= 0. In other words, we have

Supp(M) = π
(
Char(M)

)
(recall that, by definition, Char(M) is the support of the finitely generated S-
module N). On the other hand, the characteristic variety Char(M) ⊆ T ∗(X) is a
conical subvariety, which implies that we have

π
(
Char(M)

)
= i−1

0

(
Char(M)

)
.

Since the right-hand side is clearly closed in X, it follows that Supp(M) is closed
in X. �

One can also prove directly that the support of a coherent D-module is closed,
as follows:

Exercise 6.19. Let X be a smooth variety and let M be a coherent DX -
module. If U ⊆ X is an affine open subset, u1, . . . , ur ∈M(U) are generators over
DX(U), and I =

⋂r
i=1 AnnOX(U)(ui) ⊆ OX(U), then Supp(M) ∩ U = V (I).

The main result of this section is the following theorem due to Kashiwara:

Theorem 6.20. If Z is a smooth, irreducible, closed subvariety of the smooth
variety X and i : Z ↪→ X is the inclusion map, then i+ : Modqc(DZ)→Modqc(DX)
gives an equivalence of categories between Modqc(DZ) and the full subcategory of
Modqc(DX) consisting of those M with Supp(M) ⊆ Z.
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Remark 6.21. Note that the assertion in the above theorem stands in stark
contrast with when happens for O-modules: if IZ is the ideal sheaf defining Z in
X, then a quasi-coherent OX -module F has support contained in Z if and only if
F =

⋃
m≥1{u ∈ F | ImZ u = 0}. On the other hand, we have F ' i∗(G), for some

quasi-coherent OZ-module G, if and only if IZ · F = 0.

Proof of Theorem 6.20. We first treat the case when X is affine, with
coordinates x1, . . . , xn, z such that Z is defined by (z). Let A = OX(X) and
B = A/(z) = OZ(Z). Recall from Example 6.14 that if M is a DB-module, then
i+(M) = M ⊗k k[∂z], with the action of z and ∂z being given by

z · (u⊗ ∂mz ) = −mu⊗ ∂m−1
z and ∂z · (u⊗ ∂mz ) = u⊗ ∂m+1

z .

It is then clear that Supp(i+M) ⊆ Z: indeed, we have zm+1 ·(u⊗∂mz ) = 0 for every
u ∈M and m ≥ 0.

For every DA-module N , we put G(N) = {u ∈ N | zu = 0}. Since G(N) has
an induced structure of B-module and it is preserved by ∂x1

, . . . , ∂xn , it follows that
G(N) has a natural structure of DB-module. In this way we get a functor from
DA-modules to DB-modules.

Note first that we have an isomorphism of functors G ◦ i+ ' Id. Indeed, if M
is a DB-module and u =

∑
m um∂

m
z ∈ i+(M), then z · u = −

∑
i≥1mum∂

m−1
z . We

thus have a canonical isomorphism G
(
i+(M)

)
'M .

Suppose now that N is a DA-module with Supp(N) ⊆ Z. Let D be the Euler
operator ∂zz = z∂z + 1 and let Ni := {u ∈ N | Du = iu} for i ∈ Z. We proceed to
prove some easy properties of the Ni.

Note first that we have

(6.2) z ·Ni ⊆ Ni+1 for i ∈ Z.

Indeed, we have D(zu) = ∂zz
2u = z∂zzu+ zu = z(D + 1)u, which gives (6.2). We

similarly have

(6.3) ∂z ·Ni ⊆ Ni−1 for i ∈ Z.

Indeed, we have D(∂zu) = ∂zz∂zu = ∂2
zzu− ∂zu = ∂z(D − 1)u, which gives (6.3).

It follows directly from the definition that multiplication by ∂zz gives a bijective
map Ni → Ni for all i 6= 0. We also see that multiplication by z∂z = (∂zz − 1)

is bijective on Ni for i 6= 1. By (6.2) and (6.3), we have maps Ni
z−→ Ni+1 and

Ni+1
∂z−→ Ni and by looking at the two compositions we see that these are bijective

for all i 6= 0.
By assumption, every element of N is annihilated by some zN , hence Ni = 0

for all i ≥ 1. It follows from (6.2) that zN0 = 0, hence N0 ⊆ G(N). On the other
hand, if zu = 0, then clearly ∂zzu = 0, hence in fact we have G(N) = N0. Consider
the morphism of DA-modules

ϕ : i+(N0) = N0 ⊗k k[∂z]→ N, ϕ

∑
i≥0

ui ⊗ ∂iz

 =
∑
i≥0

∂izui.

Note that since ∂izui ∈ N−i and these are distinct eigenspaces of the operator D,
it follows that ϕ is injective (we are also using the fact that multiplication by ∂iz
on N0 is injective for all i ≥ 0). In order to show that ϕ is an isomorphism, it
is thus enough to show that if zmu = 0 for some u ∈ N and some m ≥ 1, then
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u ∈ N0 ⊕ . . . ⊕ N−m+1 (recall that the map ∂iz : N0 → N−i is surjective for every
i ≥ 0). This is a consequence of the following formula

∂mz z
mu =

m−1∏
i=0

(D + i),

which follows by an easy induction on m. We thus conclude that i+
(
G(N)

)
' N ,

completing the proof of Kashiwara’s theorem in this case.
We also note that it follows from the explicit description of i+(M), where M

is a DB-module, that the support of M is contained in a smooth closed subvariety
W of Z if and only if the same holds for i+(M). We then immediately deduce,
by induction on r, that if X is affine, with coordinates x1, . . . , xn such that Z is
defined by (x1, . . . , xr), then i+ gives an equivalence of categories from the category
of quasi-coherent DZ-modules to the category of DX -modules with support in Z.
Moreover, the inverse equivalence takes N to the subset of N annihilated by the
ideal of Z in X.

The general case now follows for formal reasons: the fact that i+ is a fully
faithful functor follows by restricting to suitable affine open subsets. Indeed, if we
write X = U1 ∪ . . .∪UN and for every i and j we write Ui ∩Uj =

⋃
k Vijk, then for

every DX -modules F and G, we have

HomDX (F ,G) = Ker

⊕
i

HomDUi (F|Ui ,G|Ui)→
⊕
i,j,k

HomDVijk (F|Vijk ,GVijk)


and a similar description holds for morphisms of DZ-modules. Once we have fully
faithfulness, the fact that i+ is essentially surjective follows again by restricting to
suitable affine open subsets. This completes the proof of the theorem. �

Remark 6.22. Let i : Z ↪→ X be as in Theorem 6.20. IfM is a quasi-coherent
DZ-module, then it follows from the explicit local description of i+(M) that M is
a coherent DZ-module if and only if i+(M) is a coherent DX -module. Therefore i+
induces an equivalence of categories betweenModcoh(DZ) and the full subcategory
of Modcoh(DX) consisting of objects supported on Z.

Remark 6.23. Using truncation functors (see Example A.20), it is easy to
deduce from Theorem 6.20 that in the setting of the theorem, i+ gives an equiva-
lence of categories between Dbqc(DZ) and the subcategory Dbqc(DX,Z) of Dbqc(DX)

consisting of objects u such that Hi(u) is supported on Z for all i ∈ Z.

Given a closed immersion i : Z ↪→ X of smooth, irreducible varieties, with
codimX(Z) = r, it is convenient to introduce the following shift of Li∗: we put
i† = Li∗[−r] : Dbqc(DX)→ Dbqc(DZ).

Proposition 6.24. With the above notation, the inverse of the equivalence
i+ : Dbqc(DZ) ' Dbqc(DX,Z) is given by i† and the same assertion holds at the level
of the corresponding Abelian categories.

Proof. We first treat the case when X is affine, with R = OX(X), r = 1, and
we have coordinates x1, . . . , xn, z on X such that Z is defined by the ideal (z). If N
is aDR-module with support on Z andN0 = {u ∈ N | zu = 0}, then we have seen in
the proof of Theorem 6.20 that N ' i+(N0). Note that by the explicit description

of the action of z on i+(N0), it follows that TorR1
(
N,R/(z)

)
' N/zN = 0. On
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the other hand, we have N0 ' TorR1
(
N,R/(z)

)
, and thus N0 ' i†(N). Since we

have seen that N ' i+(N0), this gives the assertion in the proposition in this case.
Moreover, this isomorphism is independent of the choice of coordinates: we leave
checking this as an exercise.

It is clear that if Z
i1
↪→ Y

i2
↪→ X are two such closed immersions, then we have

(i2 ◦ i1)† ' i†1 ◦ i
†
2. Using this, we deduce the assertion in the proposition whenever

X is affine and we have coordinates x1, . . . , xn, z1, . . . , zr such that Z is defined by
(z1, . . . , zr). Furthermore, the isomorphism i+

(
i†(N)

)
' N for every DR-module

N with support contained in Z is independent of the choice of coordinates. We may
thus glue these isomorphisms to get a corresponding isomorphism in the global case.
This gives the assertion in the proposition at the level of Abelian categories and
the one for derived categories is an immediate consequence. �

We end this section by describing the behavior of the characteristic variety
under the push-forward by a closed immersion. Recall that if i : Z ↪→ X is a
closed immersion of smooth, irreducible varieties, then the injective homomorphism
TZ ↪→ TX |Z induces a morphism ϕ : T ∗X|Z → T ∗Z. This is a surjective morphism
of geometric vector bundles on Z, hence it is locally trivial, with fiber Ar

k, where r =
codimX(Z). We also have a closed immersion ψ : T ∗X|Z ↪→ T ∗X, of codimension
r.

Proposition 6.25. With the above notation, for every coherent DZ-module
M, we have

Char(i+M) = ψ
(
ϕ−1(Char(M))

)
.

In particular, we have dim(i+M) = dim(M) + r.

Proof. The second assertion follows the first one and the fact that ϕ is locally
trivial, with fiber Ar

k. The first assertion can be checked locally, hence we may
assume that we have algebraic coordinates x1, . . . , xn, y1, . . . , yr on X such that Z
is defined by (y1, . . . , yr). Note that these coordinates give isomorphisms T ∗X '
X ×An+r

k and T ∗Z ' Z ×An
k such that ϕ : T ∗X|Z ' Z ×An+r

k → T ∗Z ' Z ×An
k

gets identified with the projection onto the first components, while ψ gets identified
with i× 1An+r

k
.

It follows from Example 6.14 that i+M = M⊗k k[∂y1 , . . . , ∂yn ]. If F•M is a
good filtration on M, we put

Fp(i+M) =
⊕
β∈Zr

Fp−|β|M⊗ ∂βy for every p ∈ Z.

It is clear that this is a filtration on i+M compatible with F•DX and we have
GrF• (i+M) = ψ∗ϕ

∗(GrF• (M)
)
. Since the support of this sheaf on T ∗X is ψ

(
ϕ(W )

)
,

where W = Supp
(
GrF• (M)

)
, we obtain the assertion in the proposition. �

6.3. The proof of Bernstein’s inequality

We can now give the proof of Bernstein’s inequality for the dimension of the
characteristic variety.

Proof of Theorem 3.38. We argue by induction on n = dim(X), the case
n = 0 being trivial. The assertion is local, so after covering X by finitely many
affine open subsets, we may and will assume that X is affine with A = OX(X),
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R = DA, and M = M(X). Recall that the finite decreasing filtration on M by
DR-submodules

M = C0(M) ⊇ C1(M) ⊇ . . . ⊇ C2n(M) ⊇ C2n+1(M) = 0

given in Chapter 5.3 has the property that for every i such that Ci(M)/Ci+1(M)
is nonzero, this quotient is a pure R-module of codimension i (see Remark 5.23).
Using Proposition 5.27, it follows that in this case Char

(
Ci(M)/Ci+1(M)

)
has pure

dimension 2n− i. Since we have

Char(M) =

2n⋃
i=0

Char
(
Ci(M)/Ci+1(M)

)
,

it follows that it is enough to show that if M is a nonzero pure R-module with
dim(M) < n, then we get a contradiction.

Since dim
(
Char(M)

)
< n, it follows that if Z = π

(
Char(M)

)
, where π : T ∗X →

X is the canonical projection, then Z 6= X (recall that Z is a closed subset of X,
equal to Supp(M), by Proposition 6.18). After replacing X by an open subset U
such that U ∩ Z is nonempty, smooth, and irreducible, we may and will assume
that Z is smooth and irreducible. Let r = codimX(Z) ≥ 1. We deduce from
Kashiwara’s Theorem 6.20 that if i : Z ↪→ X, then there is a coherent DZ-module
N such that M ' i+(N ). Since we clearly have N 6= 0, the inductive hypoth-
esis gives dim(N ) ≥ n − r. On the other hand, we get from Proposition 6.25
dim(M) = dim(N ) + r ≥ n, a contradiction. This completes the proof of the
theorem. �

Remark 6.26. The lower bound in Theorem 3.38 on the dimension of the
irreducible components of the characteristic variety also works for right D-modules.
This is a consequence of the fact that the equivalence between left and right D-
modules preserves the characteristic variety (see Remark 3.64).

Remark 6.27. For a coherent left DX -module M and i ∈ Z, we will consider
the right DX -module ExtiDX (M,DX). Note that this is a quasi-coherent (in fact,
coherent) right DX -module and for every affine open subset U ⊆ X, its sections
over U are given by ExtiDX(U)

(
M(U),DX(U)

)
. This follows by computing the Ext

modules using finitely generated free resolutions in the first argument, which implies
that computing the Ext modules commutes with localizing at a given element. A
similar statement holds if we start with a coherent right DX -module.

Corollary 6.28. If M is a coherent left DX -module on the smooth, irre-
ducible n-dimensional variety X, then ExtiDX (M,DX) = 0 for i > n; a similar
result holds for right DX -modules.

Proof. The assertion is local, hence we may assume that X is affine, with
A = OX(X) and let R = DA. We deduce from Theorem 3.38 and assertion 1) in
Theorem 5.15 that j(M) ≤ n for every finitely generated nonzero R-module M and
the same bound holds for Rop-modules by Remark 6.26. On the other hand, by
assertion 2) in Theorem 5.15, if M is a finitely generated nonzero R-module and i
is such that the Rop-module ExtiR(M,R) 6= 0, then j

(
ExtiR(M,R)

)
≥ i. Therefore

i ≤ n, giving the assertion in the corollary. The assertion for right DX -modules
follows in the same way. �
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6.4. Holonomic D-modules: first properties

In this section we begin the discussion of holonomic D-modules. Let X be
a smooth, irreducible, n-dimensional variety over k. Recall that a coherent DX -
module M is holonomic if M = 0 or dim(M) = n.

Example 6.29. If E is a DX -module which is coherent as an OX -module (and
thus locally free by Proposition 3.18), then E is holonomic. Indeed, we saw in
Example 3.34 that Char(E) is the 0-section of T ∗X.

We also have the following converse: if M is a coherent DX -module such that
Char(M) is the 0-section of T ∗X, then M is a coherent OX -module. Since this is
a local assertion, we may assume that X is affine, with coordinates x1, . . . , xn ∈
R = OX(X), and M = M(X) has a good filtration F•M such that the support

of N = GrF• (M) is the subset defined by (y1, . . . , yn) ⊆ S = R[y1, . . . , yn], where
yi = ∂xi for 1 ≤ i ≤ n. In this case there is m such that (y1, . . . , yn)m ·N = 0. This
implies that N is finitely generated as an R-module: if u1, . . . , u` generate N as an
S-module, it follows that the yαui, where 1 ≤ i ≤ ` and |α| ≤ m − 1 generate N
as an R-module. In this case it is clear that there is d such that FiM = Fi+1M for
all i ≥ d, hence M = FdM is a finitely generated R-module.

Remark 6.30. IfM is a holonomic DX -module on X, then there is a nonempty
open subset U ⊆ X, such that M|U is a coherent OU -module. Indeed, every irre-
ducible component of Char(M) has dimension n. If such a component dominates
X, since it is a conical subvariety of T ∗X, it is equal to the 0-section. Therefore,
as we have seen in Example 6.29, it is enough to take U to be the complement in
X of the union of the images of the irreducible components of Char(M) that do
not dominate X.

Example 6.31. If X = A1
k and M = k[x, x−1]/k[x], then M ' A1(k)/A1(k) ·

(x). If we consider on M the induced filtration by the order filtration on A1(k), we

see that GrF• (M) ' k[x, y]/(x), hence the characteristic variety of M is the filber
of T ∗X over 0. In particular, M is holonomic.

Remark 6.32. It follows from Remark 3.64 that ifMr is the right DX -module
corresponding to the left DX -module M, then Mr is holonomic if and only if M
is holonomic.

Proposition 6.33. Given an exact sequence

0→M′ →M→M′′ → 0

of coherent left (right) DX -modules on X, we have thatM is holonomic if and only
if M′ and M′′ are holonomic.

Proof. The assertion follows from the fact that

dim(M) = max
{

dim(M′),dim(M′′)
}

and the lower bound on the dimension of coherent DX -modules in Theorem 3.38.
�

Remark 6.34. It follows from the above proposition that the category of holo-
nomic left (right) DX -modules is an Abelian category, closed under extensions,
that we will denote by Modhol(DX). We conclude from the long exact sequence
in cohomology associated to an exact triangle that if Dbhol(DX) is the subcategory
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of Dbcoh(DX) consisting of those u such that Hi(u) are holonomic for all i, then
Dbhol(DX) is a triangulated subcategory.

Proposition 6.35. For every coherent left DX -module M, the right DX -
module ExtnDX (M,DX) is holonomic. The analogous assertion holds if M is a
right DX -module.

Proof. The assertion is local, hence we may assume that X is affine. In
this case, by combining assertions 1) and 2) in Theorem 5.15, we see that if
ExtnDX (M,DX) is nonzero, then its dimension is ≤ n, hence it is holonomic. �

Proposition 6.36. A coherent left DX -module M is holonomic if and only if
ExtiDX (M,DX) = 0 for all i 6= n and a similar assertion holds for right DX -modules.
Moreover, the functor ExtnDX (−,DX) gives an antiequivalence between the cate-
gories of of left and right holonomic DX -modules, with inverse ExtnDop

X
(−Dop

X ).

Proof. We have already seen in Corollary 6.28 that ExtiDX (M,DX) = 0 for
all i > n. For the first assertion, we may assume that X is affine. In this case, if
M 6= 0, then ExtiDX (M,DX) = 0 for all i < n if and only if j(M) ≥ n, which is
equivalent to dim(M) ≤ n, by assertion 1) in Theorem 5.15. The last statement
in the proposition follows now by simply globalizing the assertion in Theorem 5.5
(note that since we have canonical natural transformations from the two identity
functors to the two compositions, checking that these are isomorphisms of functors
can be done in affine charts). �

Proposition 6.37. In the Abelian category of holonomic left (right) DX -
modules, every object has finite length.

Proof. It is enough to show that every object in these categories has no strictly
increasing or strictly decreasing infinite sequences of subobjects. For increasing
sequences, the assertion follows from the fact that coherent DX -modules are locally
finitely generated over DX ,which is both left and right Noetherian. The assertion
for decreasing sequences follows from the previous one using the anti-equivalence
in Proposition 6.36. �

Remark 6.38. If X is affine and M is a finitely generated module over DX(X),
we have the Sato-Kashiwara filtration on M discussed in Chapter 5.3. Note that if
f ∈ OX(X) is nonzero, then Ci(Mf ) = Ci(M)f (this follows, for example, from the
cohomological description of the filtration in Theorem 5.26). This implies that this
filtration globalizes: for every coherent DX -module M on a smooth, irreducible,
n-dimensional variety X we have a decreasing filtration on M by DX -submodules

C0(M) =M⊇ . . . ⊇ Cn(M) ⊇ Cn+1(M) = 0

(the fact that Cn+1(M) = 0 is a consequence of Theorem 3.38). Note that Cn(M)
is a holonomic submodule of M. In fact, every holonomic submodule M′ ⊆ M is
contained in Cn(M): this can be checked on affine open subsets, in which case the
assertion follows from Gabber’s description of Cn(M).

Finally, we note that it follows from (the globalized version of) Theorem 5.26
that Cn(M) is the image of the canonical injective map

Ext0Dop
X

(
τ≥nRHomDX (M,DX),Dop

X

)
↪→M.
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Since ExtiDX (M,DX) = 0 for i > n by Corollary 6.28, the above map becomes

ExtnDop
X

(
ExtnDX (M,DX),Dop

X

)
↪→M.

The following technical result will be used in the next section in the proof of
the existence of b-functions.

Proposition 6.39. Let X be a smooth, irreducible variety and U ⊆ X an
open subset. If M is a coherent DX -module and N is a holonomic DU -submodule

of M|U , then there is a holonomic DX -submodule Ñ of M such that Ñ |U = N .

Proof. Let n = dim(X). Since N is a holonomic submodule of M|U , it
follows from Remark 6.38 that N ⊆ Cn(M|U ) = Cn(M)|U . After replacing M
by Cn(M), we may assume that M is a holonomic DX -module. Arguing as in
the proof of Proposition 3.25, we choose a coherent OU -module N0 ⊆ N such that
N = DU ·N0. By [Har77, Exercise II.5.15], we can find a coherent OX -submodule

Ñ0 ⊆ M such that Ñ0|U = N0. If we take Ñ = DX · Ñ0, then we clearly have

Ñ |U = N . Moreover, Ñ is a coherent DX -module, hence it is holonomic being a
DX -submodule of a holonomic module. �

We end this section with a discussion of a refinement of the characteristic
variety. We will not need it in what follows, but it is a very important invariant of
a coherent DX -module, so it is worth mentioning it.

Definition 6.40. Let X by a smooth variety and π : Y = T ∗X → X the
canonical projection. Given a coherent DX -module M on X, consider a good
filtration F•M on M and let F be the coherent sheaf on T ∗X such that π∗(F) '
GrF• (M). The characteristic cycle CC(M) is given by

CC(M) :=
∑
Z

`OY,Z (FZ)Z,

where the sum is over the irreducible components of Supp(F) = Char(M).

Proposition 6.41. The definition of the characteristic cycle is independent of
the choice of good filtration.

Proof. This assertion is a bit trickier than in the case of the characteristic
variety. The argument that we give is based on a trick due to Bernstein. We first
treat the case when we have two good filtrations F•M and G•M such that G•M
is close to F•M, in the sense that

FiM⊆ GiM⊆ Fi+1M for all i ∈ Z.

In this case, for every i ∈ Z, we get an induced map

ϕi : FiM/Fi−1M→ GiM/Gi−1M

and we have

Ker(ϕ) = Gi−1M/Fi−1M and Coker(ϕ) = GiM/FiM.

Consider the graded GrF• (DX)-module N =
⊕

i∈ZGiM/FiM. We see that if

ϕ =
⊕

i ϕi, we get an exact sequence of graded GrF• (DX)-modules

0→ N (−1)→ GrF• (M)
ϕ−→ GrG• (M)→ N → 0.
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Since N and N (−1) are isomorphic as (nongraded) modules over GrF• (DX), we see
that the corresponding coherent OY -modules have the same length at the generic
point of every irreducible component of Char(M). This proves the equality of the
characteristic cycles associated to F•M and G•M in this case.

Suppose now that F•M and G• are two arbitrary good filtrations on M. For

every k ∈ Z, we define a filtration F
(k)
• M on M by

F
(k)
i M = FiM+Gi+kM for all i ∈ Z.

It is straightforward to see that this is, indeed, a good filtration onM. Since both
F•M and G•M are good filtrations, it follows from Proposition 3.24 that for k � 0

we have F
(k)
• M = F•M and for k � 0, we have F

(k)
• M = G•+kM. On the other

hand, note that we have

F
(k)
i M⊆ F

(k+1)
i M⊆ F (k)

i+1M for all i ∈ Z.

Therefore F
(k+1)
• M is close to F

(k)
• M and, by what we have already proved, it fol-

lows that the characteristic cycles constructed with respect to F
(k)
• M and F

(k+1)
• M

agree for all k ∈ Z. Since clearly G•M and G•+kM give the same characteristic
cycle, we obtain the conclusion in the proposition. �

For holonomic DX -modules, we obtain the following additivity property of char-
acteristic cycles:

Proposition 6.42. If X is a smooth, irreducible variety and we have a short
sequence

0→M′ →M→M′′ → 0

of holonomic DX -modules on X, then

CC(M) = CC(M′) + CC(M′′).

Proof. The assertion follows from the equality

Char(M) = Char(M′) ∪ Char(M′′),

the fact that all irreducible components of these varieties have the same dimension,
and the additivity of length in short exact sequences. �

6.5. Existence of b-functions

In the next section we will prove the preservation of holonomicity by push-
forward and pull-back functors. The most interesting result in this direction is
the preservation of holonomicity by push-forward under open immersions, that we
treat now. The key ingredient here is the existence of b-functions for holonomic
D-modules. As we will see later, b-functions also provide interesting invariants of
singularities.

Given a smooth, irreducible algebraic varietyX over k and f ∈ OX(X) nonzero,
let U =

{
x ∈ X | f(x) 6= 0

}
and let j : U ↪→ X be the inclusion. We consider the

sheaf of k[s]-algebras DX [s] := k[s]⊗k DX on X (here s is a new variable). Given
a quasi-coherent DX -module M which is an OX [1/f ]-module (equivalently, the
canonical morphism M → j+(M|U ) is an isomorphism), we consider the OX [s]-
module

M[s]fs :=M⊗k k[s]fs,
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where k[s]fs is a free k[s]-module with basis the symbol fs. For P (s) ∈ k[s] and
u ∈M , we write P (s)ufs instead of u⊗ P (s)fs.

Lemma 6.43. The OX [s]-module structure on M[s]fs can be extended to a
DX [s]-module structure such that every D ∈ TX acts by the “expected” rule

D · P (s)ufs = P (s)(Du)fs + sP (s)
D(f)

f
ufs.

Proof. The assertion can be checked locally on affine charts, in which case
the presentation of DX in Proposition 2.25 induces a similar presentation of DX [s].
The only nontrivial things to check are that D · P (s)hufs − h

(
D · P (s)ufs

)
=

P (s)D(h)ufs if h ∈ OX and D ∈ TX (this is clear) and that

D1 ·
(
D2 · P (s)ufs

)
−D2 · (D1 · P (s)ufs

)
= [D1, D2] · P (s)ufs

if D1, D2 ∈ TX . This follows easily from the definition:

D1 ·
(
D2 · P (s)ufs

)
−D2 · (D1 · P (s)ufs

)
= D1 ·

(
P (s)(D2u)fs + sP (s)

D2(f)

f
ufs

)
−D2 ·

(
P (s)(D1u)fs + sP (s)

D1(f)

f
ufs

)
= P (s)D1(D2u)fs + sP (s)

D1(f)

f
(D2u)fs + sP (s)

D2(f)

f
(D1u)fs

+sP (s) ·
D1

(
D2(f)

)
−D2(f)D1(f)

f2
ufs+s2P (s)

D1(f)D2(f)

f2
ufs−P (s)D2(D1u)fs

−sP (s)
D2(f)

f
(D1u)fs−sP (s)

D1(f)

f
(D2u)fs−sP (s)·

D2

(
D1(f)

)
−D1(f)D2(f)

f2
ufs

−s2P (s)
D1(f)D2(f)

f2
ufs = P (s)

(
[D1, D2]u

)
fs + sP (s)

[D1, D2](f)

f
ufs

= [D1, D2] · P (s)ufs.

�

Remark 6.44. Note that we have a DX -linear automorphism given by s 7→
s+ 1, that is

T : M[s]fs →M[s]fs given by T
(
P (s)ufs

)
= P (s+ 1)fufs,

with inverse given by T−1
(
P (s)ufs

)
= P (s−1) 1

f uf
s. Note that T is not k[s]-linear,

but satisfies T
(
Q(s)w

)
= Q(s+ 1)w for every w ∈M[s]fs and Q ∈ k[s].

The following is the main result of this section:

Theorem 6.45. With the above notation, if M|U is a holonomic DU -module,
then for every u ∈ Γ(X,M) = Γ(U,M|U ), there is a nonzero b(s) ∈ k[s] such that

(6.4) b(s)ufs ∈ DX [s] · (fu)fs.

Proof. Let n = dim(X). If we consider an open cover X = U1 ∪ . . . ∪ Ur
and if for every i we have a nonzero bi(s) ∈ k[s] that satisfies the condition in the
theorem on Ui, then the least common multiple b(s) of b1(s), . . . , br(s) satisfies the
condition in the theorem on X. Therefore from now on we may and will assume
that X is affine, with R = OX(X) and M =M(X).

Let K = k(s) be an algebraic closure of k(s) (the fact that we have to go to the
algebraic closure is due to the fact that in developing the theory we always assumed
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that the ground field is algebraically closed). In addition to M [s]fs, we will also
consider

M(s)fs := M ⊗k k(s)fs = M [s]fs ⊗k[s] k(s) and

MKf
s := M ⊗k Kfs = M [s]fs ⊗k[s] K.

Let UK ↪→ XK be the morphism induced by U ↪→ X via extension of scalars
to K, so R := OXK (XK) = R ⊗k K and OXK (UK) = Rf ⊗k K = Rf . Note that
DR⊗kK = DR/K , which we simply denote by DR, and DRf ⊗kK = DRf/K

, which

again we simply denote by DRf
(this follows, for example from Proposition 2.25).

Since M [s]fs is a DR[s]-module (in fact, a DRf [s]-module), it is clear that MKf
s

is a DR (in fact, a DRf
-module).

We first show that as a DRf
-module, MKf

s is holonomic. Indeed, by assump-

tion M is holonomic as a DRf -module. Let F•M be a good filtration of M as a
DRf -module, so each FpM is an Rf -module. For every p ∈ Z, we put

FpMKf
s = FpM ⊗k Kfs.

Note that if u ∈ FpM and D is a derivation in DR, then for all P ∈ K, we have

D · Pufs = P (Du)fs + sP D(f)
f ufs ∈ Fp+1MKf

s + FpMKf
s ⊆ Fp+1MKf

s.

It is then clear that F•MKf
s is a filtration of MKf

s as a DRf
-module and further-

more, we see that GrF• (MKf
s) ' GrF• (M)⊗k K as a module over

Sym•
Rf

(
DerK(Rf )

)
' Sym•Rf

(
Derk(Rf )

)
⊗k K.

In particular, this is a finitely generated module (hence the filtration on MKf
s is

good) and its dimension is equal to the dimension of GrF• (M), which by assumption
is n. Since dim(Rf ) = dim(Rf ) = n, we conclude that indeed MKf

s is a holonomic
DRf

-module.

In particular, we know that MKf
s is a finitely generated DRf

-module, hence

we can find a finitely generated DR-submodule N ⊆MKf
s such that Nf = MKf

s.
Using the fact that MKf

s is a holonomic DRf
-module and Proposition 6.39, we

conclude that, in fact, we may assume that N is a holonomic DR-module.

Since ufs ∈ MKf
s, it follows that there is d ≥ 0 such that fdufs ∈ N .

Consider now the following decreasing sequence of DR[s]-submodules of M [s]fs:

DR[s] · fdufs ⊇ DR[s] · fd+1ufs ⊇ . . . .

Tensoring with K over k[s], we obtain a decreasing sequence of submodules of N :

(6.5) DR · f
dufs ⊇ DR · f

d+1ufs ⊇ . . . .

Since N is a holonomic DR-module, it follows from Proposition 6.37 that this
sequence stabilizes. Moreover, if (6.5) stabilizes after tensoring with K over k[s],
then it stabilizes after tensoring with k(s) over k[s]. Therefore there are ` ≥ 0 and
Q ∈ DR ⊗k k(s) such that

fd+`ufs = Q · fd+`+1ufs.

If q(s) 6= 0 is such that P (s) := q(s)Q(s) ∈ DR[s], then we have

q(s)fd+`ufs = P · fd+`ufs.
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Applying T−d−`, where T is the automorphism in Remark 6.44, we see that if
b(s) = q(s − d − `), then b(s)ufs ∈ DR[s] · fufs. This completes the proof of the
theorem. �

Remark 6.46. In the setting of Theorem 6.45, it is clear that the set of poly-
nomials b(s) ∈ k[s] that satisfy the conclusion of the theorem is a (nonzero) ideal in
k[s]. The monic generator of this ideal is the b-function bw(s), where it is common
to label this by the element w = ufs ∈ Γ

(
X,M[s]fs

)
. An important special case

is that when M = OX [1/f ] and u = 1, so w = fs, in which the corresponding
b-function is denoted by bf (s), and it is also called the Bernstein-Sato polynomial
of f . The existence of bf (s) for certain polynomials f was proved and used by
Sato, while the existence for arbitrary polynomials f was proved by Bernstein in
[Ber71]. For arbitrary f (also for holomorphic functions), the existence of bf (s) is
due to Kashiwara [Kas77].

Remark 6.47. For future reference, we note that, with the notation in the
proof of Theorem 6.45, the DR-module DR · ufs is holonomic. Indeed, since N
is holonomic, it is enough to show that DR · ufs ⊆ N . Recall that we have a

nonnegative integer d such that fdufs ∈ N . On the other hand, we have a nonzero
b(s) such that b(s)ufs ∈ DR[s] · fufs. Using this and applying the automorphisms

T, . . . , T d−1, we see that if p(s) =
∏d−1
i=0 b(s + i), then p(s)ufs ∈ DR[s] · fdufs.

Since p(s) is invertible in K, it follows that DR · ufs ⊆ N .

Remark 6.48. In the setting of Theorem 6.45, we may specialize s to inte-
gers. More precisely, for every m ∈ Z, we have a morphism of sheaves of rings
αm : DX [s] → DX that maps P (s) to P (m) for P (s) ∈ DX [s] and a surjective
morphism of sheaves of DX -modules βm : M[s]fs → M where βm

(
Q(s)ufs

)
=

Q(m)fmu for every Q(s) ∈ k[s] and u ∈ M (we here consider M as a DX [s]-
module via αm). In particular, by specializing s to m ∈ Z in (6.4), we conclude
that b(m)fmu ∈ DX · fm+1u. Note also that since multiplication by f is invertible
on M, the kernel of βm is (s−m) · M[s]fs.

Remark 6.49. In the setting of Theorem 6.45, if M|U is generated over DU
by u1, . . . , ur ∈ Γ(U,MU ), and if m1, . . . ,mr ∈ Z are such that for every i, the
polynomial bui(s) has no integer roots < −mi, then M is generated over DX by

1
fm1

u1, . . . ,
1

fmr ur. Indeed, we know thatM is generated over DX by 1
fmui, where

m ∈ Z and 1 ≤ i ≤ r. On the other hand, we know that for every i, we have

bui(−m) 1
fmui ∈ DX ·

1
fm−1ui for all m ∈ Z

(see Remark 6.48). If m > mi, then by assumption bui(−m) 6= 0, and thus 1
fmui

lies in the DX -submodule generated by 1
fm−1ui. This implies our assertion. In

particular, we see that M is coherent (we will see in the next result that M is, in
fact, holonomic).

We make use of the existence of b-functions in order to prove preservation of
holonomicity under direct image via open immersions.

Theorem 6.50. If X is a smooth, irreducible variety, U is an open subset of
X, and j : U ↪→ X is the inclusion, then j+ maps Dbhol(DU ) to Dbhol(DX).

Proof. Standard arguments using the truncation functors in Example A.20
imply that it is enough to show that for every holonomic DU -module N , we have
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Hi(j+N ) holonomic for all i ∈ Z. Since this is a local assertion on X, after taking a
suitable affine cover, we may and will assume that X is affine, with R = OX(X), in
which case we need to prove that Hq(U,OU ) is a holonomic DR-module for every
q ∈ Z.

Furthermore, it is enough to show that this is the case when U = X r V (f),
when f ∈ R is nonzero. Indeed, let us assume that we know the assertion in this
case, and let us write U = X r V (f1, . . . , fr), for suitable nonzero f1, . . . , fr ∈ R.
If Ui = X r V (fi), then we can compute Hq(U,OU ) as the q-th cohomology of the
Čech complex

0→
⊕
i1

Γ(Ui1 ,OX)→
⊕
i1<i2

Γ(Ui1 ∩ Ui2 ,OX)→ . . .→ Γ(U1 ∩ . . . ∩ Ur,OX)→ 0,

placed in cohomological degrees 0, . . . , r−1. Since the holonomic DR-modules form
an Abelian category (see Remark 6.34), and since each intersection Ui1 ∩ . . . ∩ Ui`
can be written as X r V (fi1 · · · fi`), we conclude that Hq(U,OU ) is a holonomic
DR-module for all q ∈ Z.

Therefore from now on we assume that U = XrV (f) for some nonzero f ∈ R.
We need to show that if M is a holonomic DRf -module, then M is holonomic also
as a DR-module. Arguing by induction on the number of generators, we reduce
to the case when M is generated over DRf by one nonzero element u ∈ M . Let
us consider the finitely generated DR[s]-module DR[s]ufs ⊆M [s]fs. On DR[s] we
have the filtration given by Fp

(
DR[s]

)
= FpDR ⊗k k[s] for p ∈ Z and on DR[s]ufs

we consider the corresponding good filtration given Fp
(
DR[s]ufs

)
= Fp

(
DR[s]

)
·ufs

for all p ∈ Z. Let W = GrF•
(
DR[s]ufs

)
, which is a finitely generated graded module

over GrF• (DR)[s]. Note that if K = k(s) and R = R ⊗k K, then W ⊗k[s] K is the

graded module over GrF• (DR) corresponding to a good filtration on DR ·ufs, which
is a holonomic DR-module by Remark 6.47. Therefore the dimension of the support

of W ⊗k[s] K over GrF• (DR)⊗k K is dim(X).
Recall now that for every m ∈ Z we have a DR[s]-linear map

DR[s] · ufs ↪→M [s]fs
βm−→M,

where DR[s] acts on M via the map DR[s] → DR that maps s to m (see Re-
mark 6.48). Note that the composition is surjective for m� 0, as follows from the
existence of the b-function (see Remark 6.49). If we consider the filtration F•M on

M induced by the filtration on DR[s] · ufs, we see that GrF• (M) is a quotient of
W ⊗k[s] k[s]/(s−m). It is a consequence of Nakayama’s Lemma that the support of

W ⊗k[s] k[s]/(s−m) over GrF• (R) is the fiber of Supp(W ) over s = m. We deduce
using the behavior of behavior of fibers of morphisms that for all m but a finite set,
the dimension of the support of W⊗k[s]k[s]/(s−m) is equal to the dimension of the
support of W ⊗k[s] K, hence to dim(X). We thus conclude that M is a holonomic
DR-module. �

6.6. Preservation of holonomicity

Our goal in this section is to prove the following two important results concern-
ing preservation of holonomicity for the functors that we defined for D-modules.
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Theorem 6.51. If f : X → Y is a morphism between smooth, irreducible va-
rieties over k, then Lf∗ : Dbqc(DY ) → Dbqc(DX) induces a functor Dbhol(DY ) →
Dbhol(DX).

Theorem 6.52. If f : X → Y is a morphism between smooth, irreducible
varieties over k, then f+ : Db(DX) → Db(DY ) induces a functor Dbhol(DX) →
Dbhol(DY ).

Remark 6.53. A special case of Theorem 6.52 says that if M is a holonomic
DX -module on a smooth, irreducible, n-dimensional variety X, then its q-de Rham
cohomology

Hq
dR(M) := Rq−nΓ

(
DRX(M)

)
is a finitely generated k-vector space (note that the shift by n is due to the fact that
we consider the de Rham complex to be placed in cohomological degrees −n, . . . , 0).
Indeed, it follows from Example 6.16 that this is Hq−n

(
p+(M)

)
, where p is the

canonical morphism X → Spec(k). Note that by takingM = OX , we obtain the q-
de Rham cohomology Hq

dR(X) of the variety X, and we see that dimkH
q
dR(X) <∞

for all q.

Before giving the proofs of these theorems, we need some preparations. We
begin with a general result concerning the preservation of coherence under proper
morphisms.

Theorem 6.54. If f : X → Y is a proper morphism between smooth irreducible
varieties over k, then f+ : Db(DX) → Db(DY ) induces a functor Dbcoh(DX) →
Dbcoh(DY ).

Proof. We need to show that if u ∈ Dbcoh(DX), then Hq
(
f+(u)

)
is a coherent

DY -module for all q. A standard inductive argument using the truncation functors
in Example A.20 shows that it is enough to prove this in the case when u =M is
a coherent DX -module. Furthermore, since the equivalence of categories between
left and right DX -modules that we discussed in Chapter 3.6 preserves coherence,
it is enough to show that for every right coherent DX -module M, we have that
Hq
(
f+(M)

)
is a coherent right DX -module for all q.

We will use the fact thatM admits a surjective morphism of DX -modules F →
M, with F an induced coherent right DX -module: this means that F = E ⊗OX DX ,
where E is a coherent OX -module and the right DX -module structure on the tensor
product comes from DX . Indeed, note the we have a canonical surjective morphism
of right DX -modules

M⊗OX DX →M, v ⊗ P 7→ vP.

Furthermore, since M is locally finitely generated over DX , it follows as in the
proof of Proposition 3.25 that there is a coherent OX -submodule E ⊆M such that
M = E · DX . Therefore the composition

E ⊗OX DX ↪→M⊗OX DX →M

is surjective.
Suppose first that we know that f+(F) ∈ Dbcoh(Dop

Y ) for every induced coherent
right DX -module. We show that Hq

(
f+(M)

)
is a coherent right DY -module for

every M and every q by descending induction on q. This is clear for q � 0, since
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in this case Hq
(
f+(M)

)
= 0. If we know the assertion for q+1 and for all coherent

right DX -modules, then given M, we consider a short exact sequence

0→ N → F →M→ 0,

with F an induced coherent right DX -module. Since we have an exact sequence

Hq
(
f+(F)

)
→ Hq

(
f+(M)

)
→ Hq+1

(
f+(N )

)
,

we conclude that Hq
(
f+(M)

)
is coherent using the inductive hypothesis for N and

the assertion for coherent induced D-modules.
In order to conclude the proof, it is thus enough to consider the case when

M = E ⊗OX DX . In this case, by definition we have

f+(M) = Rf∗
(
(E ⊗LOX DX)⊗LDX DX→Y

)
' Rf∗

(
E ⊗LOX (OX ⊗Lf−1(OY ) f

−1(DY ))
)

' Rf∗(E ⊗Lf−1(OY ) f
−1(DY )

)
' Rf∗(E)⊗LOY DY ,

where the last isomorphism is a consequence of the projection formula. Since f is
proper, we know that Rqf∗(E) is a coherent OX -module for all q, and since DY is
a flat OY -module, it follows that

Hq
(
f+(M)

)
' Rqf∗(E)⊗OY DY ,

hence it is a coherent right DY -module. This completes the proof of the theorem.
�

Next, we introduce a slightly modified version of the antiequivalence discussed
in Chapter 6.4: for a smooth, irreducible n-dimensional variety, we consider the
exact functor

DX : Dbcoh(DX)→ Dbcoh(DX), u 7→ RHomDX (u,DX)⊗OX ω−1
X [n].

Note that −⊗OX ω−1
X is (the derived version of) the equivalence from Dop

X -modules
to DX -modules discussed in Chapter 3.6.

Exercise 6.55. Show that ifM is a quasi-coherent DX -module, then we have
a canonical isomorphism of DX -modules

HomDop
X

(ωX ⊗OX M,Dop
X ) ' HomDX (M,DX)⊗OX ω−1

X .

Deduce that for every u ∈ Dbqc(DX), we have an isomorphism in Dbcoh(DX):

RHomDop
X

(ωX ⊗OX u,D
op
X ) ' RHomDX (u,DX)⊗OX ω−1

X .

Remark 6.56. Note that we have a canonical transformation of functors on
Dbcoh(DX):

Id→ RHomDop
X

(
RHomDX (−,DX),Dop

X )

and a similar one for the corresponding functors on Dbcoh(Dop
X ). In order to check

that these are isomorphisms of functors, we can argue locally, in which case the
assertion follows from Theorem 5.5. It is then clear that DX is an antiequivalence
of categories and, using the above exercise, we see that its inverse is isomorphic to
DX .

Remark 6.57. With this notation, Proposition 6.36 says that a coherent DX -
moduleM is holonomic if and only if DX(M) is supported in cohomological degree
0, in which case DX(M) is holonomic by Proposition 6.35. It is then standard to
check, using the truncation functors in Example A.20 that if u ∈ Dbhol(DX), then
DX(u) ∈ Dbhol(DX).
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Exercise 6.58. Show that for every X, we have DX(OX) ' OX . Show also
that if X = A1 and M = k[x, x−1]/k[x], then DX(M) 'M .

The following theorem gives a compatibility between duality and proper push-
forward. For a proof, see [HTT08, Theorem 2.7.2].

Theorem 6.59. If f : X → Y is a proper morphism between smooth, irreducible
varieties, then for every u ∈ Dbhol(DX), we have a functorial isomorphism

αf (u) : DY

(
f+(u)

)
' f+

(
DX(u)

)
.

Moreover, this satisfies the following three properties:

i) αf is compatible with restriction to open subsets, in the sense that if V is
an open subset of Y and g : f−1(V ) → V is the induced morphism, then
αg(u|f−1(V )) = αf (u)|V .

ii) αf is compatible with composition of morphisms: if g : Y → Z is another
proper morphism, then

αg◦f (u) = g+

(
αf (u)

)
◦ αg

(
f+(u)

)
.

iii) αf is compatible with duality: for every u ∈ Dbhol(DX), we have αf
(
DX(u)

)
=

DY

(
αf (u)

)
.

We now introduce a shifted version of the pull-back functor: if f : X → Y is a
morphism of smooth, irreducible varieties, with dim(X) = dX and dim(Y ) = dY ,
then

f† : Dbqc(DY )→ Dbqc(DX), f†(u) = Lf∗(u)[dX − dY ].

Note that it follows from Corollary 6.8 that if g : Y → Z is another such morphism,
then we have an isomorphism of functors

(6.6) f† ◦ g† ' (g ◦ f)†.

We have already seen the functor f† in the case of a closed immersion in Section 6.2.
The following proposition gives an adjointness property of the pair (f+, f

†)
when f is a proper morphism.

Proposition 6.60. If f : X → Y is a proper morphism, then for every u ∈
Dbcoh(DX) and v ∈ Dbqc(DY ), we have a canonical isomorphism

RHomDY
(
f+(u), v

)
' Rf∗RHomDX

(
u, f†(v)

)
.

In particular, we have an isomorphism

HomDbhol(DY )

(
f+(u), v

)
' HomDbhol(DX)

(
u, f†(v)

)
.

For the proof, we will use the following

Lemma 6.61. For every smooth, irreducible variety X, if u ∈ Dbcoh(DX) and
v ∈ Dbqc(DX), then we have a canonical isomorphism

RHomDX (u, v) ' RHomDX (u,DX)⊗LDX v.

Proof. We have a canonical morphism

RHomDX (u,DX)⊗LDX v → RHomDX (u, v)

(this is the derived version of the morphism HomDR(M,DR)⊗DRN → HomDR(M,N)
for two left DR-modules M and N). To check that this is an isomorphism, we may
argue locally, hence we may assume that X is affine. In this case, by Theorem 5.4,
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we can represent u by a bounded complex of projective modules, in which case the
assertion is clear. �

Proof of Proposition 6.60. Let dX = dim(X) and dY = dim(Y ). Using
Lemma 6.61 and the definition of DY , we have canonical isomorphisms

RHomDY
(
f+(u), v

)
' RHomDY

(
f+(u),DY

)
⊗LDY v ' ωY ⊗DY

(
f+(u)

)
⊗LDY v[−dY ]

' ωY ⊗ f+

(
DX(u)

)
⊗LDY v[−dY ],

where the last isomorphism follows from Theorem 6.59. By definition of f+ and
DX , the last term is further canonically isomorphic to

f+

(
ωX⊗DX(u)

)
⊗LDY v[−dY ] ' Rf∗

(
RHomDX (u,DX)⊗LDXDX→Y

)
⊗LDY v[dX−dY ]

' Rf∗
(
RHomDX (u,DX)⊗LDX DX→Y ⊗

L
f−1DY f

−1(v)
)
[dX − dY ],

where the last isomorphism follows from the projection formula. By definition of
Lf∗ and f†, this last term is canonically isomorphic to

Rf∗
(
RHomDX (u,DX)⊗DX Lf∗(v)

)
[dX−dY ] ' Rf∗

(
RHomDX (u,DX)⊗LDX f

†(v)
)

' Rf∗RHom
(
u, f†(v)

)
,

with the last isomorphism given by Lemma 6.61. This completes the proof of
the first assertion in the proposition. The second assertion follows by taking
H0
(
RΓ(−)

)
. �

Given any closed subvariety Z of the smooth variety X, recall that we have
the functor ΓZ(−) defined on the category of OX -modules, where ΓZ(F) is the
subsheaf of F consisting of those sections of F with support inside Z. This is a
left exact functor and we get a corresponding derived functor RΓZ(−); we usually
write HqZ(−) for RiΓZ(−). Note that if M is a DX -module, then ΓZ(M) is a
DX -submodule of M: if IZ is the ideal of Z and a section u of M is annihilated
by ImZ , then for every derivation D, the section Du of M is annihilated by Im+1

Z .
Therefore ΓZ gives a left exact functor on Mod(DX) and we get a corresponding
derived functor

RΓZ : Db(DX)→ Db(DX)

that preserves the subcategory Dbqc(DX). Note that for every u ∈ Dbqc(DX), we
have a functorial exact triangle

(6.7) RΓZ(u)→ u→ j+(u|XrZ)
+1−→,

where j : X r Z ↪→ X is the inclusion of the complement of Z. This follows by
representing u by a complex I• of injective modules and by noting that for every q
and every open subset V of X, the sequence

0→ ΓZ(V, Iq)→ Γ(V, Iq)→ Γ(V ∩ U, Iq)→ 0

is exact, since Iq is flasque.

Example 6.62. An important special case is when Z is a smooth, irreducible
subvariety of X and u ∈ Dbqc(DX), in which case the exact triangle (6.7) becomes

(6.8) i+
(
i†(u)

)
→ u→ j+(u|XrZ)

+1−→ .

Indeed, it is enough to show that we have a functorial isomorphism

RΓZ(u) ' i+
(
i†(u)

)
for every u ∈ Dbqc(DX).
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Since the cohomology sheaves of RΓZ(u) have support in Z, it follows from Kashi-
wara’s equivalence theorem and Proposition 6.24 that RΓZ(u) ' i+(v), where
v = i†

(
RΓZ(u)

)
. Therefore it is enough to show that the canonical morphism

RΓZ(u) → u induces an isomorphism after applying i†. By the exact triangle
(6.7), it is enough to show that for every w ∈ Dbqc(U), we have i†

(
j+(w)

)
= 0. In

fact, this is a general fact that holds for arbitrary quasi-coherent OU -modules and
arbitrary closed subsets Z. Indeed, note first that using the truncation functors
in Example A.20, we see that it is enough to prove this when u = M is a quasi-
coherent DU -module (or OU -module). Furthermore, the assertion can be checked
locally, hence we may assume that X is affine, with R = OX(X) and generators
f1, . . . , fr for the ideal IZ defining Z. Let M = Γ(U,M). Note that if we denote
by C• the complex

0→
⊕
i1≤r

Rfi1 →
⊕

1≤i1<i2≤r

Rfi1fi2 → . . .→ Rf1···fr → 0,

placed in cohomological degrees 0, . . . , r − 1, then C• ⊗LR M is represented by the
complex C•⊗RM (since C• is a complex of flat R-modules) and this also represents
Rj∗(M). Therefore we need to show that

R/IZ ⊗LR C• ⊗LRM = 0.

Of course, it is enough to show that R/IZ⊗LRC• = 0, and this is clear: since C• is a
complex of flat R-modules, this element is represented by the complex R/IZ⊗LRC•,
which is the 0 complex since R/IZ ⊗R Rfi = 0 for 1 ≤ i ≤ r. This completes the
proof of our assertion.

Remark 6.63. It follows from the exact triangle in Example 6.62 that if Z
is a smooth, irreducible, closed subvariety of X and U = X r Z, and i : Z ↪→ X
and j : U ↪→ X are the inclusions, then for every u ∈ Dbcoh(DX) such that i†(u) ∈
Dbhol(DZ) and j†(u) ∈ Dbhol(DU ), we have u ∈ Dbhol(DX). Indeed, note that in this
case we have i+i

†(u) ∈ Dbhol(DX) by Proposition 6.25 and j+j
†(u) ∈ Dbhol(DX) by

Theorem 6.50.

We can now give the proof of preservation of holonomicity under inverse image.

Proof of Theorem 6.51. Since we can factor f as X
i
↪→ X × Y

p−→ Y ,
where i is a closed immersion and p is the projection onto the second component,
and Lf∗ ' Li∗ ◦ Lp∗, it is enough to prove the assertion in the theorem when f is
a closed immersion or a projection.

Suppose first that f : X → Y is a closed immersion and v ∈ Dbhol(DY ). Let
j : U ↪→ Y be the inclusion map from the complement of X in Y . In this case, it
follows from Example 6.62 that we have an exact triangle

f+

(
f†(v)

)
→ v → j+

(
v|U )

+1−→ .

Since j+
(
v|U ) ∈ Dbhol(Y ) by Theorem 6.50, it follows from the exact triangle that

f+

(
f†(v)

)
∈ Dbhol(Y ). Using Proposition 6.25, we conclude that Lf∗(v), which is a

translate of f†(v), lies in Dbhol(DX).
Suppose now that f : X×Y → Y is the projection onto the second component.

By a standard argument using the truncation functors in Example A.20, we see that
it is enough to show that ifM is a holonomic DY -module, then Lf∗(M) = f∗(M)
is a holonomic DX×Y -module. The assertion is local, hence we may assume that
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both X and Y are affine, with R = O(X) and S = O(Y ), so O(X × Y ) = R⊗k S.
If M is the S-module corresponding toM, then the R⊗k S-module corresponding
that f∗(M) is R⊗kM . If F•M is a good filtration on M , then we have a filtration
on R⊗kM given by

Fp(R⊗kM) = R⊗k FpM for all p ∈ Z.

It is clear that we have GrF• (R⊗kM) = R⊗k GrF• (M), so this is a good filtration
of R⊗kM and

Char
(
f∗(M)

)
= X × Char(M) ⊆ X × T ∗Y ⊆ T ∗(X × Y ).

In particular, we see that ifM is holonomic, then so is f∗(M). This completes the
proof of the theorem. �

We now turn to preservation of holonomicity under push-forward. We first
state the following base-change theorem.

Theorem 6.64. Given a Cartesian diagram

X ′

f ′

��

g′ // X

f

��
Y ′

g // Y,

in which X, Y , X ′, and Y ′ are smooth and irreducible, we have an isomorphism of
functors

g† ◦ f+ ' f ′+ ◦ g′
†
: Dbqc(X)→ Dbqc(Y ′).

Proof. The idea is to factor g as Y ′
i
↪→ Y ′ × Y p−→ Y , where i is a closed

immersion and p is the projection onto the second component. The assertion in the
theorem is then proved by using the explicit description of g† when g is a closed
immersion or a projection. For a detailed proof, see [HTT08, Theorem 1.7.3]. �

Before giving the proof of Theorem 6.52, we need a characterization of objects
in Dbhol(DX), which is of independent interest. We begin with the following:

Lemma 6.65. IfM is a coherent DX-module on the smooth, irreducible variety
X, then there is a nonempty affine open subset U ⊆ X such that M(U) is a free
OX(U)-module (possibly of infinite rank).

Proof. After replacing X by an affine open subset, we may assume that X is
affine, with R = OX(X) and S = GrF• (DR). Let M = M(X) and let F•M be a

good filtration on M . The graded S-module GrF• (M) is finitely generated and S is
a finitely generated R-algebra. In this case, it follows from Generic Freeness that
there is a nonzero f ∈ R such that each GrFi (M)f is a free Rf -module (see [Eis95,

Theorem 14.4]). If we choose elements ui,j ∈ FiMf whose images in GrFi (M)f give
an Rf -basis, then (ui,j)i,j is a basis of M(U) over OX(U), where U is the affine
open subset {x | f(x) 6= 0}. �

Theorem 6.66. If X is a smooth, irreducible variety and w ∈ Dbcoh(DX), then
the following are equivalent:

i) w ∈ Dbhol(DX).
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ii) For every x ∈ X, if ix : {x} ↪→ X is the inclusion, we have dimkHq
(
i†x(w)

)
<

∞ for all q ∈ Z.
iii) There is a sequence of closed subsets

X = Z0 ⊇ Z1 ⊇ . . . ⊇ Zr ⊇ Zr+1 = ∅
such that for all j, with 0 ≤ j ≤ r, the locally closed subset Wj = ZjrZj+1

is smooth, and if ij : Wj ↪→ X is the inclusion, then all Hq(i†j(w)
)

are
OWj

-coherent.

Proof. The implication i)⇒ii) follows from Theorem 6.51: note that a D-
module on a point is just a k-vector space and this is holonomic or coherent if and
only if it its dimension over k is finite.

The implication iii)⇒ii) is clear by (6.6), using the fact that O-coherent D-
modules are holonomic (see Example 6.29) and the preservation of holonomicity
by pull-back to a point (see Theorem 6.51). Therefore, in order to complete the
proof of the theorem, it is enough to show ii)⇒iii), i). In other words, it will be
enough to construct a sequence of closed subsets as in ii) such that, in addition, the
restriction of w to each X r Zi has holonomic cohomology; for i = r + 1, we thus
get the assertion in i). Arguing by Noetherian induction, we see that it is enough to
show that for every nonempty closed subset Z of X such that the restriction of w to
XrZ lies in Dbhol(DXrZ), there is a closed subset Z ′ ( Z such that the restriction
of w to X r Z ′ is in Dbhol(DXrZ′), W = Z r Z ′ is smooth, and if iW : W ↪→ X is

the inclusion, then Hq
(
i†W (u)

)
is OW -coherent for all q ∈ Z.

Let U ⊆ X be an open subset such that U ∩ Z is a smooth, irreducible open
subset of Z. If i : Z ∩U ↪→ U and j : U rZ ↪→ U are the inclusions, then it follows
from Example 6.62 that we have an exact triangle in Dbqc(DU ):

i+i
†(w|U )→ w|U → j+(w|UrZ)

+1−→ .

Since w|UrZ ∈ Dbhol(DUrZ), we have j+(w|UrZ) ∈ Dbhol(DU ) by Theorem 6.50.
Since w|U ∈ Dbcoh(U), we conclude from the above exact triangle that i+i

†(w|U ) ∈
Dbcoh(DU ), and thus i†(w|U ) ∈ Dbcoh(DU∩Z) (see Remark 6.22). We can thus apply
Lemma 6.65 to conclude that after possibly replacing U by a smaller open subset,
we may assume that U ∩Z is affine and every Hq

(
i†(w|U )

)
is a free OU∩Z-module.

In this case, it is easy to see that for every x ∈ U ∩ Z and every q ∈ Z, we have

Hq
(
i†x(w)

)
' Hq+d

(
i†(w|U )

)
⊗ k(x),

where d = dim(Z ∩ U). Therefore the hypothesis in ii) implies that in fact every
Hq
(
i†(w|U )

)
is a coherent OZ∩U -module; in particular, it is holonomic, and thus

i†(w|U ) ∈ Dbhol(DZ∩U ). If we put Z ′ = Z r U , then W = Z ∩ U and i†W (w) =
i†(w|U ) ∈ Dbhol(DW ). Moreover, since

X r Z ′ = (X r Z) tW
and since the restriction of w toXrZ is inDbhol(DXrZ), it follows from Remark 6.63
that the restriction of w to X rZ ′ is in Dbhol(DXrZ′). This completes the proof of
the theorem. �

We can now prove that holonomicity is preserved by D-module push-forward.

Proof of Theorem 6.52. Recall that by a theorem of Nagata (see for exam-
ple [Con07]), every variety W admits an open immersion into a complete variety



68 6. HOLONOMIC D-MODULES

W (recall that all our varieties are assumed to be separated). Furthermore, it fol-
lows from Hironaka’s resolution of singularities that if W is smooth and irreducible,
we may assume that W is smooth and irreducible as well.

Given the morphism f : X → Y in the statement, we may apply this to find
open immersions jX : X ↪→ X and jY : Y ↪→ Y , with X and Y both smooth and
irreducible. Moreover, after possibly replacing X by a higher birational model, we
may assume that we have a morphism f : X → Y such that f ◦ jX = jY ◦ f . For
every u ∈ Dbhol(X), we have

jY +

(
f+(u)

)
' f+

(
jX+(u)

)
.

Since f+(u) = jY +

(
f+(u)

)
|Y , in order to show that f+(u) ∈ Dbhol(DX), it is enough

to show that f+

(
jX+(u)

)
. Since jX+(u) ∈ Dbhol(DX) by Theorem 6.50, it is enough

to show that f+(v) ∈ Dbhol(DY ) for every v ∈ Dbhol(DX). Hence from now on we
may assume that both X and Y are complete varieties.

Let us factor f as X
i−→ X×Y p−→ Y , where i is the graph embedding associ-

ated to f (hence a closed immersion) and p is the projection onto the second compo-
nent. Since i+ maps holonomic modules to holonomic modules by Proposition 6.25,
we see that it is enough to show that p+(v) ∈ Dbhol(DY ) for every v ∈ Dbhol(DX×Y ).
Since p is proper, it follows from Theorem 6.54 that p+(v) ∈ Dbcoh(DY ). By Theo-
rem 6.66, In order to show that p+(v) ∈ Dbhol(DY ), it is enough to show that for ev-
ery y ∈ Y , if iy : {y} ↪→ Y is the inclusion, then every k-vector space Hq

(
i†y(p+(v))

)
has finite dimension. Applying Theorem 6.64 for the Cartesian diagram

X

p′

��

i′y // X × Y

p

��
{y}

iy // Y,

where i′y(x) = (x, y), we see that

i†y
(
p+(v)

)
' p′+

(
i′y
†
(v)
)
.

Note that i′y
†
(v) ∈ Dbhol(DX) by Theorem 6.51 and we can apply again Theorem 6.54

for the proper morphism p′ to conclude that Hq
(
i†y(p+(v))

)
is a finite-dimensional

k-vector space for every q. This completes the proof of the theorem. �

6.7. The functorial formalism for holonomic D-modules

We associate to every morphism of smooth irreducible algebraic varieties f : X →
Y four functors fD∗, fD!, f

∗
D, and f !

D between Dbhol(DX) and Dbhol(DY ) (we use the
notation that parallels the one in the topological setting, but we use the D subscript
to emphasize the D-module setting).

The functor fD∗ : Dbhol(DX) → Dbhol(DY ) is simply f+ (note that this is well-
defined by Theorem 6.52). We define fD! : Dbhol(DX)→ Dbhol(DY ) by

fD! = DY ◦ fD∗ ◦DX .

Similarly, the functor f !
D : Dbhol(DY ) → Dbhol(DX) is simply f† and we define

the functor f∗D : Dbhol(DY )→ Dbhol(DX) by

f∗D = DX ◦ f !
D ◦DY .
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Remark 6.67. Suppose that f : X → Y and g : Y → Z are morphisms between
smooth, irreducible varieties. Note that by Proposition 6.12, we have an isomor-
phism of functors (g◦f)D∗ ' gD∗fD∗ and by Corollary 6.8, we have an isomorphism
of functors (g ◦ f)!

D ' f !
Dg

!
D. Using the fact that DXDX ' Id, we also obtain the

isomorphisms (g ◦ f)D! ' gD!fD! and (g ◦ f)∗D ' f∗Dg∗D.

We make a parenthesis to introduce a useful definition concerning exact functors
between derived categories.

Definition 6.68. Let A and B be Abelian categories, T a triangulated subcat-
egory of D(A), and F : T → D(B) an exact functor. We say that F is left t-exact
if for all objects u of T with Hi(u) = 0 for all i < 0, we have Hi

(
F (u)

)
= 0 for all

i < 0. We say that F is right t-exact if for all objects u of T with Hi(u) = 0 for
all i > 0, we have Hi

(
F (u)

)
= 0 for all i > 0. We say that F is t-exact if it is both

left t-exact and right t-exact.

Example 6.69. If G : A → B is a left exact functor between Abelian categories
and A has enough injective objects, then the derived functor RG : D+(A)→ D(B)
is left t-exact.

Remark 6.70. Suppose that we have an exact functor F : Dbhol(X)→ Dbhol(Y ),
where X and Y are two smooth, irreducible varieties. If F is left t-exact (right
t-exact), then we have a left (respectively, right) exact functor Modhol(DX) →
Modhol(DY ) that maps M to H0

(
F (M)

)
. Indeed, given an exact sequence

0→M′ →M→M′′ → 0

in Modhol(DX), we have a corresponding exact triangle

M′ →M→M′′ +1−→
in Dhol(DX), and thus an exact triangle

F (M′)→ F (M)→ F (M′′) +1−→ .

By taking the long exact sequence in cohomology, we get

H−1
(
F (M′′)

)
→ H0

(
F (M′)

)
→ H0

(
F (M)

)
→ H0

(
F (M′′)

)
→ H1

(
F (M′)

)
.

If F is left t-exact, thenH−1
(
F (M′′) = 0 and if F is right t-exact, thenH1

(
F (M′)

)
=

0.

Remark 6.71. A useful property of duality is that for every u ∈ Dbhol(DX),
we have Hi(u) = 0 for all i ≥ 0 if and only Hi

(
DX(u)

)
= 0 for all i ≤ 0 (hence

DX is a t-exact functor from Dbhol(DX) to its dual category). Indeed, this follows
easily using truncation functors from the fact that if Hi(u) = 0 for all i 6= 0, then
Hi
(
DX(u)

)
= 0 for all i 6= 0.

In the following proposition we collect the general basic properties of the func-
tors we introduced:

Proposition 6.72. Given a morphism of smooth irreducible algebraic varieties
f : X → Y , the following hold:

i) We have an isomorphism of functors DY ◦ fD∗ ' fD! ◦DX .
ii) We have an isomorphism of functors DX ◦ f !

D ' f∗D ◦DY .
iii) If f is proper, then we have a canonical isomorphism fD! ' fD∗.
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iv) The pair (fD!, f
!
D) is an adjoint pair of functors.

v) The pair (f∗D, fD∗) is an adjoint pair of functors.
vi) If f is an affine morphism, then fD∗ is right t-exact and fD! is left t-exact.

vii) If f is a finite morphism, then fD! = fD∗ is t-exact.

Proof. The assertions in i) and ii) follow directly from the definitions of fD!

and f∗D and the fact that DX ◦ DX ' Id and DY ◦ DY ' Id. The assertion in
iii) follows from the definition of fD! and the compatibility of f+ with duality for
proper morphisms (see Theorem 6.59).

Note that the assertions in iv) and v) are equivalent: this follows using duality
and the isomorphisms in i) and ii). We give all details in this case, in order to
illustrate how the argument is carried out. Suppose for example that iv) holds.
Using this and the fact that duality is an anti-equivalence of categories, we obtain
for every v ∈ Dbhol(DY ) and u ∈ Dbhol(DX) canonical isomorphisms

Hom
(
f∗D(v), u

)
' Hom

(
DX(u),DXf

∗
D(v)

)
' Hom

(
DX(u), f !

DDY (v)
)
' Hom

(
fD!DX(u),DY (v)

)
' Hom

(
DY fD∗(u),DY (v)

)
' Hom

(
v, fD∗(u)

)
.

This gives the assertion in v) and the proof of v)⇒iv) is similar.
In order to prove the assertion in iv), by a theorem of Nagata and Deligne (see

[Con07]), we may write f = g ◦ j, where g is proper and j is an open immersion.
Therefore it is enough to check separately the cases when f is proper and when f
is an open immersion. If f is proper, then this is the assertion in Proposition 6.60
(note that in this case fD! ' fD∗). On the other hand, if f is an open immersion,
then we have seen that it is enough to show that the pair of functors (f∗D, fD∗)
is an adjoint pair. However, in this case f∗D = f !

D is just the quasi-coherent pull-
back (this follows from the fact that duality is compatible with restriction to open
subsets), while fD∗ is the quasi-coherent push-forward. The assertion then follows
from in the same way as the one for the corresponding pair of functors between the
bounded derived categories of O-modules.

If f is an affine morphism, the first assertion in vi) follows from the fact that
the quasi-coherent f∗ is an exact functor, while Lf∗ is a left derived functor. The
second assertion follows from this one by duality, using the assertion in Remark 6.71.

Finally, the assertion in vii) follows from the one in vi), since f being finite
implies that it is affine and proper, and the latter property gives fD∗ ' fD!. �

We next discuss these functors in the case of open and closed immersions.

Proposition 6.73. Let X be a smooth, irreducible variety, j : U ↪→ X the
inclusion map of an open subset and i : Z ↪→ X the inclusion map of the complement
Z of U .

i) The functor jD∗ is left t-exact and the functor jD! is right t-exact.
ii) j∗D ' j!

D.
iii) j∗DjD∗ ' Id and j!

DjD! ' Id.

Suppose now, in addition, that Z is smooth.

iv) The functor iD! = iD∗ is t-exact.
v) i∗DiD∗ ' Id and i!DiD! ' Id.
vi) i∗DjD! = 0 and i!DjD∗ = 0.

vii) j∗DiD∗ = 0.
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Proof. The first assertion in i) follows from the fact that j+ is given by Rj∗
and the second assertion follows by duality, using the assertion in Remark 6.71.

The isomorphism of functors in ii) follows from the fact that j!
D is given by

restriction to U and duality is compatible with restriction to open subsets (we have
already used this in the proof of the previous proposition). The first isomorphism
in iii) follows from ii) and the definition of j+ and j†. The second isomorphism
follows by duality.

From now on we assume that Z is smooth. The assertion in iv) is clear, since i+
is induced by an exact functor between Abelian categories. The second isomorphism
in v) is a consequence of Proposition 6.24. The first isomorphism again follows by
duality.

We have proved the second equality in vi) in Example 6.62. The first one
follows by duality.

Finally, note that in order to check the assertion in vii), it is enough to show
that for every holonomic DZ-moduleM, we have i+(M)|U . This is clear, since for
every quasi-coherent OZ-module N , we have i∗(N )|U = 0. �

Proposition 6.74. For every morphism f : X → Y between smooth, irre-
ducible varieties, and every u ∈ Dbhol(DX), we have a unique functorial morphism
βf (u) : fD!(u)→ fD∗(u), with the following properties:

i) If f is proper, then βf (u) is the isomorphism αf
(
DX(u)

)
, where αf is the

functorial isomorphism in Theorem 6.59.
ii) If f is an open immersion, then βf (u) is the unique morphism whose

restriction to X is the canonical isomorphism.
iii) The natural transformation βf is compatible with composition of mor-

phisms, in the sense that if g : Y → Z is another morphism between
smooth, irreducible varieties, then

(6.9) βg◦f = gD∗
(
βf (u)

)
◦ βg

(
fD!(u)

)
= βg

(
fD∗(u) ◦ gD!

(
βf (u)

)
.

Proof. Uniqueness is clear: given any f : X → Y , we can use the theorem

of Nagata and Deligne (see [Con07]) to write it as a composition X
j
↪→ W

p
↪→ Y ,

where j is an open immersion and p is proper. Note that βj and βp are determined
by i) and ii). Regarding βj , note that by the usual adjoint property of the pair
(j∗,Rj∗), given any v ∈ Dbhol(DW ) and a morphism ϕ : j∗(v)→ u, there is a unique
morphism v → Rj∗(u) whose restriction to X is ϕ. If we take v = jD!(u) and we
take ϕ to be the canonical isomorphism between j∗

(
jD!(u)

)
and u, this uniquely

determines βj(u). The morphism βf (u) is then determined by the condition in ii).
Note that the second equality in (6.9) always holds.

In order to complete the proof of the proposition, we need to show that the
definition of βf (u) does not depend on the factorization of f and that the condition
in iii) holds for any two morphisms f and g. Both these properties follow from
conditions i) and ii) in Theorem 6.59. We leave the details as an exercise for the
reader. �

Remark 6.75. It follows from the definition of βf that it is compatible with
duality: with the notation in the above proposition, we have

βf
(
DX(u)

)
= DY

(
βf (u)

)
.
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Indeed, it is enough to check this separately for proper morphisms and for open
immersions. For proper morphisms, the assertion follows from property iii) in
Proposition 6.59, while for open immersions it is straightforward to check.

Example 6.76. Suppose that X is smooth, irreducible variety, and Z is a
smooth, irreducible hypersurface in X. Let i : Z ↪→ X and j : U = X r Z ↪→ X be
the inclusion maps. Note that we have an exact sequence of holonomic DX -modules

0→ OX → j+(OU )→ H1
Z(OX)→ 0

(cf. Example 6.62). Applying DX and using the fact that DX(OX) ' OX and
DU (OU ) ' OU , we obtain an exact sequence

0→ DX

(
H1
Z(OX)

)
→ jD!(OU )→ OX → 0.

Note also that since H1
Z(OX) ' iD∗

(
i!D(OX)

)
[1] ' iD∗(OZ) (see Example 6.62),

we have
DX

(
H1
Z(OX)

)
' DX

(
i+OZ) ' i+OZ .

We can also describe locally jD!(OU ) by generators and relations: suppose that
we have algebraic coordinates x1, . . . , xn on X such that Z is defined by (x1). In
this case we have

j+(OU ) = OX [1/x1] ' DX/DX · (∂1x1, ∂2, . . . , ∂n).

Computing RHomDX (DX/DX · ∂1x1,DX) via the Koszul-type complex

0→ DX → D⊕nX → . . .→ D⊕nX
·(∂1x1,∂2,...,∂n)−−−−−−−−−−→ DX → DX/DX · ∂1x1 → 0,

we obtain
jD!(OU ) ' DX/DX · (x1∂1, ∂2, . . . , ∂n).

6.8. The intermediate extension

Let X be a smooth, irreducible variety and f : W ↪→ X a locally closed im-
mersion, with W smooth and irreducible. Whenever convenient, we can write f

as a composition W
i
↪→ U

j
↪→ X, where i is a closed immersion and j is an open

immersion.
Recall that for every holonomic DW -module M, we have the canonical mor-

phism
βf (M) : fD!(M)→ fD∗(M)

given by Proposition 6.9. Note thatHi
(
fD!(M)

)
= 0 for all i > 0 andHi

(
fD∗(M)

)
=

0 for all i < 0 by assertions i) and iv) in Proposition 6.73. In this case, we have
canonical maps induced by truncation functors

fD!(M)→ H0
(
fD!(M)

)
and H0

(
fD∗(M)

)
→ fD∗(M).

It follows from Remark A.21 that we have a unique morphism γf (M) that makes
the following diagram commutative:

fD!(M)

��

βf (M) // fD∗(M)

H0
(
fD!(M)

) γf (M)// H0
(
fD∗(M)

)
OO

and in fact, by taking H0 in this diagram, we see that γf (M) = H0
(
βf (M)

)
.
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Definition 6.77. The intermediate extension of the holonomic DW -module
M to X is

fD!∗(M) := Im
(
γf (M)

)
.

It is straightforward to see that if g : M1 → M2 is a morphism of holo-
nomic DW -modules, then the morphism H0

(
fD∗(M1)

)
→ H0

(
fD∗(M2)

)
induces

a morphism fD!∗(M1) → fD!∗(M2). We thus get a functor fD!∗ : Modhol(DZ) →
Modhol(DX).

Remark 6.78. Note that if we factor f as a composition W
i
↪→ U

j
↪→ X, where

i is a closed immersion and j is an open immersion, since βi(M) is an isomorphism,
it follows that

fD!∗(M) = jD!∗
(
i+(M)

)
.

Because of this, when discussing the intermediate extension, we can often reduce
to the case when f is an open immersion.

We collect in the following theorem the main properties of the minimal exten-
sion.

Theorem 6.79. Let f : W → X be a locally closed immersion of smooth, irre-
ducible varieties and let M be a holonomic DW -module.

i) We have an isomorphism fD!∗
(
DW (M)

)
' DX

(
fD!∗(M)

)
.

ii) We have canonical isomorphisms

f !
D

(
fD!∗(M)

)
'M ' f∗D

(
fD!∗(M)

)
.

iii) fD!∗ preserves injections and surjections.
iv) If f is an open immersion and N is a holonomic DX-module such that
N ⊆ H0

(
fD∗(N|U )

)
(in other words, if ΓXrW (N ) = 0), then fD!∗(N|U ) ⊆

N . In particular, for every holonomic DW -module M, the intermediate
extension fD!∗(M) is the smallest DX-submodule of H0

(
fD∗(M)

)
whose

restriction to W is M; dually, fD!∗(M) is the smallest DX-module quo-
tient of H0

(
fD!(M)

)
whose restriction to W is M.

v) If M is a simple2 DW -module, then fD!∗(M) is a simple DX-module.
Moreover, fD!∗(M) is the unique simple DX-submodule of H0

(
fD∗(M)

)
and it is the unique simple quotient DX-module of H0

(
fD!(M)

)
.

vi) If f is an open immersion, then fD!∗(M) is the unique quasi-coherent
DX-module (up to isomorphism) whose restriction to W is isomorphic to
M and that has no submodule or quotient module supported on X rW .

vii) fD!∗ is a fully faithful functor Modhol(DW )→Modhol(DX).

Proof. For the assertion in i), note that it follows from Remark 6.75 that
the morphism βf

(
DW (M)

)
is identified with DX

(
βf (M)

)
. Using the exactness of

DX , we can then identify γf
(
DW (M)

)
to DX

(
γf (M)

)
and obtain the assertion in

i).
By Remark 6.78, in order to prove ii), it is enough to treat separately the

cases when f is an open immersion or a closed immersion. If f : W → X is an
open immersion, then it follows from the definition of βf (M) that the restriction of
γf (M) to W is identified with the identity map onM, which gives the assertion in

2Recall that an object in an Abelian category is simple if it is nonzero and has no nonzero
proper subobjects.



74 6. HOLONOMIC D-MODULES

ii). On the other hand, if f is a closed immersion, it is enough to use the fact that we
have canonical isomorphisms f !

DfD!(M) 'M ' f∗DfD∗(M) by Proposition 6.73v).
The assertions in iii) follow from the fact that H0

(
fD∗(−)

)
is a left exact

functor (since fD∗ is left t-exact, see Proposition 6.73 and Remark 6.70) and, dually,
H0
(
fD!(−)

)
is a right exact functor.

In order to prove iv), note that the canonical morphism βf (N|W ) : fD!(N|W )→
fD∗(N|W ) factors as fD!(N|W ) → N → fD∗(N|W ) and after taking H0, we see
that γf (N|W ) factors as

H0
(
fD!(N|W )

)
→ N ↪→ H0

(
fD∗(N|W ),

where the second map is injective by our assumption. The first assertion in iv) then
follows.

In order to prove the second assertion, note first that jD!∗(M)|W =M by ii).
Suppose now that N ⊆ H0

(
fD∗(M)

)
is such that N|U =M. In this case, it follows

from the first assertion that

fD!∗(M) = fD!∗(N|U ) ⊆ N .

Finally, the last assertion in iv) follows by duality.
Let us prove v). Note first that the direct image of a simple holonomic D-

module by a closed immersion is again simple by Kashiwara’s Equivalence Theorem,
hence using Remark 6.78 we see that it is enough to prove the assertion in v)
when f : W → X is an open immersion. Note that H0

(
fD∗(M)

)
is holonomic

and nonzero (its restriction to W is M), and since every holonomic DX -module
has finite length (see Proposition 6.37), we conclude that H0

(
fD∗(M)

)
contains a

simple DX -submodule N . We will show that in this case iD!∗(M) ⊆ N , and since
iD!∗(M) is nonzero (its restriction to W beingM) and N is simple, this will imply
that N = iD!∗(M). By restricting to W the inclusion map N ↪→ H0

(
fD∗(M)

)
,

we obtain an injective map N|W ↪→ M. Since ΓXrW f∗(M) = 0, it follows that
N|W 6= 0, and since M is simple, we conclude that N|W = M. In this case the
inclusion iD!∗(M) ⊆ N follows from iv). The last assertion in v) follows from the
second one by duality.

We now prove vi). The restriction of fD!∗(M) to W is isomorphic toM by ii).
Since fD!∗(M) is a DX -submodule of H0

(
fD∗(M)

)
, whose underlying OX -module

is f∗(M), it follows that fD!∗(M) contains no DX -module supported on Z. By
duality, it follows that it has no quotient DX -module supported on Z.

Suppose now that N is a quasi-coherent DX -module that has no subobjects
and quotient objects supported on Z and such that N|W ' M. The fact that
N has no submodules supported on Z implies that the canonical morphism N →
H0
(
fD∗(N|W )

)
is injective; in particular, N is holonomic. By duality, the fact that

N has no quotient module supported on Z implies that the canonical morphism
H0
(
fD!(N|W )→ N is surjective. Since the composition

H0
(
fD!(N|W )→ N → H0

(
fD∗(N|W )

)
is the morphism γf (N|W ), we conclude that N ' fD!∗(N|W ).

In order to prove the assertion in vii), we may assume that f is an open im-
mersion: this follows from Remark 6.78 and Kashiwara’s Equivalence Theorem. In
this case, if M1 and M2 are holonomic DW -modules, the composition

HomDW (M1,M2)→ HomDX
(
fD!∗(M1), fD!∗(M2)

)
→ HomDW

(
fD!∗(M1)|W , fD!∗(M2)|W

)
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is an isomorphism by ii), hence the first map is injective. We conclude that fD!∗
is a faithful functor. Moreover, in order to prove that fD!∗ is fully faithful, it is
enough to show that for every M1 and M2, if ϕ : fD!∗(M1) → fD!∗(M2) is such
that ϕW = 0, then ϕ = 0. In this case Im(ϕ) has support inside X rW , and it
follows from vi) that Im(ϕ) = 0, hence ϕ = 0. This completes the proof of the
theorem. �

Example 6.80. If j : W ↪→ X is an open immersion, with X smooth and ir-
reducible, and E is a DX -module on X that is coherent as an OX -module, then
jD!∗(E|W ) ' E . Indeed, by assertion iv) in Theorem 6.79, jD!∗(E|W ) is the smallest
DX -submodule of H0

(
jD∗(E|W )

)
= j∗(E|W ) whose restriction to W is E|W . There-

fore we have jD!∗(E|W ) ⊆ E . The quotient F := E/jD!∗(E|W ) is a DX -module
that’s coherent as a OX -module, hence locally free by Proposition 3.18. Since
Supp(F) ⊆ X rW , it follows that F = 0.

Exercise 6.81. For every λ ∈ C r Z, let Mλ = DA1/DA1 · (x∂x − λ).

i) Show that DA1(Mλ) 'M−λ−1.
ii) Show that Mλ has no DA1-submodules and quotient modules supported

at 0.
iii) Deduce that if Lλ is the local system Mλ|A1r{0} and j : A1 r {0} ↪→ A1

is the inclusion map, then Mλ ' jD!∗(Lλ).

In the next proposition we treat the behavior of intermediate extension with
respect to composition of morphisms.

Proposition 6.82. IfW
g−→ V

f−→ X are locally closed immersions of smooth,
irreducible varieties, then for every holonomic DW -moduleM, we have a functorial
isomorphism

(f ◦ g)D!∗(M) ' fD!∗
(
gD!∗(M)

)
.

Proof. We begin by treating two special cases.
Step 1. We consider the case when both f and g are open immersions. Note that
we have canonical surjections

H0fD!

(
H0gD!(M)

) u−→ fD!∗
(
H0gD!(M)

) v−→ fD!∗
(
gD!∗(M)

)
(the fact that v is surjective follows from the fact that fD!∗ preserves surjec-
tions by assertion iii) in Theorem 6.79). Since it is clear that the restriction of
fD!∗

(
gD!∗(M)

)
to W isM, it follows from assertion iv) in Theorem 6.79 that there

is an induced morphism

α : fD!∗
(
gD!∗(M)

)
→ (f ◦ g)D!∗(M)

such that the canonical morphism

(6.10) H0fD!

(
H0gD!(M)

)
' H0(f ◦ g)D!∗(M)→ (f ◦ g)D!∗(M)

factors as α ◦ v ◦ u (note that the isomorphism in (6.10) is a consequence of the
fact that for every morphism h, the functor hD! is right t-exact). Of course, α is
surjective. Dually, we get an injective morphism

β : (f ◦ g)D!∗(M)→ fD!∗
(
gD!∗(M)

)
.

It is easy to check that the composition β ◦α is the identity and using the fact that
α is surjective, we conclude that α and β are inverse isomorphisms.
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Step 2. The case when either f or g is a closed immersion is easy: this follows
directly from the definition of intermediate extension, using the fact that if i is a
closed immersion, then iD! ' iD∗ is a t-exact functor.
Step 3. Finally, we treat the general case. In order to simplify the notation, we may

and will assume that f and g are inclusion maps. We factor g as W
α
↪→ U2∩V

β
↪→ V ,

where U2 is an open subset of X and α is a closed immersion, and similarly, we

factor f as V
γ
↪→ U1

δ
↪→ X, where U1 is an open subset of X and γ is a closed

immersion. Note that by Step 2 (in fact, by Remark 6.78), we have
(6.11)

gD!∗(M) ' βD!∗
(
αD!∗(M)

)
and fD!∗

(
gD!∗(M)

)
' δD!∗

(
γD!∗(gD!∗(M))

)
.

On the other hand, we can write γ ◦ β = γ′ ◦ β′, where β′ : U2 ∩ V ↪→ U1 ∩ U2 is a
closed immersion and γ′ : U ∩ V ↪→ V is an open immersion.

By Step 2, we thus have

(6.12) γD!∗
(
βD!∗(M)

)
' γ′D!∗

(
β′D!∗(M)

)
.

By combining (6.11) and (6.12), we thus conclude that

fD!∗
(
gD!∗(M)

)
' δD!∗

(
γ′D!∗

(
β′D!∗(αD!∗(M))

))
' (δ ◦ γ′)D!∗

(
(β′ ◦ α)D!∗(M)

)
' (f ◦ g)D!∗(M),

where the second isomorphism follows using the assertions in Step 1 and Step 2
and the last isomorphism follows using Step 2 (or Remark 6.78). This completes
the proof of the proposition. �

One reason the intermediate extension construction is important is due to the
fact that it provides a description of simple holonomic D-modules, as follows.

Theorem 6.83. If X is a smooth, irreducible variety, then a DX-module M
on X is holonomic and simple if and only if there is a locally closed immersion
f : W ↪→ X, with W smooth and irreducible, and a simple DW -module E that is
coherent as an OW -module, such that M' fD!∗(E).

Proof. We already know that if there is such a pair (f, E), then M is simple
by Theorem 6.79v). Suppose now that M is a simple holonomic DX -module.

We begin by showing that if U ⊆ X is an open subset such thatM|U 6= 0, and
j : U ↪→ X is the inclusion, thenM' jD!∗(M|U ). SinceM is simple andM|U 6= 0,
it follows that ΓZ(M) = 0, hence M ↪→ H0

(
jD∗(M)

)
. By Theorem 6.79iv), we

thus have jD!∗(M|U ) ⊆ M, and since M is simple and jD!∗(M|U ) 6= 0, we have
M = jD!∗(M|U ).

In particular, we see that for such U , the restriction M|U is simple. Indeed,
if N ⊆ M|U is a nonzero DU -submodule, it follows from Theorem 6.79iii) that
jD!∗(N ) ⊆ jD!∗(M|U ) ' M. Since M is simple, we have jD!∗(N ) = M, and
after restriction to U we get N =M|U . Furthermore, note that if we have a locally
closed immersion f : W → U and a simple DW -module E that is coherent as an OW -
module such thatM|U ' fD!∗(E), thenM' (j ◦f)D!∗(E) by what we have already
shown and Proposition 6.82. Therefore we may always replace X by an open subset
U such thatM|U 6= 0. In particular, we may assume that Z := Supp(M) is smooth
and irreducible. By Kashiwara’s Equivalence Theorem, we can write M = i+(N ),
where i : Z ↪→ X is the inclusion, and N is a simple DZ-module. It is clear that
if we can find a locally closed immersion f : W → Z and a simple DW -module E
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that is coherent as an OW -module such that N ' fD!∗(E), thenM' (i ◦ f)D!∗(E)
by Proposition 6.82. Therefore we may replace (X,M) by (Z,N ) to assume that
Supp(M) = X. In this case it follows from Remark 6.30 that there is an open
subset U ⊆ X such that M|U is OU -coherent (and nonzero). As we have seen, we
may replace X and M by U and M|U , in which case the assertion in the theorem
is trivial. �

The intermediate extension is also important since it leads to the intersection
cohomology of singular varieties.

Definition 6.84. Let X be a smooth variety and Z an irreducible closed
subvariety of X. If Zsm is the smooth locus of Z and f : Zsm ↪→ X is the inclusion,
then the intersection cohomology D-module ICZ is given by

ICZ := fD!∗(OZsm).

More generally, if Z is a closed subvariety of X, with irreducible components
Z1, . . . , Zr, then we put

ICZ := ICZ1
⊕ . . .⊕ ICZr .

Remark 6.85. It is a consequence of assertions i) and v) in Theorem 6.79 that
if Z is an irreducible, closed subvariety of the smooth variety X, then ICZ is a
simple holonomic DX -module, such that DX(ICZ) ' ICZ . It is also clear from
the definition that Supp(ICZ) = Z and that if U = X r Zsing, then ICZ |U '
HrU∩Z(OU ), where r = codimX(Z).

Remark 6.86. If Z is an irreducible closed subvariety of the smooth variety
X, V is any nonempty smooth open subset of Z, and g : V → X is the inclusion

map, then ICZ ' gD!∗(OV ). Indeed, g factors as V
j
↪→ Zsm

f
↪→ X, and we have

gD!∗(OV ) ' fD!∗
(
jD!∗(OV )

)
' fD!∗(OXsm) = ICZ ,

where the first isomorphism follows from Proposition 6.82 and the second one fol-
lows from Example 6.80.

Remark 6.87. If Z is an irreducible closed subvariety of the smooth variety X
and if j : U ↪→ X is the inclusion of an open subset such that U ∩ Z 6= ∅, then it
follows from the previous remark and Proposition 6.82 that ICZ = jD!∗(ICZ∩U ).
In particular, we have a canonical isomorphism ICZ |U ' ICZ∩U .

Remark 6.88. Suppose that Z is an irreducible closed subvariety of the smooth,
irreducible variety X, and let r = codimX(Z). The inclusion of Zsm in X factors

as Zsm
i
↪→ V = X r Zsing

j
↪→ X, hence

ICZ = jD!∗
(
i+(OZsm)

)
' jD!∗

(
HrZsm

(OV )
)
.

It is not hard to see that we have an isomorphism H0
(
jD∗(HrZsm

(OV ))
)
' HrZ(OX)

(we leave this as an exercise). We thus deduce from assertions iv) and v) in Theo-
rem 6.79 that ICZ is isomorphic to the unique simple DX -submodule of HrZ(OX),
which is also the smallest DX -submodule of HrZ(OX) whose restriction to V is
HrZsm

(OV ).

Definition 6.89. If X is a smooth projective variety and Z is a closed subva-
riety of X, then the intersection cohomology of Z is

IH(Z) := pD∗(ICZ),
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where p : X → Spec(k) is the structure morphism. We put

IHi(Z) := Hi
(
IH(Z)

)
for i ∈ Z.

Note that these are finite-dimensional k-vector spaces.

Remark 6.90. It follows from Example 6.16 that IH(Z) ' RΓ
(
DRX(ICZ)

)
.

Example 6.91. Suppose that Z is a smooth, irreducible, d-dimensional closed
subvariety of X. If i : Z → X is the inclusion and q = p ◦ i, where p : X → Spec(k)
is the structure morphism, then ICZ ' iD∗(OZ), hence

IHi(Z) = Hi
(
pD∗

(
iD∗(OZ)

))
' Hi

(
qD∗(OZ)

)
' Hi+d

dR (Z).

Remark 6.92. Note that intersection cohomology satisfies (shifted) Poincaré
duality, in the sense that if Z is a closed subvariety of the smooth, irreducible,
projective variety X, then

IHi(Z) ' IH−i(Z)∨ for all i ∈ Z.

Indeed, as we have mentioned in Remark 6.85, we have ICZ ' DX(ICZ), and since
X is a projective variety, it follows from Theorem 6.59 that if p : X → Spec(k) is
the structure map, then

IH(Z) = pD∗(ICZ) ' pD∗
(
DX(ICZ)

)
' DSpec(k)

(
IH(Z)

)
and we obtain our assertion by taking that i-th cohomology.

In fact, the intersection cohomology of Z is independent of the embedding in a
smooth projective variety X since the ICZ is independent of such an embedding, in
a suitable sense. In order to make sense of this, we need to discuss the category of
quasi-coherent D-modules on a singular variety Z. The existence of this category
is a consequence of Kashiwara’s Equivalence Theorem.

Suppose that Z is a variety over k that admits a closed embedding i : Z ↪→ X
in a smooth, irreducible variety X (for example, any quasi-projective variety satis-
fies this property). We define the category Modqc(DZ) to be the full subcategory
Modqc(DX,Z) of Modqc(DX) consisting of those quasi-coherent DX -modules sup-
ported on Z. The fact that this is well-defined is a consequence of the following

Proposition 6.93. If i : Z ↪→ X and i′ : Z ↪→ X ′ are two closed immersions
in smooth, irreducible varieties X and X ′, then we have a natural equivalence of
categories

(6.13) Φi,i′ : Modqc(DX,Z) 'Modqc(DX′,Z).

Moreover, ifX ′ = X×W and if i = p◦i′, where p : X×W → X is the projection onto
the first component, then p+ induces an equivalence of categoriesModqc(DX′,Z) '
Modqc(DX,Z), with inverse induced by p†.

Proof. We first prove the second assertion in the proposition. Assume, to
begin with, that X and W are both affine varieties. We choose a closed immersion
ϕ : W ↪→ AN .

We have i′ = (i, g), for a morphism g : Z → W . Since i is a closed immer-
sion, there is a morphism ψ : X → AN such that ψ ◦ i = ϕ ◦ g. We thus have a
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commutative diagram

Z
i //

i′

��

X

β
��

X ×W
α
// X ×AN ,

with α = (p, ϕ) and β = (1X , ψ), in which all morphisms are closed immersions. It
is a consequence of Kashiwara’s Equivalence Theorem that we have the following
equivalences of categories

(6.14) Modqc(DX′,Z)
α+−→Modqc(DX×AN ,Z)

β+←−Modqc(DX,Z).

Moreover, it follows from Proposition 6.24 that the inverse of the first equivalence
is given by α† and the inverse of the second one is given by β†. If q : X ×AN → X
is the projection onto the first component, then q ◦ β = IdX , hence q+ ◦ β+ is the
identity on Dbqc(DX) and thus q+ = β† on Modqc(DX×AN ,Z). Since q ◦ α = p, it
follows that

p+ = β−1
+ ◦ α+ : Modqc(DX′,Z)→Modqc(DX,Z).

Furthermore, its inverse α−1
+ ◦ β+ is given by p†. Indeed, this follows from the fact

that β† ◦ q† is the identity on Dbqc(DX), hence β+ = q† onModqc(DX,Z), and thus

α−1
+ ◦ β+ = α† ◦ q† = p† on Modqc(DX,Z). This proves the last assertion in the

theorem when both X and W are affine.
In the general case, we consider finite affine open covers X =

⋃
i Ui and W =⋃

i Vi such that g
(
i−1(Ui)

)
⊆ Vi for all i. We put U ′i = Ui × Vi and Zi = i−1(Ui) =

i′
−1

(Vi). Using the fact that p+ induces equivalences of categories

Modqc(DU ′i ,Zi) 'Modqc(DUi,Zi) and

Modqc(DU ′i∩U ′j ,Zi∩Zj ) 'Modqc(DUi∩Uj ,Zi∩Zj ),

with inverse induced by p†, we conclude that p+ induces an equivalence of categories
(6.13), whose inverse is induced by p†. We use the fact that

i′(Z) ⊆ X ′0 :=
⋃
i

(Ui × Vi),

hence Modqc(DX′,Z) 'Modqc(DX′0,Z) via restriction to X ′0.
It is easy to obtain now the first assertion in the proposition: given two closed

immersions i1 : Z → X1 and i2 : Z → X2, with X1 and X2 smooth and irreducible,
we consider also i′ = (i1, i2) : Z → X ′ = X1 ×X2. If p : X ′ → X1 and q : X ′ → X2

are the two projections, it follows from what we have already proved that we get
an equivalence of categories as the composition

Φi1i2 : Modqc(DX1,Z)
p†−→Modqc(DX′,Z)

q+−→Modqc(DX2,Z).

It is easy to check, using the base-change formula in Theorem 6.64, that if i3 : Z ↪→
X3 is another closed embedding in a smooth, irreducible variety, then we have an
isomorphism of functors Φi2,i3 ◦ Φi1,i2 ' Φi1,i3 ; we leave this as an exercise for the
reader. This completes the proof of the proposition. �

Corollary 6.94. If we have two closed embeddings i : Z ↪→ X and i′ : Z ↪→
X ′, with X and X ′ smooth, irreducible varieties, and if ICZ and IC ′Z are the
corresponding D-modules in Modqc(DX,Z) and Modqc(DX′,Z), then we have an
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isomorphism ICZ ' Φi,i′(IC
′
Z). In particular, the intersection cohomology of a

projective variety Z is independent of the embedding in an ambient smooth, irre-
ducible, projective variety X, up to isomorphism.

Proof. Since X is smooth, using Nagata’s theorem and resolution of singu-
larities, we can find an open immersion X ↪→ X, where X is a complete, smooth,
irreducible variety. If Z is the closure of Z in X, then it follows from Remark 6.87
that we have a canonical isomorphism ICZ ' ICZ |X . Since it is easy to see that the
equivalence Φi,i′ commutes with restriction to open subsets, we deduce that also
for the first assertion in the corollary we may assume that X and X ′ are complete
varieties.

By the definition of the equivalence Φi,i′ , we see that for the first assertion in the
corollary, it is enough to show that if X ′ = X ×W , with W a smooth, irreducible,
complete variety, such that i = p ◦ i′, where p : X ′ → X is the projection onto the
first component, then p+(IC ′Z) ' ICZ . Note that since p is proper, the canonical
functorial transformation pD! → pD∗ is an isomorphism. If j : Zsm ↪→ Z is the
embedding of the smooth locus of Z and f = i ◦ j and f ′ = i′ ◦ j, since pD! ' pD∗
is exact on Modqc(DX′,Z), it maps the image of

γf ′ : H0
(
f ′D!(OZsm)

)
→ H0

(
f ′D∗(OZsm)

)
to the image of

γf : H0
(
fD!(OZsm

)
)
→ H0

(
fD∗(OZsm

)
)
.

We thus get p+(IC ′Z) ' ICZ . The last assertion now follows from this and the fact
that if q : X → Spec(k) and q′ : X ′ → Spec(k) are the structure morphisms, then
q ◦ p = q′, hence we have an isomorphism of functors q+ ◦ p+ ' q′+. �



CHAPTER 7

The Riemann-Hilbert correspondence

In this chapter we work over the field C of complex numbers. Our goal is to
describe one of the central results of the theory of D-modules, the Riemann-Hilbert
correspondence, relating D-modules with objects of a topological nature. Since this
result will not play a big role in what follows, we will be very brief: we will only
prove the classical version of the result and Kashiwara’s constructibility theorem.
The other results will mostly be stated without proofs.

We begin by reviewing a few basic facts concerning complex algebraic varieties
and the corresponding analytic spaces. Recall that if X is a complex algebraic
variety, then we have a corresponding analytic space Xan, with sheaf of holomorphic
functions OXan . Note that X is smooth if and only if Xan is a complex manifold
and X is connected if and only if Xan has the same property. In general, we have a
morphism of locally ringed spaces i : (Xan,OXan)→ (X,OX), which at the level of
sets is given by the identity map. For every OX -module F , we have a corresponding
OXan -module Fan := i∗(F) = i−1(F) ⊗i−1(OX) OXan . For every x ∈ X, the ring
homomorphism OX,x → OXan,x is flat (in fact, it induces an isomorphism between
the corresponding completions). Therefore the functor F → Fan is an exact functor.

Suppose now that X is a smooth, irreducible complex algebraic variety. As
we have mentioned in Remark 2.18, we have a sheaf DXan of differential operators
on Xan. This can be defined as the subsheaf of EndC(OXan) generated by OXan

and DerC(OXan) ' T an
X . It is then clear that we have a canonical isomorphism

DXan ' Dan
X . Moreover, we see that ifM is a left (or right) DX -module, thenMan

has a natural structure of left (respectively, right) Dan
X -module. In this way we get

an exact functor

Mod(DX)→Mod(Dan
X ), M 7→Man,

where we denote byMod(Dan
X ) the category of left Dan

X -modules. We get an induced
exact functor D(DX)→ D(Dan

X ) between the corresponding derived categories.
For every commutative ring R and every topological space Y , we denote by

D(RY ) the derived category corresponding to the Abelian category of sheaves of
R-modules on Y . We will almost exclusively consider the case when R is a field.

7.1. The classical Riemann-Hilbert correspondence

In this section we describe the classical correspondence between (holomorphic)
vector bundles with integrable connection and local systems. Let M be a connected
n-dimensional complex manifold1, with sheaf of holomorphic functions OM . The
notion of integrable connection on a vector bundle2 E on M is defined as in the alge-
braic setting, see Chapter 3.2. Furthermore, given a vector bundle with integrable

1All manifolds are assumed to be separated, with a countable basis of open subsets.
2As usual, we identify vector bundles and locally free OM -modules.

81
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connection (E ,∇), we have a corresponding de Rham complex DR(E):

0→ E ∇−→ Ω1
M ⊗OM E

∇−→ . . .
∇−→ ΩnM ⊗OM E → 0,

placed in cohomological degrees −n, . . . , 0.

Definition 7.1. Let K be a field. A K-local system on M is a sheaf L of
K-vector spaces on M such that for every x ∈ X, there is an open neighborhood
Ux of x such that L|Ux ' WUx for some finite dimensional K-vector space W (we
denote by WY the constant sheaf associated to W on a topological space Y ). A
morphism of K-local systems is simply a morphism of sheaves of K-vector spaces.
For simplicity, we often call a C-local system just a local system.

Remark 7.2. It follows from the definition that if L is a K-local system on M ,
then the function M 3 x → dimK Lx is locally constant, and thus constant since
M is connected. This is the rank of the K-local system L.

Remark 7.3. We note that the set of isomorphism classes K-local systems
of rank r is in bijection with the set of representations π1(M) → GLr(K), up to
conjugation (this is the monodromy representation associated to the local system).

Example 7.4. If f : X → S is a smooth, projective morphism of smooth com-
plex algebraic varieties, with S connected, then for every q ∈ Z≥0, we have a
K-local system on Rqf∗KX on San. The fact that this is indeed a K-local system
is a consequence of Ehresman’s theorem, which says that for every x ∈ S, there is
an open neighborhood U of x (in the analytic topology) and a C∞-diffeomorphism
f−1(Ux) ' Ux × f−1(x) over Ux.

The following result is known as the (classical) Riemann-Hilbert correspon-
dence.

Theorem 7.5. For every manifold M , the functor L 7→ (OM ⊗C L, d ⊗ Id)
from the category of local systems on M to the category of vector bundles on M
with integrable connection is an equivalence of categories, whose inverse is given by
(E ,∇) 7→ E∇ := ker(∇) ⊆ E.

Proof. It is clear that if L is a rank r local system on M , then OM ⊗C L
is a vector bundle on M of rank r. Moreover, if d : OM → Ω1

M is the standard
connection on OM (given by ∇(f) = df), then we get an integrable connection

∇ : OM ⊗C L → Ω1
M ⊗OM (OM ⊗C L) ' Ω1

M ⊗C L

given by ∇(f ⊗ u) = df ⊗ u. Furthermore, it is clear that (OM ⊗C L)∇ ' L.
In order to conclude the proof, it is enough to show that if E is a rank r

holomorphic vector bundle on M , with an integrable connection ∇, then E∇ is a
rank r local system and the morphism OM ⊗C E∇ → E induced by the inclusion
E∇ ⊆ E (which is automatically a morphism of vector bundles with connection) is
an isomorphism. This is an application of a classical result regarding the existence
and uniqueness of a system of linear PDEs, with initial conditions. In what follows
we give a geometric version of the argument.

It is enough to check the assertion locally, hence from now on we assume that
M is an open subset of Cn, with coordinates x1, . . . , xn, and E = O⊕rM , with the
standard basis e1, . . . , er. In this case the connection ∇ on E is described by the
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functions Γkij ∈ O(M), for 1 ≤ i ≤ n and 1 ≤ j, k ≤ r such that

∇(ej) =

n∑
i=1

r∑
k=1

Γkijdxi ⊗ ek

for 1 ≤ j ≤ n (the Γkij are the Christoffel symbols of the connection). The integra-

bility condition ∇
(
∇(ej)

)
= 0 for all j translates as

(7.1)
∂Γqij
∂xp

−
∂Γqpj
∂xi

+

r∑
k=1

(ΓkijΓ
q
pk − ΓkpjΓ

q
ik) = 0 for 1 ≤ i, p ≤ n, 1 ≤ j, q ≤ r.

Note also that if U ⊆ M is an open subset and s =
∑r
j=1 sjej , with sj ∈ OM (U)

for all j, then s ∈ Γ(U, E∇) if and only if s1, . . . , sn satisfy the following system of
linear PDEs:

(7.2)
∂sk
∂xi

+

r∑
j=1

Γkijsj = 0 for 1 ≤ i ≤ n, 1 ≤ k ≤ r.

Consider now E = M × Cr, with coordinates x1, . . . , xn, y1, . . . , yr, the total
space of E , and let π : E → M be the projection. We consider on E the following
vector fields:

(7.3) vi = ∂xi −
r∑

k=1

 r∑
j=1

Γkijyj

 ∂yk for 1 ≤ i ≤ n.

It is clear that v1, . . . , vn span a rank n subbundle F of TY . A straightforward
computation shows that the integrability condition in (7.1) is equivalent to the fact
that [vi, vj ] = 0 for 1 ≤ i, j ≤ n. This immediately implies that we have [F ,F ] ⊆ F ,
that is, F satisfies the Frobenius integrability condition. The Frobenius theorem
(see [War83, Theorem 1.60]) implies that for every point p ∈ E, there is an integral
submanifold Yp of F at p: this is a closed submanifold of an open neighborhood of
p, containing p, such that TYp = F|Yp ; moreover, any two such submanifolds are
equal in a suitable neighborhood of p.

Note now that if we view s ∈ Γ(U, E) as a section of π, and if we write s(x) =(
x, s1(x), . . . , sr(x)

)
, then s(U) is a closed submanifold of π−1(U), with the tangent

bundle trivialized by

∂xi +

r∑
k=1

∂sk
∂xi

∂yk for 1 ≤ i ≤ n.

We thus see that s(U) ⊆ π−1(U) is an integral submanifold of F if and only if s
satisfies the equations (7.2), so this is the case if and only if s ∈ Γ

(
U, E∇). Moreover,

if Yp is an integral submanifold of F at p ∈ E, it follows from (7.3) that the linear
map TpE → Tπ(p)M induced by π is an isomorphism, hence there is an open
neighborhood U of π(p) and s ∈ Γ(U, E) such that Yp = s(U) in a neighborhood of
p.

The existence and uniqueness of the integral submanifold of F at any point of
E implies that for every x ∈M , the composition

E∇x ↪→ Ex → π−1(x) ' Cr

is an isomorphism. For every such x, we can thus find an open neighborhood Ux of
x and a C-vector subspace V ⊆ Γ(Ux, E∇) such that the induced map V → π−1(x)
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is an isomorphism. This implies that after possibly shrinking Ux, we may assume
that the induced morphism OUx ⊗C V → E|Ux is an isomorphism. It is then clear
that E∇|Ux ' V ⊗C CUx

is a trivial local system and the canonical morphism

OM ⊗C E∇ → E is an isomorphism (of vector bundles with connection) on Ux.
This completes the proof of the theorem.

�

Corollary 7.6. If M is an n-dimensional connected complex manifold and E
is a vector bundle on M with an integrable connection, then in D(CM ) we have an
isomorphism

DRM (E) ' E∇[n].

Proof. It follows from Theorem 7.5 that we have an isomorphism (E ,∇) '
(OM⊗CE∇, d⊗Id), which implies that DRM (E) is isomorphic to DRM (OM )⊗CE∇.
Therefore it is enough to prove the assertion when E = OX , with the standard
connection, in which case the assertion is the well-known holomorphic Poincaré
Lemma. �

Remark 7.7. If X is a smooth, irreducible, projective (or, more generally,
proper) complex algebraic variety, then the functor E 7→ Ean gives an equivalence
of categories between the category of (algebraic) vector bundles on X, with inte-
grable connection, and that of (holomorphic) vector bundles onXan, with integrable
connection. This is a consequence of Serre’s GAGA theorem (due, in the proper
case, to Deligne) once we describe integrable connections in terms of O-linear in-
formation.

Consider on X ×X the ideal I defining the diagonal and let P = OX×X/I2.
Note that we have an exact sequence

0→ I/I2 −→ P π−→ OX → 0,

and we have an isomorphism Ω1
X ' I/I2, such that df corresponds to f ⊗1−1⊗ f

for every section f of OX . We have two OX -module structures on P, one via the
first projection p1 : X × X → X (that we consider on the left) and another one
via the second projection p2 : X × X → X (that we consider on the right). Both
these structures coincide on I/I2, inducing the usual OX -module structure on Ω1

X .
Using this framework, giving a connection ∇ : E → Ω1

X⊗OX E is equivalent to giving
an OX -linear morphism ϕ : E → P ⊗OX E such that (π ⊗ IdE) ◦ ϕ = IdE . Indeed,
such a map has the form u 7→ 1 ⊗ u + ∇(u), where ∇(u) ∈ Ω1

X ⊗OX E and it is
straightforward to check that ϕ is OX -linear if and only if ∇ is a connection. The
same considerations work in the analytic setting. Moreover, note that if ∇ is a
connection on E , then ∇◦∇ : E → Ω2

X ⊗OX E is an OX -linear map, hence checking
integrability of the connection comes down to the fact that a certain morphism
between coherent OX -module is 0. We can thus apply GAGA to conclude that if X
is a proper algebraic variety, then the categories of algebraic (holomorphic) vector
bundles with integrable connection on X (respectively, on Xan) are equivalent.

7.2. The functorial formalism in the topological setting

In this section we describe very briefly the functors associated to a map in the
topological setting. For a detailed introduction, see for example [Ive86].
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We assume that all topological spaces here are separated and locally compact
(note that this is the case for Xan, when X is a complex algebraic variety). We will
soon impose one additional finite-dimensionality condition.

Let K be a field and X a topological space. Recall that we denote by D(KX)
the derived category corresponding to the Abelian category of sheaves of K-vector
spaces on X. In particular, when X is a point, we have the derived category D(K)
of K-vector spaces. We want to describe several exact functors associated to a
continuous map f : X → Y at the level of derived categories.

First, we have the (derived) push-forward functor f∗ : D+(KX) → D+(KY ),
the right derived functor of the usual push-forward functor for sheaves. When f is
the map to a point, we also write RΓ for f∗ and Hi(X,−) for its i-th cohomology.

We also have the pull-back functor f∗ : D(KY )→ D(KX), induced by an exact
functor at the level of Abelian categories (this is the functor that is often denoted
by f−1). It restricts to a functor D+(KY ) → D+(KX) which is the left adjoint
of f∗. If X is the topological subspace of Y and f is the inclusion map, then for
u ∈ Db(KY ), we often write u|X instead of f∗(u).

We also have the (derived) push-forward with compact supports functor

f! : D+(KX)→ D+(KY ),

defined as follows. If F is a sheaf of K-vector spaces on X, then we get a sheaf on
Y , whose sections on V ⊆ Y are given by those s ∈ Γ

(
f−1(V ),F

)
with the induced

map Supp(s) → V proper3. This gives a left exact functor, whose right derived
functor is f!. If f is the map to a point, we also write RΓc for f! and Hi

c(X,−) for
its i-th cohomology.

If X
f−→ Y

g−→ Z are two continuous maps, then we have isomorphisms of
functors

(g ◦ f)∗ ' g∗ ◦ f∗, (g ◦ f)! ' g! ◦ f!, and (g ◦ f)∗ ' f∗ ◦ g∗.

Example 7.8. It follows from definition that for every f , we have a morphism
of functors f! → f∗, which is an isomorphism when f is proper. On the other hand,
if j : U ↪→ X is the inclusion map of an open subset, then j! is induced at the level
of derived categories by the exact functor that maps a sheaf F on U to its extension
by 0 on X.

In this topological setting we have the following general base-change theorem:
given a Cartesian diagram of topological spaces

X ′

g

��

v // X

f

��
Y ′

u // Y,

we have an isomorphism of functors u∗ ◦ f! ' g! ◦ v∗.
The more subtle functor is the functor f !, that’s only defined at the level of

derived categories. Its existence requires one extra assumption.

Definition 7.9. We say that a topological space X has finite cohomological
dimension if there is N such that Hi

c(X,F) = 0 for all sheaves F on X and all

3This means that the inverse image of a compact set is compact.
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i > N . The smallest N with this property is the cohomological dimension cdim(X)
of X.

One can show that if X has finite cohomological dimension, then every lo-
cally closed subspace Y of X has finite cohomological dimension (in fact, we have
cdim(Y ) ≤ cdim(X)).

Remark 7.10. If f : X → Y is a continuous map and cdim(X) = N , then
cdim

(
f−1(y)

)
≤ N for all y ∈ Y , hence we deduce from the base-change formula

that Hi
(
f!(F)

)
= 0 for all i > N . In particular, we see that f! induces a functor

f! : Db(KX)→ Db(KY ).

From now on, we assume that all topological spaces we consider have finite
cohomological dimension (for example, this is the case for Xan, whenever X is a
complex algebraic variety). The following is a nontrivial result:

Theorem 7.11. If f : X → Y is a continuous map of topological spaces (as-
sumed to be separated, locally compact, and of finite cohomological dimension), then
the functor f! : Db(KX) → Db(KY ) has a right adjoint f ! : Db(KY ) → Db(KX).
Moreover, for every u ∈ Db(KX) and v ∈ Db(KY ), we have a functorial isomor-
phism

(7.4) RHom
(
f!(u), v

)
' f∗RHom

(
u, f !(v)

)
.

Note that by taking RΓ on both sides in (7.4), we obtain an isomorphism

RHom
(
f!(u), v

)
' RHom

(
u, f !(v)

)
in Db(K). This is known as global Verdier duality, while the isomorphism in (7.4)
is known as local Verdier duality.

Example 7.12. If j : U ↪→ Y is the inclusion of an open subset, then we have
an isomorphim of functors j! ' j∗. On the other hand, if i : Z ↪→ Y is the inclusion
of Z = X r U , then we have an isomorphism of functors i∗i

! ' RΓZ , where ΓZ is
the left exact functor that associates to a sheaf its subsheaf of sections supported
on Z and RΓZ is the corresponding right derived functor. For every u ∈ D(KY ),
we thus have an exact triangle

(7.5) i!i
!(u)→ u→ j∗j

∗(u)
+1−→ .

We note that we have another exact triangle

(7.6) j!j
!(u)→ u→ i∗i

∗(u)
+1−→,

as can be easily checked using the definitions.

Definition 7.13. If f : X → {∗} is the morphism to a point, then the dualizing
complex of X is ωX := f !(K) ∈ Db(KX). The Verdier duality functor is the
contravariant functor DX = RHom(−, ωX) : Db(KX)→ Db(KX).

Remark 7.14. It is an immediate consequence of the definition of f ! as an
adjoint functor that if f : X → Y and g : Y → Z are two continuous maps, then we
have an isomorphism of functors (g ◦ f)! ' f ! ◦ g!. In particular, by taking Z to be
a point, we obtain an isomorphism f !(ωY ) ' ωX . By taking v = ωY in (7.4), we
see that we have an isomorphism of functors

(7.7) DY ◦ f! ' f∗ ◦DX .
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Example 7.15. If X is an orientable real manifold of dimension n, then ωX '
KX [n]. Note that, in this case, Verdier duality for the morphism to a point gives
Poincaré duality: for every sheaf of K-vector spaces on X, we have an isomorphism

Extj(F ,KX) ' Hn−j
c (X,F)∨.

In particular, by taking F = KX , we get Hj(X,K) ' Hn−j
c (X,K)∨.

We will be interested in the analytic space associated to an algebraic variety,
when we will focus on the following subcategory of the derived category of sheaves
of K-vector spaces.

Definition 7.16. Let Z be an arbitrary complex algebraic variety. A sheaf of
K-vector spaces F on Zan is constructible if there is a partition Z = Z1 t . . .tZN ,
with each Zi a smooth, irreducible, locally closed subvariety of Z such that F|Zi is
a K-local system for every i. We denote by Dbc(KZ) the subcategory of Db(KZan)
consisting of all u such that Hi(u) is a constructible sheaf for every i ∈ Z: this is
the constructible derived category of sheaves (of K-vector spaces) on Zan (we use
the simpler notation Dbc(KZ) instead of Dbc(KZan) since the constructible category
only makes sense in the classical topology).

Remark 7.17. It is easy to check that Dbc(KZ) is a triangulated subcategory
of Db(KZan). It is a highly nontrivial result that if f : X → Y is a morphism of
complex algebraic varieties, then the functors f∗, f!, f

∗, f !, and DZan preserve the
constructible derived category of sheaves.

Remark 7.18. One can show that if Z is a complex algebraic variety, then
there is an isomorphism of functors DZan ◦DZan ' Id on Dbc(KZ). Using this and
the isomorphism (7.7), it is easy to see that if f : X → Y is a morphism of complex
algebraic varieties, then DXan ◦ f ! ◦DY an is a left adjoint of f∗, hence we have an
isomorphism of functors Dbc(KY an)→ Dbc(KX):

DXan ◦ f∗ ' f ! ◦DY an .

7.3. Kashiwara’s constructibility theorem

Let X be a smooth, irreducible, n-dimensional complex algebraic variety. Re-
call that for every DX -module M, we defined the (algebraic) de Rham complex
DRX(M). Note that this represents ΩnX ⊗LDX M in the bounded derived category

Db(CX) of sheaves of C-vector spaces on X (this follows using the resolution of ΩnX
given in Example 3.65). With a slight abuse of notation, we will denote by DRX

also the functor

Db(DX)→ Db(CX), u 7→ ΩnX ⊗LDX u.
From now on, we will mostly be concerned with the following analytic version

of the above functor:

DRan
X : Db(DX)→ Db(CXan), u 7→ ΩnXan ⊗LDan

X
uan.

This is the composition

Db(DX)→ Db(DX)→ Db(CXan),

where the first functor is the analytification functor and the second one maps v ∈
Db(Dan

X ) to ΩnXan ⊗LDan
X
v.
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Note that the resolution of ΩnX in Example 3.65 induces a corresponding reso-
lution of ΩnXan , hence for a DX -moduleM, DRan

X (M) is represented indeed by the
analytic de Rham complex of M:

0→Man → Ω1
Xan ⊗OXan Man → . . .→ ΩnXan ⊗OXan Man → 0.

Example 7.19. It follows from Corollary 7.6 that if E is a vector bundle with
integrable connection on X, then DRan

X (E) ' (Ean)∇[n] is a (cohomological shift of
a) local system on Xan.

Example 7.20. For general DX -modules (even holonomic ones), the behavior
of the two functors DRX and DRan

X can be quite different. For example, consider
X = A1

C and letM be the holonomic DX -module DX/DX(∂x−λ), for some λ 6= 0.

Using the isomorphism of OX -modules M ' OX that maps ∂x to λ, we see that
DRX(M) is isomorphic to the complex

0→ OX → Ω1
X → 0, f 7→

(
∂f
∂x + λf

)
dx,

which is easily seen to be quasi-isomorphic to 0. On the other hand, the corre-
sponding analytic version is quasi-isomorphic to CXan [1], with H−1

(
DRan

X (M)
)

generated by ϕx = exp(−λx). As we will see in the next section, this pathology
disappears if we work with holonomic D-modules with regular singularities.

The following result shows that this construction commutes with proper push-
forward of D-modules.

Proposition 7.21. For every morphism f : X → Y of smooth, irreducible,
complex algebraic varieties, and every u ∈ Dbcoh(DX), there is a functorial map

DRan
Y

(
f+(u)

)
→ f∗

(
DRan

X (u)
)
.

This is an isomorphism if f is proper.

Proof. We do not give the proof, but only mention that the corresponding
assertion for u ∈ Dbcoh(Dan

X ) follows easily from the definition of push-forward and
holds for arbitrary f (see [HTT08, Theorem 4.2.5]. Therefore the key point is the
fact that analytification commutes with push-forward of D-modules. If X is proper
and Y is a point, the assertion follows using GAGA to compare the cohomology of
the de Rham complex of M and that of Man, when M is a coherent DX -module.
For a detailed proof in the general case, see [HTT08, Proposition 4.7.2]. �

The following is Kashiwara’s constructibility theorem. We give a simplified
proof in the algebraic case, due to Bernstein.

Theorem 7.22. If X is a smooth, irreducible, complex algebraic variety and
w ∈ Dbhol(DX), then DRan

X (w) ∈ Dbc(CX).

Proof. We break the proof in a few steps, following [Bo+87, Chapter VIII,
Section 20].
Step 1. The key ingredient is that ifM is a holonomic DX -module, then it follows
from Remark 6.30 that there is a nonempty open subset U ⊆ X such that M|U is
OU -coherent. In this case, using Corollary 7.6 we deduce that

DRan
X (M)|U ' DRan

U (M|U ) ' L[n],

where L is a local system on U and n = dim(X). Applying this for each nonzero
Hi(w), we conclude that there is a nonempty open subset U of X such that each
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DRan
X

(
Hi(w)

)
|U ∈ Dbc(CU ). In this case, an argument using truncation functors

(see Remark A.20) implies that if v = DRan
X (w), then v|U ∈ Dbc(CU ). Since X is a

Noetherian topological space, it follows that it is enough to prove the following
Claim: If w ∈ Dbhol(DX) and v = DRan

X (w) and we have an open subset U ⊆ X
such that v|U ∈ Dbc(CU ) then for every nonempty open subset W of X r U , there
is a nonempty open subset W0 ⊆W (so U ∪W0 is open in X) such that v|U∪W0 ∈
Dbc(CU∪W0

).
In fact, it is enough to prove the assertion in the claim when W = X rU , but

it will be convenient to treat the more general statement.
Step 2. We first show that the claim holds if there is a proper morphism p : X →W
whose restriction to W is the identity. Note first that in this case W is (Zariski)
closed in X: indeed, we have W = {x ∈ X | p(x) = 1X(x)}, and this is closed since
X is separated. In particular, W is both open and closed in Z = X r U , hence
there is W ′ open in Z such that Z = W tW ′.

If j : U ↪→ X, i : W ↪→ X, and i′ : W ′ → X are the inclusions, then the exact
triangle (7.6) becomes

j!j
!(v)→ v → i∗i

∗(v)⊕ i′∗i′
∗
(v)

+1−→ .

Applying p∗, we obtain the exact triangle

(7.8) p∗j!(v|U )→ p∗(v)→ i∗(v)⊕ p∗i′∗i′
∗
(v)

+1−→ .

By assumption, we know that v|U ∈ Dbc(CU ), hence p∗j!(v|U ) ∈ Dbc(CW ). On
the other hand, since p is proper, it follows from Proposition 7.21 that p∗(v) '
DRan

W

(
p+(u)

)
. Since p+(u) ∈ Dbhol(W ), it follows from Step 1 that there is a

nonempty open subset W0 of W such that p∗(v)|W0 ∈ Dbc(CW0
). By restricting the

exact triangle to W0, we thus conclude4 that i∗(v)|W0
' v|W0

∈ Dbc(CW0
). We thus

conclude that v|U∪W0
∈ Dbc(CU∪W0

), completing the proof of the claim in this case.
Step 3. We now proceed to proving the general case. In this step we reduce the
claim to the case when X = Ad×PN for some d and N , such that the projection on
the first component induces an étale morphism W → Ad. Note first that in order
to prove the claim, we may always replace X by an open subset whose intersection
with W is nonempty. We may thus assume that X is affine and we have algebraic
coordinates x1, . . . , xn on X such that W is defined by (xd+1, . . . , xn). We thus get
an étale morphism

f = (x1, . . . , xn) : X → An = Ad ×An−d

such that the projection π1 : Ad×An−d → Ad induces an étale morphism W → Ad.
We also choose a locally closed immersion g : X → PN and let h = (π1 ◦f, g) : X →
X ′ := Ad ×PN , which is a locally closed immersion as well. Let X be the closure
of h(X) in X ′ and U ′ = h(U) ∪ (X ′ rX), which is an open subset of X ′. We also
put W ′ = h(W ), which is an open subset of X ′rU ′. Let w′ := h+(w) ∈ Dbhol(DX′)
and v′ := DRan

X′(w
′).

4We are using the fact that if M1 and M2 are sheaves of C-vector spaces on Y , such that
M1⊕M2 is constructible, thenM1 andM2 are constructible. Indeed, it is enough to prove this

when M1 ⊕M2 is a local system and use the fact that a sheaf F of C-vector spaces is a local
system if and only if for every y ∈ Y , there is an open neighborhood Uy of Y such that Γ(Uy ,F)
is a finite-dimensional vector space and the canonical map Γ(Uy ,F)→ Fz is an isomorphism for

all z ∈ Uy .
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Note now that for every locally closed immersion ν : Z → X ′, if u ∈ Dbhol(Z),
then we have a canonical isomorphism

ν∗
(
DRan

X′(ν+(u))
)
' DRan

Z (u).

Indeed, is enough to check this separately for open and closed immersions. The
assertion is clear for open immersions, while for closed immersions it follows from
Proposition 7.21 and the fact that if ν is a closed immersion, then ν∗ν∗ ' Id.

In particular, we have an isomorphism h∗(v′) ' v. Moreover, we see that
v′|U ′ ∈ Dbc(CU ′) and if we have a nonempty open subset W ′0 ⊆ W ′ such that
v′|U ′∪W ′0 ∈ D

b
c(CU ′∪W ′0), then v|U∪W0 ∈ Dbc(CU∪W0

), where W0 = h−1(W ′0).

Step 4. We thus may and will assume that X = Ad × PN and W is such that
the projection onto the first component induced an étale morphism ϕ : W → Ad.
Consider the étale morphism ψ = (ϕ, Id) : W ×PN → Ad ×PN and let

W̃ := ψ−1(W ) =
{

(x, y1, y2) ∈ Ad ×PN ×PN | (x, y1) ∈W, (x, y2) ∈W
}
.

Note that we have a closed immersion α : W ↪→ W̃ given by α(x, y) = (x, y, y), so

that the composition W
α−→ W̃ → W is the identity and the second morphism is

étale. Therefore α maps W isomorphically onto a connected component of W̃ .
Since ψ is étale, it is easy to see that DRan

W×PN
(
ψ†(w)

)
' ψ∗(v). By as-

sumption, we have ψ∗(v)|ψ−1(U) ∈ Dbc(Cψ−1(U)) and α(W ) is an open subset of

W ×PN rψ−1(U). If we can find a nonempty open subset W0 of W such that the
restriction of ψ∗(v) to ψ−1(U) ∪ α(W0) lies in the constructible derived category,
then v|U∪W0

lies in the constructible derived category, proving the claim. We may
thus replace (X,U,W, u) by

(
W × PN , ψ−1(U), α(W ), ψ†(u)

)
. Since the composi-

tion W ×PN → W
α−→ α(W ) is a proper morphism whose restriction to α(W ) is

the identity, we can apply the case covered in Step 2. This completes the proof of
the theorem. �

7.4. The Riemann-Hilbert correspondence

Our goal in this section is to discuss the general form of the Riemann-Hilbert
correspondence for D-modules in the algebraic setting. This requires an extra
condition on holonomic D-modules: regular singularities. In order to motivate this
definition, by begin with a brief overview of Deligne’s version of the Riemann-
Hilbert correspondence, see [Del70].

7.4.1. Differentials with log poles. Let us recall the definition of the sheaves
of differential forms with log poles along an SNC divisor. Suppose that X is a
smooth, irreducible algebraic variety over an algebraically closed field k and D is a
reduced divisor on X with simple normal crossings (SNC, for short). Recall that
this means that for every point P ∈ X, there are algebraic coordinates x1, . . . , xn
in an open neighborhood UP of P , which are centered at P , and such that in a
neighborhood the divisor D|UP is defined by x1 · · ·xr. The sheaf Ω1

X(logD) is the
OX -submodule of the sheaf ΩX ⊗OX k(X) of rational 1-forms that in the neigh-
borhood UP is generated by dx1

x1
, . . . , dxrxr , dxr+1, . . . , dxn. It is straightforward to

see that this does not depend on the choice of local coordinates and therefore the
subsheaves defined in such open subsets glue to a subsheaf of ΩX ⊗OX k(X). It is
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clear from the definition that Ω1
X(logD) is a locally free sheaf of rank n such that

Ω1
X ⊆ Ω1

X(logD). The higher sheaves of differentials with log poles are defined by

ΩpX(logD) := ∧pΩ1
X(logD).

If D1 is a prime divisor that appears in D and D′ = D −D1, then there is a
short exact sequence

(7.9) 0→ Ω1
X(logD′)

f
↪→ Ω1

X(logD)
ResD1−→ OD1

→ 0,

where f is the inclusion and the residue map ResD1
: Ω1

X(logD)→ OD1
is defined

as follows: in an open subset U , with algebraic coordinates x1, . . . , xn such that D
is defined by x1 · · ·xr and D1 is defined by x1, we put

ResD1

(
f1
dx1

x1
+ . . .+ fr

dxr
xr

+ fr+1dxr+1 + . . .+ fndxn
)

= f1|D1 .

The exactness of (7.9) is straightforward to check.

Definition 7.23. Let X and D be as above. If E is a vector bundle on X, a
connection on E with log poles along D is an additive map

∇ : E → Ω1
X(logD)⊗OX E ,

which satisfies the Leibniz rule: ∇(fu) = f∇(u) + df ⊗ u for every u ∈ E and
f ∈ OX . As in the case of usual connections, we say that ∇ is integrable if
∇2 : E → Ω2

X(logD)⊗OX E vanishes.

Given a connection ∇ on E with log poles along D, if we write D =
∑N
i=1Di,

then for every i we get an induced residue endomorphism Res∇Di : E|Di → E|Di , as
induced by the composition

E ∇−→ Ω1
X(logD)⊗OX E

ResDi⊗1E−→ ODi ⊗OX E
(it is easy to check that this is OX -linear and vanishes on E(−Di)). We will be
especially interested in the case when X is proper over k, in which case we can
talk about the eigenvalues of Res∇Di , which are elements of k (note that in this case

the coefficients of the characteristic polynomial of Res∇Di are global sections of OX ,
hence are constant on X).

If X is a smooth, irreducible, complex algebraic variety, we also have analytic
versions of the above definitions: in particular, if D is an SNC divisor on X and E
is a holomorphic vector bundle on Xan, we may consider connections on E with log
poles along D, using Ω1

Xan(logD) :=
(
Ω1
X(logD)

)an
.

7.4.2. Deligne’s Riemann-Hilbert correspondence. Recall that if X is a
smooth, irreducible, proper complex algebraic variety, then the classical Riemann-
Hilbert correspondence induces an equivalence of categories between local systems
on Xan and algebraic vector bundles on X with integrable connection (see Re-
mark 7.7). The goal of Deligne’s theory is to give a similar algebraic description for
the category of local systems on Uan, where U is an arbitrary smooth, irreducible,
complex algebraic variety.

By Nagata’s theorem, we have an open immersion U ↪→ X, where X is a proper
irreducible algebraic variety, By Hironaka’s theorem on resolution of singularities,
after replacing X by a suitable resolution, we may assume that X is smooth and
D = X r U is a (reduced) SNC divisor on X.

The following is Deligne’s fundamental theorem.
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Theorem 7.24. Let X be a smooth, irreducible, proper complex algebraic vari-

ety, D =
∑N
i=1Di a reduced SNC divisor on X, and U = X rD. Given a section

σ : C/Z→ C of the canonical projection, we have an equivalence of categories, that
maps (E ,∇) → (Ean|U ,∇|U ), between the category of (algebraic) vector bundles E
on X with an integrable connection ∇ with log poles along D and such that for all
i, the eigenvalues of Res∇Di lie in σ(C/Z), and the category of holomorphic vector
bundles on Uan, with an integrable connection.

A nice sketch of the proof is given in [Kat76]. Here we only discuss briefly the
proof of essential surjectivity. Note first that by GAGA, the categories of algebraic,
respectively holomorphic vector bundles on X are equivalent and an argument
similar to the one in Remark 7.7 shows that the same holds for the corresponding
categories of vector bundles with integrable connections with log poles along D.

Suppose now that we have a holomorphic vector bundle (E ,∇) on U , with an
integrable connection. Note that, a priori, it is not clear that there is an extension of
E to a vector bundle on X. We will construct such an extension locally. Let P ∈ X
and consider algebraic coordinates x1, . . . , xn in a neighborhood of P , centered at
P , such that D is defined by x1 · · ·xr. Let V be an open neighborhood of P , in the
classical topology, that we identify via (x1, . . . , xn) to the polydisc

{x ∈ Cn | |xj | < ε for 1 ≤ j ≤ n},

hence U ∩ V gets identified to (∆∗ε )
r × ∆n−r

ε , where ∆ε = {x ∈ C | |x| < ε} and
∆∗ε = ∆ε r {0}. By Theorem 7.5, (E|U∩V ,∇|U∩V ) corresponds to a local system
on U ∩ V , hence to a representation ρ of π1(U ∩ V ) (see Remark 7.3). Note that
π1(U ∩ V ) ' Zr, with generators giving by the loops γ1, . . . , γr, with γi going once
counterclockwise around the divisor defined by zi. We thus have a finite-dimensional
vector space W and commuting invertible endomorphisms A1, . . . , Ar ∈ GL(W ),
with Aj = ρ(γj).

In this case we have unique commuting endomorphisms B1, . . . , Br ∈ End(W ),
such that for every j, with 1 ≤ j ≤ r, we have exp(2πiBj) = Aj and all eigenvalues
of Bj lie in σ(C/Z) (this follows easily by considering the Jordan canonical form).

In this case we consider on V the holomorphic vector bundle ẼV := OV ⊗C W ,
with the connection with log poles along D|V given by

∇ : OV ⊗C W → Ω1
Xan |V ⊗OV (OV ⊗C W ) ' Ω1

Xan |V ⊗C W,

∇(f ⊗ w) = df ⊗ w − f ·
r∑
j=1

dxj
xj
⊗Bj(w).

It is easy to see that this is, indeed, an integrable connection and it follows from
the formula that Res∇Dj is given by the action of Bj , hence by assumption all its

eigenvalues are in σ(C/Z). Finally, we can easily describe the flat sections on
V ∩ U : at every point of V ∩ U , a basis of flat sections is given by the columns of

the matrix
∏r
j=1 x

Bj
j := exp

(
log(x1)B1 + . . .+log(xr)Br

)
(this is a straightforward

computation). As a consequence, the monodromy action maps γj ∈ π1(U ∩ V ) to
exp(2πiBj) = Aj . We thus conclude that we have an isomorphism of vector bundles

with connection ẼW |U∩V ' E|U∩V . One can check that in fact the (ẼW ,∇) patch
together to a vector bundle with integrable connection with log poles along D whose
restriction to U is isomorphic to (E ,∇). This proves that the functor in the theorem
is essentially surjective.
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7.4.3. Regular holonomic D-modules. Before stating the general version
of the Riemann-Hilbert correspondence, we discuss briefly the notion of regular
holonomic D-modules. For details, proofs of the main results, and the treatment in
the analytic setting, see [HTT08, Chapters IV, V]. This concept is closely related
to the notion of system of ODEs with regular singularities, but we do not discuss
this aspect.

We begin with the case of a vector bundle with an integrable connection on a
curve. Suppose that C is a smooth curve and (E ,∇) is a vector bundle with an
integrable connection on C. Let C be the smooth projective curve that has an open
embedding j : C ↪→ C.

Definition 7.25. We say that (E ,∇) has regular singularities at P ∈ C rC if
there is a vector bundle E ′ on C ∪{P} with an integrable connection with log poles
at P such that (E ′,∇)|C ' (E ,∇). We say that (E ,∇) has regular singularities if
it has regular singularities at every P ∈ C r C.

Remark 7.26. With the notation in the above definition, note that if j : C ↪→
UP = C ∪ {P} is the inclusion and (E ′,∇) is a vector bundle on UP with an
integrable connection with a log pole at P such that (E ′,∇)|C ' (E ,∇), then we
have an injective morphism E ′ ↪→ j+(E) and the connection on E ′ is induced by the
one on j+(E). We thus conclude that if t is a local coordinate centered at P , then E
has regular singularities at P if and only if there is an OC,P -submodule of j+(E)P
that is preserved by the action of t∂t and which is equal to j+(E)P after inverting
t.

Example 7.27. Let C = A1 and let E = DA1/DA1 · (∂x − λ), for some λ ∈ C.
We have an isomorphism E ' OA1 such that via this isomorphism, the connection
is given by

∇ : OA1 → Ω1
A1 , ∇(f) = dx⊗

(
∂f
∂x + λf

)
.

In order to determine whether (OA1 ,∇λ) has regular singularities at∞ ∈ P1rA1,
we consider the coordinate y = 1

x centered at ∞. Since dy = − 1
x2 dx, we see that

∇ is given in a punctured neighborhood of ∞ by

∇(g) = dy ⊗
(
∂g

∂y
− λg

y2

)
.

Since OC,∞ is a DVR, with uniformizer y, it follows that every OC,P -submodule of

the function field of C is equal to (ym), for some m ∈ Z. By definition, (OA1 ,∇λ)
has regular singularities at ∞ if and only if there is such m such that

(mym − λym−1
)

= y · ∇∂y (ym) ∈ OC,P · (y
m),

which is the case if and only if λ = 0.

Example 7.28. Suppose that C = A1 r {0} and let E be the restriction to
C of the DA1 -module DA1/DA1 · (x∂x − λ), for some λ ∈ C. Note that we have
E ' OC , with the connection given by

∇λ : OC → Ω1
C , ∇λ(g) = dx⊗

(
∂g
∂x + λ

x

)
.

It is then clear that E has regular singularities at 0. Similarly, if we consider the
coordinate y = 1

x centered at ∞ on C = P1, then the connection ∇λ is given in a
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punctured neighborhood of ∞ by

∇λ(g) = dy ⊗
(
∂g
∂y −

λ
y

)
,

hence E has regular singularities also at ∞.

Definition 7.29. More generally, ifM is a holonomic D-module on a smooth
curve C, we say thatM has regular singularities if for some nonempty open subset
U ⊆ C such that M|U is OU -coherent, M|U has regular singularities. It is clear
that the definition is independent of the choice of U .

We next move to higher dimensions. Let X be a smooth, irreducible, complex
algebraic variety.

Definition 7.30. If E is an OX -coherent DX -module, then we say that E has
regular singularities if for every locally closed immersion f : C → X, where C is a
smooth curve, f∗(E) has regular singularities. Note that if dim(X) = 1, this agrees
with the notion we have already discussed. The following result, due to Deligne,
shows that also in higher dimensions we can characterize OX -coherent DX -modules
with regular singularities in terms of connections with log poles.

Theorem 7.31. Let E be an OX-coherent DX-module on a smooth, irreducible,
complex algebraic variety X. Given an open immersion j : X ↪→ X, with X proper,
smooth, and irreducible, such that D = XrX is an SNC divisor, then E has regular
singularities if and only if there is a vector bundle E on X, with an integrable
connection ∇ with log poles along D, such that (E ,∇)|X ' (E ,∇).

Finally, we treat arbitrary holonomic DX -modules. Recall that by Theo-
rem 6.83, every simple holonomic DX -module is isomorphic to fD!∗(L), for some
locally closed immersion f : W → X, with W smooth and irreducible, and some
simple OW -coherent DW -module L.

Definition 7.32. We say that a simple holonomic DX -module has regular sin-
gularities if M ' fD!∗(L), for some locally closed immersion f : W → X, with
W smooth and irreducible, and for some OW -coherent DW -module L with regu-
lar singularities. We say that an arbitrary holonomic DX -module M has regular
singularities (or, simply, that it is regular holonomic) if all its simple factors have
regular singularities.

It is clear from this definition that the subquotients of a regular holonomic DX -
module are again regular holonomic. In particular, the full subcategoryModrh(DX)
ofModhol(DX) consisting of regular holonomic DX -modules is an Abelian category.
Furthermore, it follows from the definition that the category is closed under exten-
sions. We may thus consider the full subcategory Dbrh(DX) of Dbhol(DX) consisting
of those u with all Hi(u) regular holonomic. This is a triangulated subcategory.

The following result says that this subcategory is preserved by the functors we
have defined. For a proof, see [HTT08, Chapter 6].

Theorem 7.33. Let X be a smooth, irreducible, complex algebraic variety.

i) The subcategory Dbrh(DX) of Dbhol(DX) is preserved by DX .
ii) If Y is another smooth, irreducible, complex algebraic variety and f : X →

Y is a morphism, then fD∗ and fD! map Dbrh(DX) to Dbrh(DY ) and f !
D

and f∗D map Dbrh(DY ) to Dbrh(DX).
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7.4.4. The statement of the Riemann-Hilbert correspondence. The
following result, known as the Riemann-Hilbert correspondence is one of the main
results in the theory of D-modules. For a proof, see [HTT08, Chapter VII].

Theorem 7.34. For every smooth, irreducible, complex algebraic variety X, the
functor DRan

X : Dbrh(DX) → Dbc(CX) is an equivalence of categories. Furthermore,
the functor commutes with duality, that is, we have an isomorphism of functors
DXan ◦DRan

X ' DRan
X ◦DX , and for every morphism of smooth, irreducible, complex

algebraic varieties f : X → Y , we have isomorphisms of functors:

i) DRan
Y ◦ fD∗ ' f∗ ◦DRan

X .
ii) DRan

Y ◦ fD! ' f! ◦DRan
X .

iii) DRan
X ◦ f∗D ' f∗ ◦DRan

Y .
iv) DRan

X ◦ f !
D ' f ! ◦DRan

Y .

Remark 7.35. In the algebraic setting, for every smooth, irreducible, n-dimensional
variety X and every u, v ∈ Dbhol(DX), it follows from Lemma 6.61 that we have an
isomorphism

RHomDX (u, v) ' RHomDX (u,DX)⊗LDX v ' DX(u)r ⊗LDX v[−n],

where we denote by w 7→ wr the functor induced at the level of derived categories
by the equivalence between left and right DX -modules in Chapter 3.6. Using also
Exercise 3.60, we see that

RHomDX
(
DX(u), v

)
' ur ⊗LDX v[−n] ' vr ⊗LDX u[−n] ' RHomDX

(
DX(v), u

)
.

By taking u = OX , we thus conclude that

DRX(v) = ΩnX ⊗LDX v ' RHomDX (OX , v)[n] ' RHomDX
(
DX(v),OX

)
[n]

and thus

DRX

(
DX(v)

)
' RHomDX

(
v,OX

)
[n].

Similar results hold in the analytic setting, and we see that

DRan
X

(
DX(v)

)
[−n] ' RHomDan

X
(van,OXan) =: Solan

X (v).

The functor Solan
X is called the solution functor and it follows from Theorem 7.34

that it gives an anti-equivalence of categories between Dbrh(DX) and Dbc(CX). The
name is motivated by the fact that if X is affine and v = DX/I, then

HomDan
X

(v,OXan) = {ϕ ∈ O(Xan) | Pϕ = 0 for all P ∈ I}.

It follows from Theorem 7.34 that the category of regular holonomic DX -
modules, that sits as a subcategory in Dbrh(DX), is equivalent to an Abelian sub-
category of Dbc(CX). This is the famous category of perverse sheaves.

Definition 7.36. Let Z be a (possibly singular) complex algebraic variety and
let K be a field. The category PervK(Zan) of K-perverse sheaves on Zan is the
full subcategory of Dbc(KZ) consisting of those u that satisfy the following two
properties:

i) For every j in Z, we have dim
(
Supp(Hj(u))

)
≤ −j.

ii) The dual DZan(u) also satisfies the condition in i).

If K = C, then we simply call these perverse sheaves.
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For an introduction to the theory of perverse sheaves, see for example [BBD82]
or [Ach21]. It is an important result that PervK(Zan) is always an Abelian cate-
gory in which every object has finite length.

Theorem 7.37. For every smooth, irreducible, complex algebraic variety X,
the equivalence DRan

X : Dbrh(DX)→ Dbc(CXan) induces an equivalence of categories

Modrh(DX)→ PervC(Xan).

Proof. We only show that if M is a regular holonomic DX -module, then
DRan

X (M) is a perverse sheaf. For the full proof of the assertion in the theorem,
see [HTT08, Theorem 7.2.5]. Since

DXan

(
DRan

X (M)
)
' DRan

X

(
DX(M)

)
,

it follows that it is enough to show that DRan
X (M) satisfies condition i) in Defi-

nition 7.36. Given j ∈ Z, let W be an irreducible component of the support of
Hj
(
DRan

X (M)
)
. We need to show that if d = dim(W ), then d ≤ −j. Let W0 be a

nonempty smooth open subset of W and let f : W0 → X be the inclusion map. By
assumption, we have

0 6= f∗Hj
(
DRan

X (M)
)
' Hj

(
f∗(DRan

X (M))
)
' Hj

(
DRan

W0
(f∗D(M)

)
,

where the last isomorphism follows from Theorem 7.34. Recall that f∗D(M) '
DW0

(
f†(DX(M))

)
. If dim(X) = n, then W0 is locally cut out in a suitable open

subset of X by n− d equations, hence

Hi
(
f†(DX(M))

)
' Li+d−nf∗

(
DX(M)

)
= 0 for all i < 0,

and thus Hi
(
f∗D(M)

)
= 0 for all i > 0 (see Remark 6.71). After possibly shrinking

W0, we may assume that Hi
(
f∗D(M)

)
is OW0-coherent for all i, in which case it

follows from Lemma 7.38 below that Hi
(
DRan

W0
(f∗D(M)

)
= 0 for all i > −d, hence

j ≤ −d. �

Lemma 7.38. Let W be a d-dimensional smooth, irreducible, complex algebraic
variety. If u ∈ Db(DW ) is such that Hi(u) is OW -coherent for every i and m ∈ Z
is such that Hi(u) = 0 for all i > m, then Hi

(
DRan

X (u)
)

= 0 for all i > m− d.

Proof. Let q be such that Hi(u) = 0 for i 6∈ [m − q,m] and we argue by
induction on q. If q = 0, then u 'M[−m] for an OW -coherent DW -module M, in
which case DRan

X (u) ' L[d −m], for a local system L, and the assertion is clear.
For the induction step, we use the exact triangle

u′ → u→ u′′ → u′[1],

where u′ = τ≤m−1(u) and u′′ = τ≥m(u) ' Hm(u)[−m] (see Example A.20). We
can apply the induction hypothesis for u′ to conclude that Hi

(
DRan

X (u′)
)

= 0 for
all i > m − 1 − d, while DRan

X (u′′) ' L[d −m] for a local system L. We conclude
that Hi

(
DRan

X (u)
)

= 0 for all i > m− d using the exact sequence

0 = Hi
(
DRan

X (u′)
)
→ Hi

(
DRan

X (u)
)
→ Hi

(
DRan

X (u′′)
)

= 0.

�



CHAPTER 8

V -filtrations and Bernstein-Sato polynomials

In this chapter we discuss the notion of V -filtration, due to Malgrange and
Kashiwara, and its connection with b-functions. We also discuss in more detail
the Bernstein-Sato polynomial of a regular function and prove, in particular, the
rationality of its roots, following [Kas77] and [Lic89].

We go back to the assumption that the ground field k is an arbitrary alge-
braically closed field of characteristic 0.

8.1. The V -filtration with respect to a smooth hypersurface

We begin by discussing the V -filtration with respect to a smooth hypersurface,
following [Sai88, Chapter 3.1]. Let X be a smooth, irreducible, algebraic variety
over k and let t ∈ OX(X) be nonzero, defining a smooth, irreducible hypersurface
H. We put dim(X) = n+ 1, so dim(H) = n.

For every m ∈ Z, we put

V mDX = {P ∈ DX | P · (t)q ⊆ (t)q+m for all q ∈ Z}

(with the convention that (t)i = OX if i ≤ 0). It follows from the definition that
we have V m1DX · V m2DX ⊆ V m1+m2DX for all m1,m2 ∈ Z.

Remark 8.1. Note that the decreasing filtration V •DX only depends on H,
but not on the function t defining H.

It is easy to describe V mDX locally. Note first that if U ⊆ X is an open subset
such that H ∩ U = ∅, then V mDX |U = DU for all m ∈ Z. On the other hand,
if U is an affine open subset with algebraic coordinates x1, . . . , xn, t, then given
P ∈ Γ(U,DX), we write P =

∑
α,j Pα,j∂

α
x ∂

j
t , where the sum is over α ∈ Zn≥0 and

j ∈ Z≥0, and all Pα,j lie in OX(U). In this case, it is straightforward to see that
P ∈ Γ(U, V mDX) if and only if Pα,j ∈ (tm+j) for all α and j.

Given coordinates, as above, it is convenient to also describe V mDX in terms
of the Euler operator t∂t. In fact, for reasons that will become clearer later, we
will use instead s := −∂tt = −t∂t − 1. For future reference, we collect in the next
lemma some easy identities involving s, t, and ∂t.

Lemma 8.2. The operator s = −∂tt satisfies the following properties:

i) For every P ∈ k[s] and every m ≥ 0, we have P (s)tm = tmP (s−m) and
P (s)∂mt = ∂mt P (s+m).

ii) For every m ∈ Z>0, we have

tm∂mt = (−1)m
m∏
j=1

(s+ j) and ∂mt t
m = (−1)m

m−1∏
j=0

(s− j).

97
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Proof. In order to prove the first formula in i), we may and will assume that
P = sj . Arguing by induction on j, we see that it is enough to prove the case j = 1.
In order to prove this, we compute

[s, tm] = −∂ttm+1 + tm∂tt = −[∂t, t
m]t = −mtm,

where the last equality follows from Lemma 2.1. This proves the first assertion in
i) and the proof of the second one is similar.

We prove the first assertion in ii) by induction on m, the case m = 1 being
clear. Let us assume that we know the assertion for m. Using this and the first
formula in i), we obtain

tm+1∂m+1
t = (−1)mt(s+ 1) · · · (s+m)∂t = (−1)m(s+ 2) · · · (s+m+ 1)t∂t

= (−1)m+1
m+1∏
j=1

(s+ j).

The second formula in ii) follows from the first one by applying the automorphism
of A1(k) that maps t to ∂t and ∂t to −t, hence maps s to t∂t = −s− 1. �

Using the above lemma, we see that ti∂jt lies in C[s] · ti−j if i ≥ j and it lies in

C[s] ·∂j−it if i ≤ j. We thus conclude that, given coordinates x1, . . . , xn, t as above,

(8.1) V 0DU = OX〈∂x1 , . . . , ∂xn , s〉.
We also have

(8.2) V mDU = V 0DU · tm = tm · V 0DU for all m ≥ 0 and

(8.3) V −mDU =

m∑
i=0

V 0DU · ∂it =

m∑
i=0

∂it · V 0DU for all m ≥ 0.

Remark 8.3. Note that all V iDX are quasi-coherent sheaves of OX -modules
and for every affine open subset U ⊆ X, the ring Γ(U, V 0DX) is both left and right
Noetherian. In fact, if we consider the Rees-type sheaf of rings

R+(V •DX) :=
⊕
i≥0

V iDXzi,

then Γ
(
U,R+(V •DX)

)
is both left and right Noetherian. Of course, it is enough to

prove the assertion for the latter ring, the former ring being a quotient of this one.
The assertion is straightforward to see if U∩H = ∅. Otherwise, we may assume that
we have coordinates x1, . . . , xn, t on U . In this case, if FpV

iDX := FpDX∩V iDX for
every p ≥ 0 and if we put FpR+(V •DX) =

⊕
i≥0 FpV

iDXzi, then we get a filtration

onR+(V •DX) such that GrF•
(
R+(V •DX)

)
|U is isomorphic to a polynomial algebra

over OU in y1, . . . , yn, s, and tz; this follows from the description of V iDX in (8.1)
and the fact that st = t(s − 1). The fact that Γ

(
U,R+(V •DX)

)
is both left and

right Noetherian now follows by arguing as in the proof of Corollary 2.22.

Remark 8.4. Note that the operators ∂t and s = −∂tt depend on the choice
of coordinates. More precisely, if we choose a different set of local coordinates
x′1, . . . , x

′
n, t and write ∂′t for the corresponding derivation with respect to this sys-

tem of coordinates, we have ∂′t = ∂t +
∑n
i=1 ∂

′
t(xi)∂xi , hence

∂′t − ∂t ∈ V 0DX and− ∂′tt+ ∂tt ∈ V 1DX .
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We also note that if we replace t by t′ = ut, for some invertible function u, then a
similar computation shows that, with respect to the same coordinates x1, . . . , xn,
we have ∂t′ − ∂tu−1 ∈ V 0DX and thus ∂t′t

′ − ∂tt ∈ V 1DX .

We now come to the definition of the V -filtration with respect to t. The role of
the V -filtration is, roughly speaking, to put the operator ∂tt on a given D-module
in upper triangular form.

Definition 8.5. A weak1 V -filtration on a coherent DX -module M (with re-
spect to t ∈ OX(X)) is a decreasing filtration V •M = (V αM)α∈Q by quasi-
coherent OX -modules, indexed by rational numbers, which is exhaustive2, discrete
and left-continuous3, and satisfies the following properties:

i) We have V iDX · V αM⊆ V α+iM for every α ∈ Q and i ∈ Z.
ii) For every α ∈ Q, the operator (s+ α) is nilpotent on GrαV (M).

We say that V •M is a V -filtration if it satisfies, in addition, the following two
conditions:

iii) Each V αM is locally finitely generated over V 0DX .
iv) We have t · V αM = V α+1M for all α > 0.

Note that in the above definition, we put GrαV (M) := V αM/V >αM, where

V >αM =
⋃
β>α

V βM = V α+εM for 0 < ε� 1.

By assumption, there is a positive integer ` such that GrαV (M) = 0 unless `α ∈ Z
(we will refer to this property by saying that the filtration is discrete).

Remark 8.6. It is clear from the definition that if V •M is a (weak) V -filtration
onM with respect to t, then for every open subset U ⊆ X, the restriction V •M|U
is a (weak) V -filtration on M|U with respect to t|U .

Remark 8.7. If V •M is a weak V -filtration on M, then it follows from con-
dition i) in Definition 8.5 that for every α ∈ Q, the quotient V αM/V α+1M is an-
nihilated by (t); in fact, it is naturally a DH -module. In particular, each GrαV (M)
is naturally a DH -module. Since the filtration is exhaustive and discrete, and
GrαV (M)|XrH = 0 for all α, we see that V αM|XrH =M|XrH for all α ∈ Q.

Remark 8.8. Since GrαV (M) is supported on H, we only put the condition in
ii) in Definition 8.5 at the points in H; note that the operator s is defined around
these points. While this operator is only defined locally and depends on the choice
of local coordinates, its action on GrαV (M) is well-defined: indeed, as we have
noticed in Remark 8.4, if s′ is the same operator corresponding to a different choice
of coordinates, then s−s′ ∈ V 1DX , hence the actions of s and s′ on GrαV (M) agree
by condition i).

Furthermore, it follows from the same remark that if we replace t by ut, for
some invertible function u, and if we denote by s′ the new operator, then the actions
of s and s′ on GrαV (M) again coincide. Therefore the notion of V -filtration on M
only depends on H and it does not depend on the choice of function t.

1This is not standard terminology. We will only use it in a few remarks in this section, in
order to emphasize the different roles of the conditions in the definition of a V -filtration.

2This means that ∪α∈QV αM =M.
3These conditions mean that there is a positive integer ` such that V αM takes a constant

value for α in an interval of the form
(
i/`, (i+ 1)/`

]
, where i is any integer.
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Remark 8.9. In the presence of local coordinates x1, . . . , xn, t, it follows from
the formulas (8.1), (8.2) and (8.3) that the condition in i) in Definition 8.5 is
equivalent to the fact that each V αM is preserved by the action of OX〈∂x1 , . . . , ∂xn〉
and

t · V αM⊆ V α+1M and ∂t · V αM⊆ V α−1M for all α ∈ Q.

Remark 8.10. If V •M is a V -filtration onM, then it follows from condition iii)
in the definition that each GrαV (M) is locally finitely generated over DH [s]. Since
(s+ α) is nilpotent by condition ii) in the definition, we conclude that GrαV (M) is
a coherent DH -module.

Proposition 8.11. If V •M is a weak V -filtration on the coherent DX -module
M, then for every α 6= 0, the maps

(8.4) GrαV (M)
t·−→ Grα+1

V (M)
∂t·−→ GrαV (M)

are isomorphisms of DH -modules.

Proof. Let νt and ν∂t be the first, respectively the second, map in (8.4). It
is clear that they are morphisms of DH -modules, hence we only need to show that
they are bijective. It follows from condition ii) in Definition 8.5 that since α 6= 0,
the composition ν∂t ◦ νt is invertible, hence νt is injective and ν∂t is surjective. On
the other hand, since t∂t = ∂tt − 1 and α + 1 6= 1, it follows from condition ii) in
Definition 8.5 that νt ◦ ν∂t is invertible, hence νt is surjective and ν∂t is injective.
Therefore both νt and ν∂t are bijective. �

It follows from the above proposition that the interesting maps are the following
morphisms of DH -modules:

can: Gr1
V (M)

∂t·−→ Gr0
V (M) and

Var: Gr0
V (M)

t·−→ Gr1
V (M)

(the notation for these two maps is justified by the connection to topological van-
ishing and nearby cycles, See Section 8.2.1 below).

Corollary 8.12. If V •M is a weak V -filtration on M, then the following
hold:

i) If α ≤ 0 and u ∈M is such that tu ∈ V α+1M, then u ∈ V αM. In particular, we
have

{u ∈M | tu = 0} ⊆ V 0M.

ii) If α ≤ 1 and v ∈M is such that ∂tv ∈ V α−1M, then v ∈ V αM.
iii) For every positive integer m and every α ∈ Q such that −m ≤ α < −m+ 1, we
have

(8.5) V αM = ∂mt · V α+mM+

m−1∑
j=0

∂jt · V 0M if −m ≤ α < −m+ 1.

Proof. In the setting of i), since the V -filtration is exhaustive, it follows that
there is β ∈ Q such that u ∈ V βM. If β ≥ α, then we are done. Otherwise,
since tu ∈ V >β+1 and β + 1 < α + 1 ≤ 1, it follows from Proposition 8.11 that
u ∈ V >βM. Since the V -filtration is discrete, after repeating this finitely many
steps, we conclude that u ∈ V αM. The second assertion in i) follows by taking
α = 0.
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The argument for ii) is similar: let γ be such that v ∈ V γM. If γ ≥ α, then
we are done. Otherwise, since ∂tv ∈ V >γ−1M and γ − 1 < α − 1 ≤ 0, it follows
from Proposition 8.11 that v ∈ V >γM. After repeating this finitely many steps,
we conclude that v ∈ V αM.

For the assertion in iii), we only need to prove the inclusion “⊆”. Since α < 0,
for every w ∈ V αM, it follows from Proposition 8.11 that we can write w =
∂tw

′+w′′, where w′ ∈ V α+1M and w′′ ∈ V βM, for some β > α. Since the filtration
is discrete, we can iterate this argument to see that w ∈ ∂t · V α+1M+ V α+1M if
α ≤ −1 and w ∈ ∂t · V α+1M + V 0M if −1 < α < 0. The formula in (8.5) then
follows by an easy induction on m. �

Note that the formula in (8.5) gives an explicit description of V αM for α < 0
in terms of V βM, for β ∈ [0, 1). In the next proposition we discuss the difference
between V -filtrations and their weak version.

Proposition 8.13. If V •M is a weak filtration on the coherent DX -module
M, then the following are equivalent:

a) V •M is a V -filtration.
b) The V 0DX -module V 0M is locally finitely generated and t · V iM =

V i+1M for i ∈ Z, i� 0.
c) The R+(V •DX)-module R+(V •M) :=

⊕
i≥0 V

iMzi is locally finitely
generated.

Proof. Since R+(V •DX) =
⊕

i≥0 V
0DXtizi, it is easy to see that the condi-

tion in c) is equivalent to the fact that V iM is locally finitely generated over V 0DX
for all i ∈ Z≥0 and V i+1M = t · V iM for all i ∈ Z, with i� 0. In order to prove
that the 3 assertions in the statement are equivalent, it is thus enough to show the
following two facts:

i) If V 0M is locally finitely generated over V 0DX , then all V αM are finitely
generated over V 0DX .

ii) If V α+1M = t · V αM for all α ∈ Z, with α� 0, then the same assertion
holds for all α > 0.

The assertion in i) follows from the fact that V 0DX has Noetherian section rings
over affine open subsets (see Remark 8.3) and the fact that V αM⊆ V 0M for α ≥ 0,
while V αM for α < 0 is given by (8.5). For the assertion in ii), note that it follows
from Proposition 8.11 that if u ∈ V α+1M, with α > 0, then u ∈ t·V αM+V >α+1M.
Since the filtration is discrete, we can repeat this to conclude that for every β > α,
we have u ∈ t · V αM + V βM. If we take β ≥ α + 1 to be an integer such that
V βM = t · V β−1M, we conclude that u ∈ t · V αM+ t · V β−1M⊆ t · V αM. �

Remark 8.14. For future reference, we note that if V •M is a V -filtration on
M andM0 ⊆M is a coherent OX -submodule such that DX ·M0 =M, then there
is q ∈ Z>0 such that

V i+qDX · M0 ⊆ V iM⊆ V i−qDX · M0 for i ∈ Z, i > 1.

Indeed, since M0 is OX -coherent and V •M is exhaustive, there is q ∈ Z>0 such
that M0 ⊆ V −qM, and thus

V i+qDX · M0 ⊆ V i+qDX · V −qM⊆ V iM for all i ∈ Z.
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Since DX · M0 =M and V 1M is locally finitely generated over V 0DX , it follows
that after possibly increasing q, we may assume that V 1M ⊆ V 1−qDX · M0, in
which case for every i ∈ Z, with i > 1, we have

V iM = ti−1 · V 1M⊆ ti−1 · V 1−qDX · M0 ⊆ V i−qDX · M0.

Proposition 8.15. A coherent DX -moduleM admits at most one V -filtration
with respect to t.

Proof. Suppose that V •M and Ṽ •M are two V -filtrations on M. By sym-
metry, it is enough to show that for every α ∈ Q, we have

(8.6) V αM⊆ Ṽ αM for all α ∈ Q.

This is clear on X r H, hence we only need to check it around the points in H.
Note first that

(8.7)
V βM∩ Ṽ γM

(V >βM∩ Ṽ γM) + (V βM∩ Ṽ >γM)

is a subquotient of both GrβV (M) and Grγ
Ṽ

(M). Property iv) in Definition 8.5 thus

implies that both s+ β and s+ γ are nilpotent on (8.7), and thus (8.7) is 0 for all
β, γ ∈ Q, with β 6= γ.

Let us fix now α ∈ Q. Note first that since the filtration Ṽ •M is an exhaustive
filtration by V 0DX -submodules and V αM is locally finitely generated over V 0DX ,
there is γ ∈ Q such that

(8.8) V αM⊆ Ṽ γM.

If γ ≥ α, then (8.6) holds and we are done, hence we may and will assume that
γ < α and that γ is maximal such that (8.8) holds, aiming for a contradiction (we

may assume this since the filtration Ṽ •M is discrete and left continuous). On the
other hand, since V •M satisfies property iii), it follows that there is m0 ≥ 0 such
that for every m ∈ Z>0, we have

V α+m0+mM⊆ tm · V α+m0M⊆ tm · Ṽ γM⊆ Ṽ >γM.

Since V αM 6⊆ Ṽ >γM and the filtration V •M is discrete and left continuous, it
follows that there is β ≥ α such that

(8.9) V βM 6⊆ Ṽ >γM and

(8.10) V >βM⊆ Ṽ >γM.

Note that γ < β, hence the quotient (8.7) for β and γ is 0, and therefore

V βM⊆ V βM∩ Ṽ γM⊆ (V >βM∩ Ṽ γM) + (V βM∩ V >γM) ⊆ V >γM,

where the first inclusion follows from (8.8), since β ≥ α, and the last inclusion
follows from (8.10). However, this contradicts (8.9), and thus completes the proof
of the proposition. �

Remark 8.16. The proof of Proposition 8.15 shows that if V •M is a V -

filtration onM and Ṽ •M is a weak V -filtration onM, then V αM⊆ Ṽ αM for all
α ∈ Q.
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Corollary 8.17. Given a coherent DX -module M and an open cover X =⋃
i Ui, thenM has a V -filtration with respect to t if and only if the same holds for

each M|Ui with respect to t|Ui .

Proof. Given a filtration V •M on M it is clear that this is a V -filtration if
and only if it induces a V -filtration on each Ui. The assertion in the corollary now
follows from the fact that by the proposition, given V -filtrations for each M|Ui ,
these glue to a filtration on M. �

Example 8.18. IfM is a DX -module that is coherent as an OX -module, then
M has a V -filtration given by V αM = (t)dαe−1 · M for all α ∈ Q, with the
convention that (t)m = OX if m ≤ 0. It is straightforward to check that the
conditions in Definition 8.5 are satisfied. We only note that each V αM is clearly
locally finitely generated over V 0DX since it is coherent as an OX -module. Also,
condition ii) in the definition holds since if m ∈ Z>0, then (∂tt − m)tm−1u =
tm∂tu ∈ V m+1M, hence (s+m) ·GrmV (M) = 0.

Example 8.19. If N is a coherent DX -module supported on H, then N has a
V -filtration such that V αN = 0 for all α > 0 and GrαV (N ) = 0 for all α ∈ Q<0 rZ.
Indeed, note first that by Corollary 8.17, in order to check this, we may and will
assume that X is affine and we have coordinates x1, . . . , xn, t on X such that H
is defined by (t). Recall that we have seen in the proof of Theorem 6.20 that if
Ni = {u ∈ N | (s+ i)u = 0}, then the following hold:

i) t · Ni ⊆ Ni+1 and ∂t · Ni ⊆ Ni−1 for all i ∈ Z.
ii) Ni = 0 for i > 0 and N =

⊕
i≤0Ni.

iii) N−m = ∂mt · N0 for all m ≥ 0.

Furthermore, since N is a coherent DX -module, it follows that N0 is a coherent DH -
module, and thus by iii) above, we see that every

⊕m
i=0N−i is a finitely generated

V 0DX -module for every m ≥ 0. It is then clear that we get a V -filtration on N by
putting

V αN =

−dαe⊕
i=0

N−i for α ≤ 0

and V αN = 0 for α > 0.

Proposition 8.20. Let M be a coherent DX -module that has a V -filtration
V •M with respect to t.

i) For every α > 0, the map V αM t·−→ V α+1M is bijective.
ii) If M′ is a DX -submodule of M and p : M → M′′ = M/M′ is the

canonical projection, thenM′ andM′′ have V -filtrations with respect to
t given by

(8.11) V αM′ = V αM∩M′ and V αM′′ = p(V αM) for all α ∈ Q.

Proof. Suppose first that we are in the setting of ii) and we define the filtra-
tions V •M′ and V •M′′ as in (8.11). Note that for every α ∈ Q, we have a short
exact sequence

0→ GrαV (M′)→ GrαV (M)→ GrαV (M′′)→ 0.

It is straightforward to check that V •M′′ is a V -filtration on M′′. It is also clear
that V •M′ satisfies all the conditions to make it a V -filtration on M′ with the
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exception of condition iv) in Definition 8.5 (the fact that each V αM′ is locally
finitely generated over V 0DX follows from the fact that V αM has this property
and Remark 8.3). However, this condition also follows if we know that if u ∈ V αM,
with α > 0, is such that tu ⊆ M′, then u ∈ M′; in other words, it is enough to
know that M′′ satisfies assertion i) in the proposition.

We now prove that every DX -module M that has a V -filtration satisfies the
assertion in i). We consider the short exact sequence

0→M1 →M→M2 → 0,

such that M1 = ΓH(M). Note that in this case it is clear that if tu ∈ M1,
then u ∈ M1. The previous discussion thus implies that the V -filtration on M
induces V -filtrations on M1 and M2. On the other hand, since M1 is supported
on H, it follows from the uniqueness of the V -filtration and Example 8.19 that
V αM∩M1 = 0 for all α > 0. Therefore V αM ' V αM2 for all α > 0, and since
multiplication by t is injective on M2, we see that multiplication by t is injective
on V αM for all α > 0. This completes the proof of the proposition. �

Corollary 8.21. It ϕ : M→N is a morphism of coherent DX -modules such
that both M and N have V -filtrations with respect to t, then ϕ is a filtered mor-
phism and it is strict4. In particular, the category of coherent DX -modules that
carry a V -filtration with respect to t is an Abelian category.

Proof. It follows from assertion ii) in Proposition 8.20 that if we put

V αϕ(M) = ϕ(V αM) and Ṽ αϕ(M) = V αN ∩ ϕ(M),

then both these give a V -filtration on ϕ(M). Therefore they agree by uniqueness
of the V -filtration, hence ϕ is a filtered morphism and it is strict. The last assertion
in the corollary is an immediate consequence of this. �

The following proposition describes the behavior of V -filtration with respect to
D-module push-forward via closed immersions.

Proposition 8.22. Let i : Z ↪→ X be the inclusion map of a smooth, irre-
ducible, closed subvariety such that t|Z defines a smooth, irreducible hypersurface
in Z. If N is a coherent DZ-module and M = i+(N ), then N has a V -filtration
with respect to t|Z if and only ifM has a V -filtration with respect to t. Moreover,
in this case, if x1, . . . , xm, y1, . . . , yr, t are local coordinates on X such that Z is
defined by (y1, . . . , yr), so M' N ⊗k k[∂y1 , . . . , ∂yr ], then

V αM' V αN ⊗k k[∂y1 , . . . , ∂yr ] for all α ∈ Q.

Proof. If M has a V -filtration with respect to t, then by assumption each
V αM is preserved by the action of yi∂yi for all i. This implies that if

∑
β uβ⊗∂βy ∈

V αM, then uβ ⊗ ∂βy ∈ V αM for all β. It is then straightforward to see that if
we put V αN = {u | u ⊗ 1 ∈ V αM} for all α, then V •N is a V -filtration on N
with respect to t|Z . Conversely, if N has a V -filtration with respect to t|Z and
we put V αM = V αN ⊗k k[∂y1 , . . . , ∂yr ], it is straightforward to see that this is a
V -filtration of M with respect to t. �

4The fact that ϕ is a filtered morphism means that ϕ(V αM) ⊆ V αN for all α ∈ Q. The
fact that it is strict means that, in addition, the filtration on ϕ(M) induced from M is the same

as the one induced from N , that is, ϕ(V αM) = ϕ(M) ∩ V αN for all α ∈ Q.
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We end this section by discussing in more detail the two maps Var and can.

Proposition 8.23. If M has a V -filtration with respect to t and i : H ↪→ X
is the inclusion, then i†(M) is computed by the complex

Gr0
V (M)

t·−→ Gr1
V (M),

placed in cohomological degrees 0 and 1. In particular, we have

H0
H(M) ' i+

(
Ker(Var)

)
and H1

H(M) ' i+
(
Coker(Var)

)
.

Proof. Consider the following commutative diagram with exact rows:

0 // V >0M

t·
��

// V 0M

t·
��

// Gr0
V (M)

t·
��

// 0

0 // V >1M // V 1M // Gr1
V (M) // 0.

Since the first vertical map is an isomorphism by Proposition 8.20i), it follows that
the second and third columns are quasi-isomorphic. Therefore the first assertion in
the proposition follows if we show that the inclusion of complexes

(8.12) V 0M

t·
��

//M

t·
��

V 1M //M
is an isomorphism.

We first show that the induced morphism σ : V 1M/t · V 0M → M/tM is an
isomorphism. It follows from Proposition 8.11 that if u ∈ V αM, with α < 1, then
there is u′ ∈ V >α such that u − u′ ∈ tM. Since the V -filtration is discrete, after
iterating this finitely many times, we see that u ∈ M/tM lies in the image of σ.
In order to prove that σ is injective, consider u ∈ V 1M∩ tM. If we write u = tv,
then it follows from Corollary 8.12i) that v ∈ V 0M, hence u ∈ t · V 0M. We have
thus proved that the induced morphism between the cokernels of the vertical maps
in (8.12) is an isomorphism.

We next show that the induced map

(8.13) {u ∈ V 0M | tu = 0} → {u ∈M | tu = 0}
is an isomorphism. This is clearly injective and surjectivity follows from Corol-
lary 8.12i)

The last assertion in the proposition follows directly from the first one and the
isomorphism i+i

†(M) ' RΓH(M) (see Example 6.62). �

Corollary 8.24. If V •M is a V -filtration onM andM has no t-torsion, then
for every u ∈ M and every α ∈ Q, we have u ∈ V αM if and only if tu ∈ V α+1M.
In particular, if the action of t on M is invertible, then V α+1M = t · V αM for all
α ∈ Q.

Proof. For every β ∈ Q, the map

GrβV (M)
t·−→ Grβ+1

V (M)

is injective. Indeed, for β 6= 0 this follows from Proposition 8.11, while for β = 0
it follows from the fact that M has no t-torsion by Proposition 8.23. This implies
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that if u ∈ V βM is such that tu ∈ V α+1M for some α > β, then u ∈ V >β . We
thus get the first assertion in the corollary using the fact that the V -filtration is
discrete. The last assertion in the statement is an immediate consequence. �

Proposition 8.25. If the coherent DX -module M has a V -filtration with re-
spect to t and i : H ↪→ X is the inclusion, then the following hold:

i) The DX -submodule M′ := DX · V >0M is the smallest DX -submodule of
M with the property that M/M′ is supported on H.

ii) We have an isomorphism of DH -modules

M/M′ ' i+Coker
(
Gr1

V (M)
∂t·−→ Gr0

V (M)
)
.

Proof. Given any u ∈ M, if u ∈ V αM and m + α > 0, then tmu ∈ V >0M.
ThereforeM/M′ is supported on H. On the other hand, ifN is any DX -submodule
of M such that M/N is supported on H, then it follows from Example 8.19 and
Proposition 8.20 that V >0M = V >0N ⊆ N , hence M′ ⊆ N .

In order to prove the isomorphism in ii), note first that since M/M′ is sup-
ported on H, it follows from Propositions 6.24 and Example 8.19 that

M/M′ ' i+i†(M/M′) ' i+Gr0
V (M/M′) ' i+

(
V 0M/(V >0M+ (V 0M∩M′))

)
.

The assertion in ii) thus follows if we show that

(8.14) V >0M+ (V 0M∩M′) = V >0M+ ∂t · V 1M

(we may and will assume that we are in an open subset of X where we have
coordinates x1, . . . , xn, t on X, so that we have the operator ∂t acting onM). The
inclusion “⊇” in (8.14) is clear, hence we only need to prove the reverse inclusion.
Note that since V >0M is a V 0DX -submodule of M, it follows that

M′ =
∑
m≥0

∂mt · V >0M.

Suppose now that u ∈ V 0M∩M′. We can write u =
∑N
i=0 ∂

i
tui, with all ui ∈

V >0M. If w =
∑N
i=1 ∂

i−1
t ui, then ∂tw = u − u0 ∈ V 0M, hence w ∈ V 1M by

Corollary 8.12ii). Therefore u = u0 + ∂tw ∈ V >0M + ∂t · V 1M, which completes
the proof of the proposition. �

Remark 8.26. If j : U = X rH ↪→ X is the inclusion, N is a holonomic DU -
module, and M = jD∗(N ) has a V -filtration (note that Hi

(
jD∗(N )

)
= 0 for i 6= 0

since U is the complement of a hypersurface), then it follows from Theorem 6.79
that the DX -submodule M′ of M in Proposition 8.25 is jD!∗(N ).

8.2. The V -filtration with respect to an arbitrary function

Suppose now that X is a smooth, irreducible, n-dimensional variety, and f ∈
OX(X) is nonzero, defining the (possibly singular) hypersurface H in X. The idea,
due to Kashiwara, is to construct the V -filtration on the push-forward of a given
DX -module via the graph embedding of f .

More precisely, we work on the smooth, irreducible varietyX×A1, of dimension
n + 1. We denote by t the coordinate on A1, defining the smooth hypersurface
X × {0}. Consider the closed immersion ι = ιf : X ↪→ X × A1 given by ι(x) =
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x, f(x)

)
. Given a coherent DX -module M, we consider the coherent DX×A1 -

module ι+M. With a slight abuse of terminology, we will say that M has a
V -filtration with respect to f if ι+(M) has a V -filtration with respect to t.

In fact, we prefer to work with sheaves on X, rather than on X × A1. In
other words, we will tacitly identify a quasi-coherent DX×A1-module F with the
quasi-coherent DX〈t, ∂t〉-module p∗(F), where p : X × A1 → X is the projection
onto the first component.

Note that the formulas (8.1), (8.2), and (8.3) become in our setting

(8.15) V 0DX×A1 = DX〈s, t〉 ⊆ DX〈t, ∂t〉,

(8.16) V mDX×A1 = V 0DX×A1 · tm = tm · V 0DX×A1 for all m ≥ 0 and

(8.17) V −mDX×A1 =
m∑
i=0

V 0DX×A1 · ∂it for all m ≥ 0.

Let us describe explicitly ι+(M). Let’s consider first the case when M = OX .
It follows from Example 6.62 that we have an isomorphism ι+(OX) ' Hι(X)(OY ),
hence

(8.18) Bf := ι+(OX) ' OX [t]f−t/OX [t]

(recall that we view this as a sheaf of DX〈t, ∂t〉-modules on X).
We will denote by δ the class of 1

f−t inBf . SinceOX [t]f−t/OX [t] =
⊕

j≥1OX
1

(f−t)j

and (j−1)!
(f−t)j = ∂j−1

t · 1
(f−t) , we conclude that

Bf =
⊕
j≥0

OX∂jt δ.

The action of OX and ∂t with respect to this decomposition is clear, while the
actions of Derk(OX) and of t are given by

(8.19) D · h∂jt δ = D(h)∂jt δ − hD(f)∂j+1
t δ and t · h∂jt δ = hf∂jt δ − jh∂

j−1
t δ

for every D ∈ Derk(OX) and h ∈ OX .
Note now that if M is an arbitrary coherent DX -module, then we have an

isomorphism

ι+(M) 'M⊗OX Bf =
⊕
j≥0

M⊗ ∂jt δ,

with the actions of Derk(OX) and of t being given by the analogues of the formulas
in (8.19):
(8.20)

D ·(u⊗∂jt δ) = Du⊗∂jt δ−D(f)u⊗∂j+1
t δ and t·(u⊗∂jt δ) = fu⊗∂jt δ−ju⊗∂

j−1
t δ

for every D ∈ Derk(OX) and u ∈M.

Example 8.27. Besides Bf , one important example is that of

B′f := ι+
(
OX [1/f ]

)
=
⊕
j≥0

OX [1/f ]∂jt δ.

Remark 8.28. If U is an open subset of X, we consider the restriction g = f |U
of f , and let ιf : X ↪→ X ×A1 and ιg : U ↪→ U ×A1 be the corresponding graph
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embeddings. It is then clear that for every coherent DX -module M, we have a
canonical isomorphism

(ιg)+(M|U ) ' (ιf )+(M)|U
(recall that we consider both sides as sheaves on U). In this case it follows from
Remark 8.6 that if V •(ιf )+M is a V -filtration on (ιf )+(M), then V •(ιf )+M|U
gives a V -filtration on (ιg)+(M|U ).

Remark 8.29. It follows from the definition that if M has a V -filtration with
respect to f , then t · GrαV (ι+M) = 0 for all α ∈ Q. A related fact is that as a
DX -module, GrαV (ι+M) = 0 is supported on H for all α ∈ Q. Indeed, note that if

u ∈ V αι+(M) ∩
∑
j≤pM⊗ ∂

j
t δ, then

fu = tu+ (f − t)u ∈ V >αι+(M) +

V αι+(M) ∩
∑
j≤p−1

M⊗ ∂jt δ

 .

We deduce arguing by induction on p that fp+1u ∈ V >αι+(M).

Remark 8.30. It follows from the formula (8.20) that in ι+(M) we have

(8.21) t ·
N∑
i=0

ui⊗∂itδ = fuN⊗∂Nt δ+(fuN−1−NuN )⊗∂N−1
t δ+ . . .+(fu0−u1)⊗δ.

We deduce that multiplication by t on ι+(M) is injective (or bijective) if and only
if multiplication by f on M is injective (respectively, bijective). We thus conclude
using Corollary 8.24 that if M admits a V -filtration with respect to f and M has
no f -torsion (or multiplication by f is invertible), then for every u ∈ ι+(M) and
α ∈ Q, we have u ∈ V αι+(M) if and only if tu ∈ V α+1ι+(M) (respectively, for
every α ∈ Q, we have t · V αι+(M) = V α+1ι+(M)).

Remark 8.31. If U = XrH, then ι(U) is contained in the complement of the
hypersurface defined by t, hence it follows from Remarks 8.7 and 8.28 that if M
has a V -filtration with respect to f , then V αι+(M)|U = ι+(M)|U for all α ∈ Q.
Moreover, if f is invertible (so H = ∅), then everyM has a V -filtration with respect
to f .

Example 8.32. Note that Supp(M) ⊆ H if and only if Supp
(
ι+(M)

)
⊆ X ×

{0} and in this case it follows from Example 8.19 that M has a V -filtration with
respect to f . Moreover, we have V αι+(M) = 0 for all α > 0 and

Gr0
V

(
ι+(M)

)
'
{
u ∈ ι+(M) | t · u = 0

}
=

∑
j≥0

fj

j! u0 ⊗ ∂jt δ | u0 ∈M

 ,

where the last equality follows easily from formula (8.21) (note that f ju = 0 for
j � 0 by the assumption on M).

Remark 8.33. We note that if f defines a smooth hypersurface in X, then
the two notions of V -filtrations determine each other. More precisely, we have a V -
filtration onM with respect to f if and only if we have a V -filtration on ι+(M) with
respect to t. Indeed, this follows from Proposition 8.22, since t◦ι = f . Moreover, an
easy computation using the proposition implies that the two V -filtrations determine
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each other as follows: if we choose local coordinates x1, . . . , xn−1, y on X, with
y = f , then

V αι+(M) =
∑
j≥0

∂jy · (V αM⊗ δ).

For example, if we take M = OX , then it follows from Example 8.18 that if
the hypersurface defined by f is smooth, then the V -filtration on Bf is given by

V αι+(OX) = DX · ydαe−1δ =
∑
j≥0

OX · ∂jyydαe−1δ for all α ∈ Q,

with the convention that ym = 1 if m ≤ 0. In particular, we see that V 1ι+(OX) =
ι+(OX).

Example 8.34. For a more interesting example, let us consider the case of a
simple normal crossing divisor. Suppose that x1, . . . , xn are algebraic coordinates
on X, and f =

∏r
i=1 x

ai
i , where a1, . . . , ar are positive integers. For every λ ∈ Q,

we put

I(fλ) =
(
x
dλa1e−1
1 · · ·xdλare−1

r ),

with the convention that this is OX for λ < 0. It is clear from the formula that
I(fλ1) ⊆ I(fλ2) if λ1 ≥ λ2). Note also that we have f · I(fλ) ⊆ I(fλ+1), with
equality if λ > 0.

Let us show that if we put

(8.22) V λι+(OX) =
∑
j≥0

DX · I(fλ+j)∂jt δ for all λ ∈ Q,

then V •ι+(OX) is a V -filtration with respect to t. A more general result is proved
in [Sai90, Theorem 3.4], with a rather involved proof. We here give a direct
proof, by checking that the formula in (8.22) satisfies the properties of the V -
filtration. It is clear that this is a decreasing, exhaustive filtration. Note also that
if N = lcm(a1, . . . , ar), then I(fλ) is constant for λ ∈ (i/N, (i + 1)/N ] for every
i ∈ Z, hence the filtration we defined on ι+(OX) has the same property, and thus
it is discrete and left continuous.

Note first that the sum in the formula (8.22) can be replaced by a finite sum.
Indeed, for every i, with 1 ≤ i ≤ r, and every b ∈ Zr≥0, we have

(xi∂xi − bi) · xb∂
j
t δ = −aixa+b∂j+1

t ,

which implies

I(fλ+1)∂j+1
t δ ⊆ DX · I(fλ)∂jt δ for λ > 0.

This implies that for λ > 0 we have V λι+(OX) = DX · I(fλ)δ and, more generally,
we have

V λι+(OX) =
∑

j≤max{1−λ,0}

DX · I(fλ+j)∂jt for all λ ∈ Q.

This implies that every V λι+(OX) is finitely generated over DX (hence also over
V 0DX×A1).

Note next that for every j ≥ 0, we have

t · I(fλ+j)∂jt δ ⊆ I(fλ+j+1)∂jt δ + I(fλ)∂j−1
t δ ⊆ V λ+1ι+(OX),



110 8. V -FILTRATIONS AND BERNSTEIN-SATO POLYNOMIALS

so t · V λι+(OX) ⊆ V λ+1ι+(OX) for every λ ∈ Q. Moreover, this is an equality for
λ > 0. Indeed, we have seen that in this case we have

V λ+1ι+(OX) = DX · I(fλ+1)δ = f · I(fλ)δ = t · I(fλ)δ = t · V λι+(OX).

Note also that we have

∂t · I(fλ+j)∂jt = I(fλ+j)∂j+1
t δ ⊆ V λ−1ι+(OX),

hence ∂t · V λι+(OX) ⊆ V λ−1ι+(OX) for all λ ∈ Q.
In order to conclude, it is enough to show that if b ∈ Zr≥0 is such that xb ∈

I(fλ+j), then

(∂tt− λ)rxb∂jt δ ∈ V >αι+(OX).

Note that xb∂jt δ ∈ V >λι+(OX), unless there is i such that bi = (λ + j)ai − 1. In
this case, if e1, . . . , er is the standard basis of Zr, a simple computation gives

∂xi · xb+ei∂
j
t δ = (bi + 1)xb∂jt δ − aixa+b∂j+1

t δ = −ai(∂tt− λ)xb∂jt δ.

We thus see that if J =
{
i | bi = (λ+ j)ai − 1

}
, then

(∂tt− λ)|J| · xb∂jt δ ∈ DX · xb
′
∂jt δ,

for some b′ ∈ Zr≥0 such that xb
′ ∈ I(fλ

′+j) for some λ′ > λ. We thus conclude that

(∂tt− λ)|J| · xb∂jt δ ∈ V >λι+(OX).

We now discuss the connection between V -filtrations and b-functions. Suppose
that M is a coherent DX -module on which multiplication by f is bijective. Recall
that in this case we have a DX [s]-module M[s]fs on X (see Chapter 6.5). In
fact, we have on M[s]fs an action of DX〈t, s〉, where t acts on M[s]fs via the
automorphism T . We note that since ts = (s + 1)t, it follows from Lemma 8.2
that we have an injective homomorphism DX〈t, s〉 ↪→ DX〈t, ∂t〉, with s mapping to
−∂tt.

Proposition 8.35. IfM is a coherent DX -module on which multiplication by
f is bijective, then we have an isomorphism of DX〈t, s〉-modules

(8.23) τ : M[s]fs
∼→ ι+(M), P (s)ufs 7→ P (−∂tt)(u⊗ δ).

Moreover, the action of ∂t on the right-hand side corresponds to the action of
(−s)T−1 on the left-hand side.

Proof. Let’s check the compatibility of τ with the DX〈t, s〉-action. It is clear
that τ is OX [s]-linear, hence we only need to check the compatibility with the action
of Derk(OX) and that of t. Note that

τ
(
t · P (s)ufs) = τ

(
P (s+ 1)fufs

)
= P (−∂tt+ 1)fu⊗ δ

= P (−∂tt+ 1)tu⊗ δ = tP (−∂tt)u⊗ δ = t · τ
(
P (s)ufs

)
,

where the second to last equality follows from Lemma 8.2i).
Suppose now that D ∈ Derk(OX). We have

τ
(
D·P (s)ufs) = τ

(
P (s)Dufs+sP (s)D(f)

f ufs
)

= P (−∂tt)Du⊗δ−P (−∂tt)∂ttD(f)
f u⊗δ

= P (−∂tt)Du⊗ δ − P (−∂tt)D(f)u⊗ ∂tδ, while

D · τ
(
P (s)ufs

)
= D · P (−∂tt)u⊗ δ = P (−∂tt)

(
Du⊗ δ −D(f)u⊗ ∂tδ

)
,

hence τ
(
D · P (s)ufs) = D · τ

(
P (s)ufs

)
.
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Note next that it follows from the second formula in Lemma 8.2ii) that

(−1)mτ
(
s(s− 1) · · · (s−m+ 1)ufs

)
= fmu⊗ ∂mt δ for all m.

Since k[s] has a basis given by
∏m−1
j=0 (s− j), for m ≥ 0, and since multiplication by

f is invertible on M , it follows that τ is a bijective map. This completes the proof
of the proposition. �

Definition 8.36. Let M be a coherent DX -module. We say that a section
w ∈ ι+(M) has a b-function if there is a nonzero b(s) ∈ k[s] such that b(s)w ∈
V 1DX×A1 · w. In this case it follows that the set of such polynomials b(s) is a
nonzero ideal of k[s]. Its monic generator is the b-function bw(s).

Remark 8.37. With the notation in the above definition, we note that in fact

bw(s) satisfies bw(s) · V
0DX×A1 ·w

V 1DX×A1 ·w = 0. This is due to the fact that V 0DX×A1 =

DX [s] + V 1DX×A1 and bw(s) commutes with the elements of DX [s].
Moreover, if N = V 0DX×A1 ·w, then bw is the minimal polynomial of the action

of s onN/tN . This follows from the fact that V 1DX×A1 ·w =
(
t·DX〈s, t〉

)
·w = tN .

Remark 8.38. Suppose that X = U1∪. . .∪Ur is an open cover,M is a coherent
DX -module, and f ∈ OX(X) is nonzero. If fj = f |Uj and ιf : X ↪→ X ×A1 and

ιfj : Uj ↪→ Uj×A1 are the corresponding graph embeddings, then we have canonical
isomorphisms

ιfj (M|Uj ) ' ιf (M)|Uj .
w ∈ Γ

(
X, ι+(M)

)
and wj = w|Uj , then it follows from definition that

bw = lcm
{
bwj | 1 ≤ j ≤ r}

(this means that bw exists if and only if each bwj exists, and if this is the case, then
we have the stated equality).

Remark 8.39. Note that if w ∈ ι+(M) and p ∈ OX(X) is an invertible func-
tion, then bw exists if and only if bpw exists and, if this is the case, then bw = bpw.
Indeed, if b(s)w = Q · w, for some Q ∈ V 1DX×A1 , then

b(s)pw = (pQ) · w = (pQp−1)pw

and pQp−1 ∈ V 1DX×A1 . This implies that if bw exists, then bpw exists and bpw
divides bw. The converse follows by symmetry since p is invertible.

Remark 8.40. Keeping the notation in Definition 8.36, note that if multipli-
cation by f is invertible on M and w = u ⊗ δ ∈ ι+M, then w corresponds to
ufs via the isomorphism τ in Proposition 8.35 and in this case bw(s) is the monic
polynomial of minimal degree such that bw(s)ufs ∈ DX [s] · fufs (in particular, in
this case we recover the definition in Chapter 6.5). Indeed, this follows from the
fact that V 1DX×A1 = DX〈s, t〉 · t, hence V 1DX×A1 · (u⊗ δ) = DX [s] · (fu⊗ δ).

Remark 8.41. Given a coherent DX -module M, it is easy to compare the V -
filtrations of M with respect to f and g = pf , where p ∈ OX(X) is an invertible
function. Note that if ιf and ιg are the graph embeddings corresponding to f and
g, respectively, then ιg = ϕ ◦ ιf , where ϕ : X ×A1 → X ×A1 is the isomorphism
given by ϕ(x, t) =

(
x, p(x)t

)
, so that t ◦ ϕ = pt. We thus get an isomorphism of

DX×A1 -modules
ϕ∗(ιg)+(M) ' (ιf )+(M),
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which in turn induces an isomorphism of OX -modules

τ : (ιg)+(M)→ (ιf )+(M), τ
( N∑
j=1

uj
(g−t)j

)
=

N∑
j=1

p−juj
(f−t)j .

This has the property that τ(Pw) = τ0(P )w, where τ0 : DX〈t, ∂t〉 → DX〈t, ∂t〉 is
the isomorphism of sheaves of rings which is the identity on OX and satisfies

(8.24) τ0(t) = pt, τ0(∂t) = p−1∂t, and τ0(Q) = Q−Q(p)p−1t∂t

for Q ∈ Derk(OX) (note that, in particular, τ0(s) = s). By the last assertion in
Remark 8.8, the V -filtrations on (ιf )+(M) with respect to t and pt coincide, hence
M has a V -filtration with respect to f if and only if it has a V -filtration with
respect to g, and in this case we have

τ
(
V α(ιg)+(M)

)
= V α(ιf )+(M) for all α ∈ Q.

Moreover, since τ preserves V •DX〈t, ∂t〉 (this follows from the definition of V •DX×A1

with respect to a hypersurface, but can be deduced also from the explicit formulas
(8.24), it follows from the definition that bw = bτ(w) for every w ∈ (ιg)+(M), in the
sense that one exists if and only if the other one exists and in this case they are equal.
For example, we see that for every u ∈M and m ∈ Z≥0, if v = u⊗∂mt δ ∈ (ιg)+(M)
and w = u⊗ ∂mt δ ∈ (ιf )+(M), then

bw = bτ(w) = bp−m−1v = bv,

where the last equality follows from Remark 8.39.

The following result provides the criterion for the existence of V -filtrations in
terms of b-functions. We give the proof following an approach due to Sabbah.

Theorem 8.42. Let M be a coherent DX-module.
i) If M has a V -filtration with respect to f , then every section w ∈ ι+(M) has a b-
function. Moreover, if w ∈ V αι+(M), then all roots of bw(s) are rational numbers

γ ≤ −α such that Gr−γV (ι+M) 6= 0.
ii) Conversely, if w1, . . . , wr ∈ Γ(X,M) generate M as a DX-module and if each
wi ⊗ δ ∈ ι+(M) has a b-function whose roots are all rational, then M has a V -
filtration with respect to f .

Proof. In order to prove the assertion in i), note that by applying Remark 8.14
for the induced V -filtration on DX×A1 · w, we see that there is β such that

V βι+(M) ∩ DX×A1 · w ⊆ V 1DX×A1 · w.
Since (s+ γ) is nilpotent on GrγV (ι+M) for all γ ∈ Q and since the V -filtration is
discrete, it follows that if γ1, . . . , γr are the rational numbers γ with α ≤ γ < β and
with Gr−γV (ι+M) 6= 0, then there is N ≥ 1 such that

(s+ γ1)N · · · (s+ γr)
Nw ∈ V βι+M∩DX×A1 · w ⊆ V 1DX×A1 · w.

This implies that bw(s) divides
∏r
i=1(s+ γi)

N , proving the assertion in i).
In order to prove the statement in ii), we consider the following type of filtra-

tions, that we call pre-V -filtrations (associated to f): these are decreasing, exhaus-
tive filtrations W •ι+(M) parametrized by integers, by quasi-coherent OX -modules,
that satisfy the following properties:

a) We have V iDX×A1 ·W jι+(M) ⊆W i+jι+(M) for all i, j ∈ Z.
b) Wmι+(M) is locally finitely generated over V 0DX×A1 for every m ∈ Z.
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c) We have Wm+1ι+(M) = t ·Wmι+(M) for m� 0.
d) There is a polynomial p = pW ∈ Q[x], with all roots in Q, such that

p(∂tt−m) ·Wmι+(M) ⊆Wm+1ι+(M) for all m ∈ Z.

Our first goal is to show that there is a pre-V -filtration such that the polynomial
pW in d) above has all its roots in [0, 1). Note to start with that we have pre-V -
filtrations. Indeed, for every j ∈ Z, let

W jι+(M) :=

r∑
`=1

V jDX×A1 · (w` ⊗ δ) ⊆ ι+(M).

Since w1, . . . , wr generate M over DX , it follows that w1 ⊗ δ, . . . , wr ⊗ δ generate
ι+(M) over DX×A1 , hence W •ι+(M) is exhaustive. It is also clear that it satisfies
conditions a), b), and c) in the definition. In order to check condition d), let b` be
the b-function of w`⊗δ, so we have b`(−∂tt)·V 0DX×A1(w`⊗δ) ⊆ V 1DX×A1(w`⊗δ)
for all ` (see Remark 8.37). This implies that if p(x) =

∏r
`=1 b`(−x), then p(∂tt) ·

W 0ι+(M) ⊆ W 1ι+(M). Moreover, it follows from the definition of W •ι+(M)
and the formulas (8.16) and (8.17) that for all m ≥ 0, we have Wmι+(M) = tm ·
W 0ι+(M) and W−mι+(M) =

∑m
j=0 ∂

j
t ·W 0ι+(M). Since we have p(∂tt−m)tm =

tmp(∂tt) by Lemma 8.2, we deduce that for all m ≥ 0, we have

p(∂tt−m) ·Wmι+(M) ⊆ tmp(∂tt)W 0ι+(M) ⊆ tm ·W 1ι+(M) ⊆Wm+1ι+(M).

On the other hand, Lemma 8.2 gives p(∂tt + m)∂jt = ∂jt p(∂tt + m − j), hence for
every m ≥ 0, we have

p(∂tt+m)∂mt ·W 0ι+(M) = ∂mt p(∂tt)·W 0ι+(M) ⊆ ∂mt ·W 1ι+(M) ⊆W−m+1ι+(M),

while for 0 ≤ j ≤ m− 1, we clearly have

p(∂tt+m)∂jt ·W 0ι+(M) ⊆W−jι+(M) ⊆W−m+1ι+(M).

We thus conclude that p(∂tt + m) ·W−mι+(M) ⊆ W−m+1ι+(M) for all m ≥ 0,
concluding the proof for the fact that W •M satisfies condition d).

Note that if W •ι+(M) is a pre-V -filtration with polynomial pW and for an

integer q we put W̃mι+(M) = Wm+qι+(M), then W̃ •ι+(M) is again a pre-V -
filtration with corresponding polynomial p

W̃
(x) = pW (x− q). By taking a suitable

q (small enough) and replacingW •ι+(M) by W̃ •ι+(M), we see that we may assume
that all roots of pW are < 1.

Suppose now that λ is a root of pW and let us write pW = (x− λ)dq(x), where
q(λ) 6= 0. We define a new filtration U•ι+(M) by the formula

Umι+(M) := Wm+1ι+(M) + (∂tt−m− λ)d ·Wmι+(M) for all m ∈ Z.

It is clear that this is a decreasing, exhaustive filtration and it is an easy exercise
to see, using Lemma 8.2, that since W •ι+(M) satisfies conditions a), b), and c), so
does U•ι+(M). Let us show that we may take pU (x) = (x− λ− 1)dq(x). Indeed,
for every m ∈ Z, we have

(∂tt−λ−m−1)dq(∂tt−m)·Wm+1ι+(M) ⊆ q(∂tt−m)·Um+1ι+(M) ⊆ Um+1ι+(M)

by definition of U•ι+(M) and

(∂tt− λ−m− 1)dq(∂tt−m) · (∂tt−m− λ)d ·Wmι+(M)

= (∂tt− λ−m− 1)dpW (∂tt−m) ·Wmι+(M) ⊆ (∂tt− λ−m− 1)d ·Wm+1ι+(M)

⊆ Um+1ι+(M).
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We thus conclude that U•ι+(M) is a pre-V -filtration and we may take pU (x) =
(x − λ − 1)dq(x). After applying this construction finitely many times, we may
replace λ by a root in [0, 1), and after repeating the same process for the other
roots of pW , and replacing W •ι+(M) by the final pre-V -filtration, we see that we
may assume that all roots of pW lie in [0, 1).

It is now easy to construct the V -filtration on ι+(M) (in order to simplify the
notation, we will write V α and Wm for V αι+(M) and Wmι+(M)). Let α1 < . . . <
αd be the distinct roots of pW (x), which by assumption lie in the interval [0, 1).

For every m ∈ Z and every i, with 1 ≤ i ≤ d, let P
(m)
i , with Wm+1 ⊆ P (m)

i ⊆Wm

be such that P
(m)
i /Wm+1 is the generalized eigenspace with eigenvalue αi +m for

the action of ∂tt on Wm/Wm+1. It is a standard linear algebra result that we have

Wm/Wm+1 =
⊕d

i=1 P
(m)
i /Wm+1. Since ∂tt = −s is a DX [s]-linear operator and

since t · P (m)
i ⊆ Wm+1 ⊆ P

(m)
i , it follows that each Pi is a V 0DX×A1-submodule

of ι+(M). We put V m = Wm and for 1 ≤ i ≤ d, we define the V 0DX×A1-module
V m+αi such that Wm+1 ⊆ V m+αi and V m+αi/Wm+1 = Pi ⊕ . . . ⊕ Pd. Note that
by definition we have

Wm = V m = V m+α1 ⊇ V m+α2 ⊇ . . . ⊇ V m+αd ⊇Wm+1 = V m+1.

We extend this filtration to all rational numbers such that V λ takes constant value
for λ in each interval (m,m+α1], (m+α1,m+α2], . . . , (m+αd,m+ 1]. Checking
that this is indeed a V -filtration corresponding to f is a straightforward exercise.

�

In fact, once we know that a D-module has a V -filtration, this can be charac-
terized via b-functions by the condition in Theorem 8.42i).

Proposition 8.43. If a coherent DX -moduleM has a V -filtration with respect
to f , then for every α ∈ Q, V αι+(M) consists of those sections w ∈ ι+(M) with
the property that all roots of bw are ≤ −α.

Proof. We have already seen in Theorem 8.42i) that if w ∈ V αι+(M), then
all roots of bw are rational numbers ≤ −α. Conversely, suppose that all roots of
bw are ≤ −α. Let β ∈ Q be such that w ∈ V βι+(M). If β ≥ α, then we are done.
If β < α, since the V -filtration is discrete, we may assume that w 6∈ V >βι+(M)
and aim for a contradiction. Since bw(s)w ∈ V 1DX×A1 · w ⊆ V β+1ι+(M), we

have bw(s)w = 0 in GrβV
(
ι+(M)

)
. Since s + β is nilpotent on GrβV (ι+M), while

bw(s)w = 0 and bw(s) =
∏r
i=1(s+ αi) with αi ≥ α > β for all i, we conclude that

w = 0 in GrβV (ι+M), a contradiction. �

Remark 8.44. With the notation in Theorem 8.42ii), if

R =

r⋃
i=1

{
λ ∈ Q | bwi(−λ) = 0

}
,

then
R ⊆

{
α ∈ Q | GrαV (ι+M) 6= 0

}
⊆ R+ Z.

Indeed, the first inclusion follows from assertion i) in the theorem, while the second
inclusion follows from the proof of assertion ii) in the theorem.

Example 8.45. If f ∈ OX(X) is invertible and ι : X ↪→ X ×A1 is the corre-
sponding graph embedding, then it follows from Remark 8.31 that for every coherent
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DX -module M, we have a V -filtration given by V αι+(M) = ι+(M) for all α ∈ Q.
In this case it follows from Proposition 8.43 that bw = 1 for every w ∈ ι+(M).

A consequence of Theorem 8.42 is that the subcategory of DX -modules that
have a V -filtration with respect to f is closed under extensions:

Corollary 8.46. Given a short exact sequence of coherent DX -modules

0→M′ →M→M′′ → 0,

if M′ and M′′ have a V -filtration with respect to f , then so does M.

Proof. By Corollary 8.17, we may and will assume that X is affine. After
applying ι+, we get an exact sequence

0→ ι+(M′) ↪→ ι+(M)
p−→ ι+(M′′)→ 0.

We use the criterion for the existence of V -filtrations with respect to f in The-
orem 8.42. Therefore it is enough to show that every element u ∈ ι+(M) has a
b-function with roots in Q. SinceM′′ has a V -filtration with respect to f , we have
a polynomial b1(s) with roots in Q and Q1 ∈ V 1DX×A1 such that b1(s)u−Q1u ∈
ι+(M′). Since M′ has a V -filtration with respect to f , it follows that we have a
polynomial b2(s) with roots in Q and Q2 ∈ V 1DX×A1 such that

b2(s)
(
b1(s)u−Q1u

)
= Q2

(
b1(s)u−Q1u

)
.

Therefore b1(s)b2(s)u ∈ V 1DX×A1u, hence u has a b-function that divides b1b2,
and thus has rational roots. �

Corollary 8.47. If j : U ↪→ X is the inclusion of the complement of the
hypersurface defined by f and if M is a coherent DX -module such that M|U is
holonomic, thenM has a V -filtration with respect to f if and only if j+(M|U ) has
a V -filtration with respect to f .

Proof. Since M|U is holonomic, we know that j+(M|U ) is holonomic, hence
coherent. The assertion in the statement then follows from Corollaries 8.21 and 8.46,
using the fact that the kernel and the cokernel of the canonical morphism M →
j+(M|U ) are supported on the hypersurface defined by f , and thus have a V -
filtration with respect to f by Example 8.32. �

Remark 8.48. If j : U ↪→ X is the inclusion of the complement of the hyper-
surface defined by f , then it follows from Theorem 6.45 that if N is a holonomic
DU -module, then every local section of j+(N ) has a b-function. We then deduce
from Theorem 8.42 that j+(N ) has a V -filtration with respect to f if and only if
all the roots of these b-functions are rational. This is not necessarily the case even
if N is regular holonomic: for example, if M = DA1/DA1 · (∂xx − λ), for some
λ 6∈ Q, and f = x, then M' j+(M|U ) and it is easy to see that the b-function of
1⊗ δ is b(s) = (s+ λ).

We note that it is possible to make sense of the notion of V -filtration with
respect to f for arbitrary holonomic DX -modules by allowing filtrations indexed
by complex numbers (when k = C). However, we do not pursue this more general
version here.

So far, the only examples in which we could show that V -filtrations exist were
the ones in which we were able to construct them explicitly. However, once we
will prove in Section 8.4 that all roots of the Bernstein-Sato polynomial bf (s) are
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rational, we will be able to deduce from Theorem 8.42 that OX has a V -filtration
with respect to any nonzero f ∈ OX(X).

8.2.1. V -filtrations and nearby and vanishing cycles. V -filtrations have
been introduced by Malgrange [Mal83] in the case of the D-module OX and were
generalized by Kashiwara [Kas83] to the case of arbitrary holonomic D-modules.
The original indexing was by integers, the indexing by rational numbers (when it
exists) was introduced by Saito [Sai84].

The motivation for introducing the V -filtration came from the theory of van-
ishing and nearby cycles in the analytic setting. We just give a quick overview of
the basic notions involved, for a detailed discussion we refer to [Sch03]. Suppose
that X is a smooth complex algebraic variety and f : X → C is a regular func-
tion (or, more generally, a holomorphic function). Let i : Z = f−1(0) ↪→ X and
j : U = X r Z ↪→ X be the inclusion maps and consider the Cartesian diagram

Ũ
j̃ //

π̂

��

C̃∗

π

��
U

f // C∗

,

where π is the universal cover of C∗. The nearby cycle functor is given by

ψf : Dbc(CX)→ Dbc(CZ), ψf (u) = i∗(j ◦ π̂)∗(j ◦ π̂)∗(u).

We note that since the morphism π̂ is not a morphism of algebraic varieties, we are
in a different framework than that discussed in Chapter 7.2, hence the fact that
ψf (u) has constructible cohomology requires different arguments.

The canonical functorial transformation Id→ (j◦π̂)∗(j◦π̂)∗ induces a morphism
sp: i∗(u)→ ψf (u) (the specialization morphism) and ϕf (u) is defined by the exact
triangle

i∗(u)
sp−→ ψf (u)

can−→ ϕf (u)
+1−→ .

In fact, one can define an exact functor ϕf : Dbc(CX) → Dbc(CZ), the vanishing
cycle functor, such that the above exact triangle is functorial.

The automorphism of C̃∗ over C induced by a path in C∗ going once counter-

clockwise around the origin induces an automorphism of Ũ over U , and we get a
functorial automorphism, the monodromy automorphism T : ψf (u) → ψf (u) such
that the diagram

i∗(u)
sp //

Id

��

ψf (u)

T

��
i∗(u)

sp // ψf (u)

is commutative. We thus get an induced automorphism T̃ : ϕf (u) → ϕf (u) such
that we have a morphism of exact triangles

i∗(u)
sp //

Id

��

ψf (u)

T

��

can // ϕf (u)

T̃

��

+1 //

i∗(u)
sp // ψf (u)

can // ϕf (u)
+1 // .
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In this setting one defines also a functorial transformation var : ϕf (u)→ ψf (u) such

that can ◦ var = T̃ − Id and var ◦ can = T − Id.
The nearby cycle functor provides a global and functorial incarnation for the

cohomology of the Milnor fiber. Recall that if x ∈ Z, 0 < ε � 1, and Bε(x) is a
ball of radius ε with center x (with respect to a system of coordinates centered at
x), then the induced map Bε(x) ∩ f−1

(
Bδ(0) r {0}

)
→ Bδ(0) r {0} is a fibration

if 0 < δ � ε; the fiber is the Milnor fiber of f at x, denoted by Fx (one can show
that this is independent of choices, up to diffeomorphism). Note that associated
to this fibration, we have an automorphism of H∗(Fx,C), the monodromy, that
corresponds to the loop going once counterclockwise around 0 in Bδ(0). In this
case, we have

Hi(Fx,C) ' Hi
(
ψf (CX)

)
x

for every i ∈ Z≥0,

such that the monodromy corresponds to the automorphism induced by T .
It is an important result that if u is a perverse sheaf on X, then ψf (u)[−1]

and ϕf (u)[−1] are again perverse sheaves (viewed either on Z or on X). By the
Riemann-Hilbert correspondence, the functor ψf [−1] corresponds to a functor on
regular holonomic DX -modules and it is natural to ask for a direct description of
this functor. This was achieved by Malgrange [Mal83] and Kashiwara [Kas83],
see also Saito [Sai88, Chapter 3.4].

Suppose thatM is a regular holonomic DX -module that has a V -filtration with
respect to f and let u = DRan

X (M), so u is a perverse sheaf by Theorem 7.37, and
thus ψf (u)[−1] and ϕf (u)[−1] are perverse sheaves as well. One can show that we
have a decomposition T = Ts · Tu on ψf (u)[−1] in semisimple and unipotent part
and we get a decomposition

ψf (u)[−1] =
⊕
λ

ψf,λ(u)[−1],

where ψf,λ(u)[−1] = Ker
(
(T − λId)N

)
for N � 0. Moreover, each ψf,λ(u) is

preserved by the action of Tu. We get similar decompositions T̃ = T̃sT̃u and
ϕf (u)[−1] =

⊕
λ ϕf,λ(u)[−1]. Note that for every λ 6= 1, we have an isomorphism

ψf,λ[−1] ' ϕf,λ[−1] induced by can[−1].
The main result here is that each GrαV (ι+M) is a holonomic DX -module and

that we have

ψf (u)[−1] '
⊕

α∈(0,1]

DRan
X

(
GrαV (ι+M)

)
and ϕf (u)[−1] '

⊕
α∈[0,1)

DRan
X

(
GrαV (ι+M)

)
,

such that

ψf,λ(u)[−1] ' DRan
X

(
GrαV (ι+M)

)
and ϕf,λ(u)[−1] ' DRan

X

(
GrαV (ι+M)

)
,

where λ = exp(−2πiα), and the actions of Tu and T̃u are obtained after applying
DRan

X to the map exp
(
2πi(∂tt− α)

)
. Furthermore, the maps

ψf,1(u)[−1]→ ϕf,1(u)[−1] and ϕf,1(u)[−1]→ ψf,1(u)[−1]

induced by can and var, respectively, are obtained by applying DRan
X to the maps

Gr1
V (ι+M)

−∂t·−→ Gr0
V (ι+M) and Gr0

V (ι+M)
t·−→ Gr1

V (ι+M).
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8.3. The Bernstein-Sato polynomial: first properties and examples

Let X be a smooth irreducible variety and f ∈ OX(X) nonzero. Recall that,
by definition, bf (s) ∈ k[s] is the monic polynomial of minimal degree such that
bf (s)fs ∈ DX [s] · fs+1 in OX [1/f, s]fs (for every m ∈ Z, it is common to write
fs+m for fm · fs).

Remark 8.49. If X = U1 ∪ . . . ∪ Ur is an open cover and fi = f |Ui , then

bf = lcm
{
bfi | 1 ≤ i ≤ r}.

This is clear from the definition (and it is a special case of the assertion in Re-
mark 8.38).

Proposition 8.50. If X is affine, with R = OX(X), then a polynomial b(s) ∈
k[s] is divisible by bf (s) if and only if there is P ∈ DR[s] such that

(8.25) b(m)fm = P (m) · fm+1 in Rf

for infinitely many m ∈ Z (equivalently, for all m ∈ Z).

Proof. We only need to show that if (8.25) holds for infinitely many m ∈ Z,
then

(8.26) b(s)fs = P (s) · fs+1

(the converse follows by Remark 6.48). Note that if we write P =
∑d
i=0 Pis

i, for
some Pi ∈ DR, then for every i, we can write

Pi · fs+1 = Qi(s)f
s

for some Qi ∈ Rf [s]. Therefore the condition in (8.26) is equivalent to having∑d
i=0 s

iQi(s) = b(s) in Rf [s]. On the other hand, condition (8.25) says precisely

that
∑d
i=0m

iQi(m) = b(m). Since Rf is a domain containing Q and a nonzero
polynomial with coefficients in a domain can have at most finitely many roots, we

conclude that if (8.25) holds for infinitely many m ∈ Z, then in fact
∑d
i=0 s

iQi(s) =
b(s). �

Proposition 8.51. If f is not invertible, then bf (−1) = 0.

Proof. Specializing s to −1 in (6.4) (see Remark 6.48), we conclude that

bf (−1) 1
f ∈ DX · 1 ⊆ OX .

Since f is not invertible, this implies bf (−1) = 0. �

Definition 8.52. If f ∈ OX(X) is nonzero and noninvertible, it follows from
the above proposition that bf (s) is divisible by (s+ 1). The reduced Bernstein-Sato

polynomial of f is b̃f (s) = bf (s)/(s+ 1).

Proposition 8.53. The Bernstein-Sato polynomial bf (s) only depends on the
hypersurface defined by f .

Proof. This is a special case of the assertion in Remark 8.24.
�

Example 8.54. If f ∈ OX(X) is invertible, then bf = 1. Indeed, it follows
from Proposition 8.53 that we may take f = 1. In this case we have fm = 1 · fm+1

for all m ∈ Z, hence it follows from Proposition 8.50 that bf divides 1, hence bf = 1.
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Example 8.55. Suppose that f ∈ OX(X) defines a nonempty smooth hyper-
surface in X. In this case we have bf (s) = s+1. Indeed, it follows from Remark 8.49
that it is enough to prove the assertion when we have coordinates x1, . . . , xn on X
such that f = x1 (note that if U ⊆ X is an open subset such that f |U is invertible,
then bf |U (s) = 1 by Example 8.54). In this case we have

∂x1 · xs+1
1 = (s+ 1)xs1,

hence bf (s) divides (s+ 1). The fact that bf (s) = s+ 1 now follows from Proposi-
tion 8.51.

In general, the Bernstein-Sato polynomial bf is a measure of the singularities
of the hypersurface defined by f . In Section 8.5.1 we will discuss its connection
with other invariants of singularities.

Definition 8.56. If Z is a hypersurface in X, we can define the Bernstein-Sato
polynomial bZ ∈ k[s] as follows. We consider an open cover X = U1 ∪ . . .∪Ur such
that Z ∩ Ui is defined in Ui by fi ∈ OX(Ui) and put

bZ = lcm
{
bfi | 1 ≤ i ≤ r

}
.

It is an easy consequence of Remark 8.49 and Proposition 8.53 that this definition
does not depend on the choice of cover or the choice of the functions fi. Further-
more, if Z is nonempty, then it follows from Proposition 8.51 that bZ is divisible

by (s+ 1) and we put b̃Z = bZ/(s+ 1).

It is convenient to also consider a local version of the Bernstein-Sato polynomial.

Remark 8.57. If f ∈ OX(X) is nonzero, then it is clear that for every
nonempty open subsets U ⊆ V in X, the polynomial bf |U divides bf |V . This implies
that for any P ∈ X, there is an open neighborhood V of P such that bf |U = bf |V
for every open neighborhood U of P with U ⊆ V . The polynomial bf |V ∈ k[s] is the
Bernstein-Sato polynomial of f at P , denoted bf,P . Note that by Proposition 8.51
and Example 8.54, we have bf,P 6= 1 if and only if f(P ) = 0 and in this case (s+ 1)

divides bf,P and we put we put b̃f,P (s) := bf,P (s)/(s+ 1) ∈ k[s]; this is the reduced
Bernstein-Sato polynomial of f at P . Note that by Proposition 8.49, we have

bf = lcm{bf,P | P ∈ X}.

If Z is a hypersurface in X, then we define bZ,P for every P ∈ X and b̃Z,P for every
P ∈ Z in the obvious way.

We next discuss two easy examples. We note that even in such easy exam-
ples, while it is easy to show that the Bernstein-Sato polynomial divides a certain
polynomial, it is not easy to show that equality holds.

Example 8.58. Let f = xa11 · · ·xarr ∈ k[x1, . . . , xn], for some r ≤ n and some
positive integers a1, . . . , ar. Note that we have

∂a11 · · · ∂arr · fs+1 =

r∏
i=1

ai∏
j=1

(ais+ j)fs,

hence bf divides
∏r
i=1

∏ai
j=1

(
s+ j

ai

)
.
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Example 8.59. Let f =
∑n
i=1 x

2
i ∈ k[x1, . . . , xn]. Note that we have

∂i · fs+1 = 2(s+ 1)xif
s,

and thus

∂2
i · fs+1 = 2(s+ 1)fs + 4s(s+ 1)

x2
i

f f
s.

It follows that if ∆ =
∑n
i=1 ∂

2
i , then

∆ · fs+1 = (s+ 1)(4s+ 2n),

and thus bf divides (s+1)
(
s+ n

2

)
. In fact, we have equality, but this is not entirely

trivial: we will prove this in a more general setting in Theorem 8.61 below.

8.3.1. The Bernstein-Sato polynomial of weighted homogeneous iso-
lated singularities. If X is a smooth, irreducible variety and f ∈ OX(X) is
nonzero, then the Jacobian ideal Jf of f is defined as follows. If x1, . . . , xn are alge-

braic coordinates in an open subset U of X, then Jf |U is generated by ∂f
∂x1

, . . . , ∂f∂xn .
It is easy to see that the definition is independent of the choice of coordinates, hence
the definitions glue to give a coherent sheaf of ideals Jf ⊆ OX . We note that the
ideal Jf depends on the choice of equation f and not just on the hypersurface Z
defined by f .

Since f : X → A1 is generically smooth, it follows that in a suitable neighbor-
hood of Z the zero-locus V (Jf ) of Jf is contained in Z, and thus the singular locus
of Z is equal to V (Jf ). We say that P ∈ Z is an isolated singular point if there
is an open neighborhood U of P such that

(
U r {P}

)
∩ Z is smooth (note that P

might be a smooth point of Z, too). In this case either Jf = OX in a neighborhood
of P (if P ∈ Z is a smooth point) or, if x1, . . . , xn are algebraic coordinates in a

neighborhood of P , the generators ∂f
∂x1

, . . . , ∂f∂xn of Jf form a regular sequence at
P .

One way to approach the description of the Bernstein-Sato polynomial is by
describing the ideal AnnDX [s](f

s). In the next result, we give a description of
AnnDX (fs) in the case of isolated singularities, following [Yan78, Theorem 2.19].

Proposition 8.60. With the above notation, if Z has an isolated singular
point P and if x1, . . . , xn are algebraic coordinates in a neighborhood of P , then
the left ideal

AnnDX (fs) = {Q ∈ DX | Q · fs = 0}
is generated in a neighborhood of P by ∂f

∂xi
∂xj −

∂f
∂xj

∂xi , for 1 ≤ i < j ≤ n. In

particular, we have

{Q ∈ DX | Q · fs ∈ DX · Jffs} ⊆ DX · Jf in DX .

Proof. It is clear that the left ideal I of DX generated by ∂f
∂xi

∂xj −
∂f
∂xj

∂xi ,

for 1 ≤ i < j ≤ n, is contained in AnnDX (fs), hence we need to prove the reverse
inclusion. The assertion is easy to check when P is a smooth point of Z. Indeed, if
∂f
∂xi

(P ) 6= 0 and Q ∈ AnnDX (fs), after writing Q modulo the left ideal generated

by ∂xj −
(
∂f
∂xi

)−1 ∂f
∂xj

∂xi, we may assume that Q ∈ OX [∂xi ] and we need to show

that Q = 0. This follows from the fact that ∂mxif
s = Qmf

s, where Qm ∈ OX [1/f, s]
is a polynomial of degree m in s.

From now on we assume that P is a singular point of Z. After possibly replacing
X by a suitable open neighborhood of P , we may assume that X is affine, with
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OX(X) = R, that x1, . . . , xn are defined on X, and that ∂f
∂x1

, . . . , ∂f∂xn form a
regular sequence in R. We need to show that if Q ∈ DR is such that Q · fs = 0,
then Q lies in I. We argue by induction on the order q of Q, the case q = 0
being trivial: in this case it is clear that Q = 0. Note that for every α ∈ Zn≥0,

we can write ∂αx f
s = gαf

s−|α|, where gα ∈ R[s] has degree |α| in s, with the

coefficient of the top degree term equal to
∏
i

(
∂f
∂xi

)αi
. By Theorem 2.11, we can

write Q =
∑
|α|≤q Qα∂

α
x , with Qα ∈ OX for all α, and we see that

∑
|α|=q

Qα ·
n∏
i=1

(
∂f
∂xi

)αi
= 0.

Since ∂f
∂x1

, . . . , ∂f∂xn is a regular sequence in R, it follows that in the ring R[y1, . . . , yn]
we can write ∑

|α|=q

Qαy
α1
1 · · · yαnn =

∑
i<j

hi,j
(
∂f
∂xi

yj − ∂f
∂xj

yi
)
,

for some hi,j ∈ R[y1, . . . , yn] that are homogeneous in y1, . . . , yn, of degree q− 1. If
hi,j =

∑
β hi,j,βy

β , with hi,j,β ∈ R, then the difference

Q̃ = Q−
∑
i,j,β

hi,j,β∂
β
x

(
∂f
∂xi

∂xj −
∂f
∂xj

∂xi
)
∈ DR

has order q−1 and Q̃fs = 0. We conclude by induction that Q̃ ∈ I and thus Q ∈ I,
too.

The last assertion in the proposition is clear once we note that

∂f
∂xi

∂xj −
∂f
∂xj

∂xi = ∂xj
∂f
∂xi
− ∂2f

∂xj∂xi
− ∂xi

∂f
∂xj

+ ∂2f
∂xi∂xj

= ∂xj
∂f
∂xi
− ∂xi

∂f
∂xj
∈ DX · Jf .

�

Suppose now that X = An, with OX(X) = R = k[x1, . . . , xn]. A polyno-
mial f ∈ R is weighted homogeneous if the following condition holds: there are
w1, . . . , wn ∈ Q>0 such that if for a monomial xu = xu1

1 · · ·xunn ∈ R we put
ρ(xu) =

∑n
i=1 uiwi, then there is d such that f =

∑
ρ(xu)=d cux

u (once the wi
are fixed, we will refer to such polynomials as being w-homogeneous of degree d and
write ρ(h) = d). After possibly rescaling all the wi by the same positive rational
number, we may and will assume that ρ(f) = 1. We put |w| :=

∑n
i=1 wi.

A special role in this setting is played by the operator θ =
∑n
i=1 wixi∂i and by∑n

i=1 wi∂ixi = θ+ |w|. Note that if h is w-homogeneous, then θ(h) = ρ(h)h, hence
an easy computation gives
(8.27)
θ ·hfs =

(
s+ρ(h)

)
hfs and (w1∂1x1 + . . .+wn∂nxn) ·hfs =

(
s+ρ(h)+ |w|

)
hfs.

Note that since f = θ(f), it follows that f ∈ Jf , hence the zero-locus of V (Jf )
is precisely the singular locus of the hypersurface Z defined by f . Furthermore,
Z has an isolated singularity at 0 if and only if V (Jf ) ⊆ {0}. Indeed, if m is a
positive integer such that mwi ∈ Z for all i, then the k∗-action on X given by
λ · (u1, . . . , un) = (λmw1u1, . . . , λ

mwnun) preserves Z; if P is a singular point of Z
different from the origin, then k∗ ·P is a 1-dimensional subset of the singular locus
of Z whose closure contains 0.
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From now on we assume that f is w-homogeneous, of degree 1, with an isolated
singularity at 0. By the above discussion, we see that R/Jf is a finite-dimensional
k-vector space. We put

Σ(f) = {ρ(g) | g ∈ Rr Jf , g is w − homogeneous}.
Note that this is a finite set: if xu1 , . . . , xur are monomials whose classes in R/Jf
form a basis, then Σ(f) =

{
ρ(u1), . . . , ρ(ur)

}
. Indeed, the only thing to note is that

if h 6∈ Jf is w-homogeneous and if we write h =
∑r
i=1 cix

ui + g, where ci ∈ k for all
i and g ∈ Jf , since Jf is generated by w-homogeneous elements, we may assume
that g is w-homogeneous, with ρ(h) = ρ(g) = ρ(xui) for all i such that ci 6= 0 (note
also that some ci must be nonzero since g 6∈ Jf ).

In this case, the formula for the Bernstein-Sato polynomial is given by the
following result:

Theorem 8.61. If w1, . . . , wn ∈ Q>0 are such that f ∈ R = k[x1, . . . , xn] is
w-homogeneous, of degree 1, and if f has an isolated singularity at 0, then

(8.28) bf (s) = (s+ 1) ·
∏

λ∈Σ(f)

(
s+ λ+ |w|).

Proof. We give an argument following [BGM86]. We first show that bf (s)
divides (s+ 1) ·

∏
λ∈Σ(f)

(
s+ λ+ |w|), or equivalently, that

(8.29) (s+ 1) ·
∏

λ∈Σ(f)

(
s+ λ+ |w|)fs ∈ An[s]fs+1.

It is convenient to prove, more generally, that if h ∈ R is w-homogeneous, then

(8.30)
∏

λ∈Σ(f),λ≥ρ(h)

(
s+ λ+ |w|)hfs ∈ An[s] · Jffs.

If we know this for h = 1, then we can write∏
λ∈Σ(f),λ≥0

(
s+ λ+ |w|)fs =

n∑
i=1

Pi · ∂f∂xi f
s

for some P1, . . . , Pn ∈ An[s], in which case, we have

(s+ 1) ·
∏

λ∈Σ(f)

(
s+ λ+ |w|)fs =

n∑
i=1

(s+ 1)Pi
∂f
∂xi

fs = (P1∂1 + . . .+ Pn∂n) · fs+1,

hence (8.29) holds.
Note first that (8.30) clearly holds if h ∈ Jf , hence from now on we assume

that h 6∈ Jf and argue by descending induction on ρ(h). Suppose first that h is
such that ρ(h) is the largest element of Σ(f), in which case we have xif ∈ Jf for
1 ≤ i ≤ n. In this case it follows from (8.27) that we have(

s+ ρ(h) + |w|
)
hfs =

n∑
i=1

wi∂i(xih)fs ∈ An · Jffs.

Suppose now that h 6∈ Jf and we know that (8.30) holds for all h′ that are
w-homogeneous, with ρ(h′) > ρ(h). In particular, it holds for xih for all i, hence∏

λ′∈Σ(f),λ′>ρ(h)

(
s+ λ′ + |w|

)
xihf

s ∈ An · Jffs for 1 ≤ i ≤ n.



8.3. THE BERNSTEIN-SATO POLYNOMIAL: FIRST PROPERTIES AND EXAMPLES 123

We thus deduce using (8.27) that∏
λ∈Σ(f),λ≥ρ(h)

(
s+ λ+ |w|

)
hfs =

∏
λ∈Σ(f),λ>ρ(h)

(
s+ λ+ |w|

)
·
(
s+ ρ(h) + |w|

)
hfs

=
∏

λ∈Σ(f),λ>ρ(h)

(
s+ λ+ |w|

)
·
n∑
i=1

wi∂i(xih)fs ⊆ An[s] · Jffs.

This completes the proof of the induction step and thus that of (8.29).
We next need to show that (s + 1) ·

∏
λ∈Σ(f)

(
s + λ + |w|) divides bf (s), or

equivalently, that for every h ∈ R r Jf that is w-homogeneous, if λ = ρ(h), then

b̃f
(
−λ−|w|

)
= 0. By definition of the reduced Bernstein-Sato polynomial, we can

write

(8.31) (s+ 1)̃bf (s)fs = P · fs+1,

for some P ∈ An[s]. By Theorem 2.11, we may write P =
∑n
i=1 Pi∂i + Q, where

Q ∈ R[s] and Pi ∈ An[s]. The equality (8.31) becomes

(s+ 1)̃bf (s)fs = Q · fs+1 + (s+ 1) ·
n∑
i=1

Pi
∂f
∂xi
· fs.

We can thus write Q = (s+ 1)T for some T ∈ R[s] and we have

b̃f (s)fs = Q0 · fs+1 +

n∑
i=1

Pi
∂f
∂xi
· fs ∈ An[s] · Jffs,

where we use the fact that f ∈ Jf .
Note also that

(8.32) An[s] · Jffs ⊆ An · Jffs.

Indeed, we have sfs = θfs and
[
θ, ∂f∂xi

]
= θ

(
∂f
∂xi

)
= (1 − wi) ∂f∂xi (due to the fact

that ∂f
∂xi

is w-homogeneous with ρ
(
∂f
∂xi

)
= 1− wi), hence

s ∂f∂xi f
s = (θ − 1 + wi)

∂f
∂xi

fs.

We thus conclude that b̃f (s)fs ∈ An · Jffs, hence also

(8.33) b̃f (s)hfs ∈ An · Jffs.
Note now that by (8.27), we have(

n∑
i=1

wi∂ixi

)
· hfs =

(
s+ λ+ |w|

)
hfs.

Let us write b̃f (s) =
(
s+ λ+ |w|

)
q(s) + a, for some q ∈ k[s] and some a ∈ k. Our

goal is to show that a = 0. Since

b̃f (s)hfs = ahfs +

(
n∑
i=1

wi∂ixi

)
· q(s)hfs ∈ An · Jffs

and since q(s)fs ∈ An · fs (this follows using again sfs = θfs), we conclude that
there is P ∈ An such that

ahfs +

(
n∑
i=1

wi∂ixi

)
· Pfs ∈ An · Jffs,
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in which case, we conclude from Proposition 8.60 that

ah+

(
n∑
i=1

wi∂ixi

)
· P ∈ An · Jf .

Since we have a direct sum decomposition An =
⊕

α∈Zn≥0
∂αR that induces the

decomposition An · Jf =
⊕

α∈Zn≥0
∂αJf , we conclude that ah ∈ Jf . Since h 6∈ Jf ,

it follows that a = 0, hence b̃f
(
− λ − |w|

)
= 0. This completes the proof of the

theorem. �

Example 8.62. If f =
∑n
i=1 x

ai
i , with ai ≥ 2 for all i, then

Jf = (xa1−1
1 , . . . , xan−1

n ),

so k[x1, . . . , xn]/Jf has a basis given by xi11 · · ·xinn , with 0 ≤ ip ≤ ap − 2 for
1 ≤ p ≤ n. Note that f is w-homogeneous, with ρ(f) = 1, where wi = 1

ai
for all i.

We thus conclude that

Λ :=
{
λ+ |w| | λ ∈ Σ(f)

}
=
{
i1
a1

+ . . .+ in
an
| 1 ≤ ip ≤ ap − 1 for 1 ≤ p ≤ n

}
.

By Theorem 8.61, we have bf (s) = (s+ 1) ·
∏
λ∈Λ(s+ λ).

8.3.2. An application to complex powers. We next briefly discuss the
original application of b-functions to the meromorphic continuation of complex
powers. We consider the following setting: suppose that X is a smooth affine
complex algebraic variety. We assume that we have coordinates z1, . . . , zn on X
and write dz = dz1 ∧ . . . ∧ dzn. The classical case is that when X = Cn.

Suppose that f ∈ OX(X) is a regular function. For every real function ϕ on
X, which is smooth (that is, C∞) and with compact support, and every s ∈ C with
Re(s) > 0, we consider

Zf,Φ(s) :=

∫
Xan

|f |2sΦ dzdz.

Recall that for a ∈ R>0 and λ ∈ C, we have aλ = exp
(
λ · log(a)

)
. Of course,

in the above integral we can ignore those P ∈ Xan with f(P ) = 0, which form a
set of measure 0.

Proposition 8.63. The function Zf,Φ is well-defined and holomorphic in the
half-plane H0 = {s | Re(s) > 0}.

Proof. Note that if s ∈ H0, then ||f(x)|2s| = |f(x)|2Re(s), so if |f(x)| ≤ M
for x ∈ Supp(Φ), we have

||f(x)|2sΦ(x)| ≤M2Re(s)sup|Φ|.
Since we integrate on the support of Φ, which is compact, it follows that Zf,Φ(s) is
well-defined for s ∈ H0.

By Morera’s theorem, in order to show that Zf,Φ is holomorphic in H0, it is
enough to show that Zf,Φ is continuous onH0 and for every closed smooth curve γ in
H0, we have

∫
γ
Zf,Φ(s)ds = 0. Both these assertions follow easily using Lebesgue’s

dominated convergence theorem. �

It was a question of I. Gel’fand (ICM, Amsterdam, 1954) whether Zf,Φ admits
a meromorphic extension to C. In fact, one would like to do this uniformly in Φ
(more precisely, given any s0 ∈ C, one would like to find N = N(s0) such that
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(s − s0)NZf,Φ is holomorphic in a neighborhood of s0 for all Φ). This is easy to
do, using an argument via integration by parts, when f is a monomial za11 · · · zann .
A few years after Hironaka’s proof of resolution of singularities in [Hir64], an
affirmative answer to I. Gel’fand’s question was given independently by Bernstein-
S. Gel’fand [BG69] and Atiyah [Ati70], based on Hironaka’s result. The idea is
to use resolution of singularities and the Change of Variable formula to reduce the
assertion to the monomial case.

A second solution to I. Gel’fand’s question was given shortly afterwards by
Bernstein [Ber72], directly extending the integration by parts argument mentioned
above, using the existence of the b-function. We sketch the argument in what
follows.

By definition of bf , we have a relation of the form

bf (s)fs = P · fs+1.

Note that if we are in an open subset U of X where a branch of log(f) is defined,
so fs = exp

(
s · log(f)

)
is defined, then we can write

bf (s)bf (s)|f |2s = bf (s)fs · bf (s)f
s

= (P · fs+1) · (P · fs+1
) = Q · |f |2(s+1),

where Q = P ·P . The last equality follows from the fact that if P ∈ OX [∂z1 , . . . , ∂zn ]
and g and h are holomorphic functions, then P · (g · h) = h(P · g) and P · (gh) =
g(P · h) = g · P · h. Using the Stokes theorem, we thus see that if s ∈ H0, then we
can write

(8.34) bf (s)bf (s) · Zf,Φ(s) =

∫
Xan

(
Q · |f |2(s+1)

)
· Φdzdz =

∫
Xan

|f |2(s+1)Ψ dzdz,

with Ψ = Q̃ · Φ, where Q̃ is the adjoint of Q (we use here the fact that Φ has
compact support). Note that the right-hand side of (8.34) is in fact holomorphic in
the half-space

{
s | Re(s) > −1

}
by Proposition 8.63, since Ψ is a smooth function,

with compact support. We can now multiply by bf (s + 1)bf (s + 1) and repeat.
The conclusion is that indeed, Zf,Φ admits a meromorphic extension such that
for every positive integer m, in the half-space

{
s | Re(s) > −m

}
, the function∏m−1

i=0 bf (s + i)bf (s + i) · Zf,Φ(s) is holomorphic. In particular, we see that every

pole of Zf,Φ is of the form λ−j or λ−j, for some root λ of bf and some nonnegative
integer j (we will see in the next chapter that, in fact, such λ is a negative rational
number).

8.4. Rationality of the roots of the Bernstein-Sato polynomial

We fix a smooth, irreducible n-dimensional algebraic variety X over an alge-
braically closed field k of characteristic 0. Our main goal in this section is to prove
the following theorem of Kashiwara [Kas77]:

Theorem 8.64. If f ∈ OX(X) is nonzero, then all roots of the Bernstein-Sato
polynomial bf (s) are negative rational numbers.

By combining this result with Theorem 8.42, we obtain the following

Corollary 8.65. The DX -module OX has a V -filtration with respect to any
nonzero f ∈ OX(X).
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In order to relate the roots of the Bernstein-Sato polynomial to other invariants
of singularities, it is useful to give an estimate of these roots in terms of a log
resolution of the pair (X,H), where H is the hypersurface defined by f . Such an
estimate was also given by Kashiwara in [Kas77], but the optimal one was given
by Lichtin [Lic89], using a slight modification of Kashiwara’s argument. We begin
by reviewing some terminology related to log resolutions.

Definition 8.66. Let X be a smooth variety and H a hypersurface in X. A
log resolution of (X,H) is a projective morphism π : Y → X such that the following
conditions hold:

i) π is an isomorphism over XrH (it is often enough to only assume that π
is birational, but for us it will be important to put this stronger condition).

ii) Y is a smooth variety.
iii) The divisor π∗(H) on Y has simple normal crossings5.

Log resolutions as above exist by Hironaka’s fundamental result. In the setting
of the above definition, we will use the following notation: we write π∗(H) =∑N
i=1 aiEi, where the Ei are mutually distinct prime divisors on Y . Note that the

largest open subset U of X with the property that π is an isomorphism over U
satisfies codimX(X r U) ≥ 2 (this is a consequence of the valuative criterion for
properness, since X is normal and π is proper). It follows that if Z is a prime divisor

on X, then Z∩U 6= ∅; the strict transform Z̃ of Z is π−1(Z ∩ U). Note that a prime
divisor E on Y either intersects π−1(U) (in which case it is the strict transform of
a prime divisor on X) or satisfies dim

(
π(E)

)
≤ n− 2 (in which case we say that E

is an exceptional divisor). In our setting, we see that every exceptional divisor is an
irreducible component of π∗(H); moreover, the irreducible components of π∗(H)
that are not exceptional are strict transforms of the irreducible components of H.

We will also consider the relative canonical divisor KY/X . This is defined as
follows: the canonical morphism π∗(ΩX)→ ΩY induces a morphism of line bundles
π∗(ωX) → ωY and KY/X is the effective divisor defined by the corresponding

(nonzero) section of ωY ⊗OY π∗(ωX)−1. If π is an isomorphism over U , then it is
clear that Supp(KY/X) ⊆ π−1(X r U). In particular, we see that we can write

KY/X =
∑N
i=1 kiEi. Moreover, if Ei is not exceptional, then ki = 0. One can

also show that if Ei is an exceptional divisor, then ki > 0; this is a consequence of
Zariski’s Main Theorem that we leave as an exercise for the interested reader since
we will not not need it.

If H is defined by f ∈ OX(X) and π : Y → X is a log resolution of (X,H) as
above, then it was shown in [Kas77] that every root of bf is of the form − `

ai
for

some i and some positive integer `, while the result in [Lic89] says that it is of the
form −ki+`ai

for some i and some positive integer `. In fact, we will prove a similar

result for more general elements of OX
[

1
f , s
]
fs ' ι+

(
OX [1/f ]

)
, following [DM22].

Recall that ι : X ↪→ X × A1 is the graph embedding given by ι(x) =
(
x, f(x)

)
.

While the more general assertions are more technical, we will use them in the
next section to relate the Bernstein-Sato polynomial and the V -filtration to other

5We have defined this notion for reduced divisors in Chapter 7.4.1. An arbitrary effective

divisor D on the smooth variety Y has simple normal crossings if Dred does; explicitly, around
every point on Y , there are algebraic coordinates y1, . . . , yn such that D is defined by

∏n
i=1 y

ai
i

for some nonnegative integers a1, . . . , an.
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invariants of singularities. We are interested in the b-function of elements of the
form g∂mt δ ∈ ι+(OX). The result that we prove is the following:

Theorem 8.67. Let X be a smooth, irreducible algebraic variety and f ∈
OX(X) nonzero, defining the hypersurface H. Given a log resolution π : Y → X of
(X,H), if we write

π∗(H) =

N∑
i=1

aiEi and KY/X =

N∑
i=1

kiEi,

then the following hold:

i) Every root of bf is of the form −ki+`ai
, for some i with 1 ≤ i ≤ N and some

positive integer `. In particular, for every u ∈ ι+
(
OX [1/f ]

)
, all roots of

bu are rational numbers.
From now on, suppose also that m is a nonnegative integer and g ∈

OX(X) is nonzero. We denote by bi the coefficient of Ei in π∗
(
div(g)

)
.

ii) Every root of bg∂mt δ is ≤ −min
{

1, ki+bi+1
ai

−m | 1 ≤ i ≤ N
}

.

iii) Every root of bgδ is ≤ −min
{
ki+bi+1

ai
| 1 ≤ i ≤ N

}
.

iv) Every root of b∂mt δ is either a negative integer or it is of the form m− ki+`
ai

,
for some i with 1 ≤ i ≤ N and some positive integer `. Furthermore, if
H is reduced and the strict transforms of the components of H on X are
disjoint6, then we may take i such that the divisor Ei is exceptional.

We note that the second assertion in i) is a consequence of the first one: in-
deed, the fact that bf has rational roots implies, by Theorem 8.42, that we have
a V -filtration on ι+(OX), and thus on ι+

(
OX [1/f ]

)
by Corollary 8.47. Another

application of Theorem 8.42 leads to the desired conclusion.

8.4.1. Preliminary results I: The SNC case. The argument for the proof
of Theorem 8.67 has two parts. On one hand, we need to treat the case when
f defines a simple normal crossing divisor (SNC, for short). On the other hand,
we need to relate the setup on the log resolution to the original setup on our
variety X. In this section we treat the SNC case. We work in the following setup:
X is a smooth, irreducible, n-dimensional variety, and f ∈ OX(X) is a nonzero
regular function. We recall that we have a canonical isomorphism OX [1/f, s]fs '
ι+
(
OX [1/f ]

)
that maps fs to δ (see Proposition 8.35) and we have ι+(OX) ⊆

ι+
(
OX [1/f ]

)
. Note that for an element u ∈ ι+(OX), the b-function bu does not

depend on whether we consider u as an element of ι+(OX) or of ι+
(
OX [1/f ]

)
.

We begin with two general results. The first one is an extension of Proposi-
tion 8.51 when we have an auxiliary function g.

Proposition 8.68. If f, g ∈ OX(X) are nonzero, g/f 6∈ OX(X), and u = gδ ∈
ι+(OX), then (s+ 1) divides bu(s).

We note that the existence of bu is guaranteed by Theorem 6.45.

Proof. Let U ⊆ X be an affine open subset such that g/f 6∈ OX(U). By
Remark 8.38, we may replace X by U and thus assume that X = Spec(R) is affine.
Using Proposition 8.35 and the definition of bu(s), we can write

bu(s)gfs = P (s) · fgfs

6This condition can always be achieved after performing finitely many blow-ups.
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in R[1/f, s]fs, for some P ∈ DR[s]. After specializing to s = −1 (see Remark 6.48),
we obtain

bu(−1) gf = P (−1) · g ∈ R,

hence bu(−1) = 0. �

In the setting of Lemma 8.68, we write b̃u(s) = bu(s)/(s+ 1). We next prove a
result that relates the b-functions of gδ and g∂mt δ.

Proposition 8.69. With the notation in Proposition 8.68, for every nonnega-
tive integer m, the b-function bg∂mt δ exists and we have

bg∂mt δ|(s+ 1)̃bgδ(s−m).

Proof. The case m = 0 is clear, hence from now on we assume m ≥ 1. We

put b̃ = b̃gδ(s). By Remark 8.38, it is enough to show that for every affine open

subset U ' Spec(R) of X, the b-function of g∂mt δ|U divides (s+ 1)̃b(s−m). After
replacing X by U , we may thus assume that there is P ∈ DR[s] such that

(s+ 1)̃b(s)gδ = P · gfδ.

Since s + 1 = −t∂t and P (s) · gfδ = P (s)t · gδ = tP (s − 1)gδ by Lemma 8.2, we
have

−t∂tb̃(s)gδ = tP (s− 1) · gδ.

Since the action of t on ι+(OX) is injective (see Remark 8.30), we deduce that

∂tb̃(s)gδ = −P (s− 1) · gδ.

Using again Lemma 8.2, we have

(s+ 1)̃b(s−m)g∂mt δ = (s+ 1)∂mt b̃(s)gf
s = −(s+ 1)∂m−1

t P (s− 1) · gδ

= t∂mt P (s− 1) · gδ = P (s−m)t · ∂mt gδ.

Since P (s−m)t ∈ V 1DX×A1 , we conclude that bg∂mt δ exists and divides the poly-

nomial (s+ 1)̃b(s−m). �

Remark 8.70. We will show in Theorem 8.99 below that when g = 1, the
divisibility in the above proposition is, in fact, an equality.

We next consider the case of the b-function bg∂mt δ when both f and g are given
by monomials. This extends the computation in Example 8.58.

Proposition 8.71. Suppose that we have algebraic coordinates x1, . . . , xn on
X and f = v

∏n
i=1 x

ai
i and g = w

∏n
i=1 x

bi
i for nonnegative integers a1, . . . , an, b1, . . . , bn

and invertible functions v, w ∈ OX(X). If u = g∂mt δ, for a nonnegative integer m,
then bu exists and the following assertions hold:

i) If m = 0, then bu divides
∏n
i=1

∏ai
`=1

(
s+ bi+`

ai

)
.

ii) For every m, the polynomial bu divides (s+1)·
∏n
i=1

∏ai
`=1

(
s−m+ bi+`

ai

)
.

iii) If a1 = 1 and b1 = 0, then bu divides (s+ 1) ·
∏n
i=2

∏ai
`=1

(
s−m+ bi+`

ai

)
.
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Proof. Note first that we may and will assume that v = w = 1: this is a
consequence of the way the b-function changes when scaling f by an invertible
function (see Remark 8.24) and of the fact that bu = bhu if h is an invertible

function. Writing gfs+1 =
∏n
i=1 x

ais+ai+bi
i , we are led to the formula

∂a11 · · · ∂ann · gfs+1 =

n∏
i=1

ai∏
`=1

(ais+ bi + `)gfs,

which is easy to check. This gives the assertion in i).
In order to prove the assertion in ii), note that by using Lemma 8.2, we can

write

(s+ 1)∂mt t = −t∂m+1
t t = t∂mt s = t(s−m)∂mt = (s−m+ 1)t∂mt .

We thus deduce that if b(s)gδ = P (s) · tgδ, for some P ∈ DX , then

(s+ 1)b(s−m)u = (s+ 1)∂mt b(s)gδ = P (s−m)(s+ 1)∂mt tgδ

= (s−m+ 1)P (s−m)t∂mt gδ ∈ V 1DX×A1u.

Therefore the assertion in ii) follows from that in i).
Suppose now that we are in the setting of iii). Note that in this case g/f 6∈

OX(X), hence Proposition 8.68 applies, and we conclude from i) that b̃gδ divides∏n
i=2

∏ai
`=1

(
s+ bi+`

ai

)
. The assertion in iii) is then a consequence of Proposi-

tion 8.69. �

For every nonzero f ∈ OX(X), we put Nf,m := DX〈s, t〉 · ∂mt δ ⊆ ι+(OX). We
note that if f is nonconstant, then by generic smoothness we may replace X by an
open neighborhood of the hypersurface H defined by f to assume that the induced
morphism XrH → A1 r{0} is smooth. Equivalently, we have V (Jf ) ⊆ Supp(H),
where Jf is the Jacobian ideal of f . Under this assumption, we also consider the
subvariety Wf of T ∗X which is the closure of

W ◦f :=
{

(P, λ df(P ) | P ∈ X rH,λ ∈ k
}
.

We note that by our assumption, df(P ) 6= 0 for every P ∈ X rH. It is clear that
W ◦f is a rank 1 geometric subbundle of T ∗X|XrH , and thus Wf is an irreducible

(n+ 1)-dimensional subvariety of T ∗X that dominates X.

Proposition 8.72. Let f ∈ OX(X) define the nonempty hypersurface H in X
such that V (Jf ) ⊆ Supp(H) and let m be a nonnegative integer. If H has simple
normal crossings, then the following hold:

i) The DX -module Nf,m is coherent and Char(Nf,m) = Wf . In particular,
Nf,m is subholonomic7 and Nf,m/t · Nf,m is holonomic.

ii) If π : T ∗X → X is the canonical projection, then Wf ∩ π−1(H) is an
isotropic subvariety of T ∗(X).

Proof. The proof is elementary, though somewhat tedious. Both assertions
can be checked locally, hence we may and will assume that we have algebraic co-
ordinates x1, . . . , xn on X such that f = ug, where u ∈ OX(X) is invertible and
g =

∏n
i=1 x

ai
i . We assume that the coordinates are indexed such that ai > 0 if and

only if i ≤ r, so Supp(H) = V (x1 . . . xr). On T ∗X we consider the corresponding
coordinates x1, . . . , xn, y1, . . . , yn.

7This means that dim(Nf,m) = n+ 1.
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We begin by treating the case m = 1, when we simply write Nf for Nf,0 =
DX [s] · fs. We first note that Nf is not holonomic. Indeed, we have the following
decreasing sequence of DX -modules:

Nf ⊇ tNf ⊇ . . . tqNf ⊇ . . . .

If Nf is holonomic, then the above sequence is stationary by Proposition 6.37,
hence there is q ≥ 0 such that tqNf = tq+1Nf . Since the action of t on ι+(OX) is
injective, we conclude that Nf = tNf , hence δ ∈ V 1DX×A1 · δ, so bf (s) = 1. Since
we assume that f is not invertible, this contradicts Proposition 8.51. Since Wf is
irreducible, of dimension n + 1, if we show that Char(Nf ) ⊆ Wf , then in fact we
have equality (otherwise Nf would be holonomic). Note that for every i, we have

(8.35) xi
∂f
∂xi

=
(
xi

∂u
∂xi

+ aiu
)
· g.

We put hi = xi
∂u
∂xi

+ aiu for i ≤ r and hi = ∂u
∂xi

for i > r. Note first that

(8.36) V
(
hi | 1 ≤ i ≤ n

)
= ∅.

Indeed, if hi(P ) = 0 for all i, then it follows from (8.35) that xi
∂f
∂xi

(P ) = 0 for i ≤ r
and ∂f

∂xi
(P ) = 0 for all i > r. Since V (Jf ) ⊆ Supp(H), it follows that there is i ≤ r

such that xi(P ) = 0; then hi(P ) = 0 implies aiu(P ) = 0, a contradiction.
We show that Nf is coherent and Char(Nf ) ⊆ Wf separately on each Ui =

(hi 6= 0). Suppose first that i ≤ r. It follows from (8.35) that

(8.37) xj∂xjf
s = shju

−1fs for j ≤ r and ∂xkf
s = shku

−1fs for k > r.

In particular, we have s−h−1
i uxi∂xi ∈ Ann(fs), hence Nf |Ui is generated over DUi

by fs, and thus it is coherent. Moreover, all

xj∂xj − hjh−1
i xi∂xi for j ≤ r and ∂xk − hkh

−1
i xi∂xi for k > r

lie in Ann(fs). We thus conclude that Char(Nf |Ui) ⊆ Wi, where Wi is the subva-

riety of T ∗Ui defined by the equations xjyj − hjh−1
i xiyi for j ≤ r, with j 6= i, and

yk−hkh−1
i xiyi for k > r. Note that no irreducible component of Wi is contained in

π−1(H). Indeed, if a general point (P,Q) on such a component satisfies xj(P ) = 0
for some j ≤ r, then hj(P ) 6= 0 (since aju(P ) 6= 0), and thus xi(P )yi(Q) = 0, which
in turn implies x`(P )y`(Q) = 0 for all ` ≤ r and yk(Q) for all k > r. Therefore this
irreducible component of Wi has dimension ≤ n, contradicting the fact that Wi is
defined by n− 1 equations.

Since no irreducible component of Wi is contained in π−1(H), in order to show
that Wi ⊆Wf , it is enough to show that Wi ∩ π−1(X rH) ⊆W ◦f . This is easy: it

follows from the definition of W ◦f that it is defined in π−1(X rH) by

∂f
∂xi

yj − ∂f
∂xj

yi = 0 for all 1 ≤ i, j ≤ n.

The fact that Wi ∩ π−1(X r H) ⊆ W ◦f follows directly from the equations of Wi

and the fact that

hjh
−1
i =

xj ·∂f/∂xj
xi·∂f/∂xi for j ≤ r and hkh

−1
i = ∂f/∂xk

xi·∂f/∂xi for k > r.

Moreover, we have seen that

Wi ∩ π−1(H ∩ Ui) ⊆
r⋂
i=1

V (xiyi) ∩
n⋂

i=r+1

V (yi)



8.4. RATIONALITY OF THE ROOTS OF THE BERNSTEIN-SATO POLYNOMIAL 131

and the irreducible components of the right-hand side are smooth, isotropic subva-
rieties of T ∗Ui. Therefore Wi ∩ π−1(H ∩ Ui) is an isotropic subvariety of T ∗Ui.

We argue similarly on a subset Ui with i > r. Using again (8.37), we see that
s − h−1

i u∂xi ∈ Ann(fs), hence Nf |Ui is generated over DUi by fs, so Nf |Ui is
coherent. Furthermore, we see that Char(Nf |Ui) is contained in the subvariety Wi

of T ∗Ui defined by the equations xjyj − hjh−1
i yi, for j ≤ r, and yk − hkh−1

i yi, for
k > r, k 6= i. As before, we see that if for a general point (P,Q) on an irreducible
component of Wi we have xj(P ) = 0 for some j ≤ r, then hj(P ) 6= 0, yi(Q) = 0,
and then x`(P )y`(Q) = 0 for all ` ≤ r and yk(Q) = 0 for all k > r. We thus
have an irreducible component of a subset cut out by n − 1 equations which has
codimension ≥ n, a contradiction. The fact that also in this case we have Wi ⊆Wf

and Wi ∩ π−1(H ∩ Ui) is isotropic now follows as before.
We thus conclude that Char(Nf ) ⊆ Wf ; as we have seen, this must be an

equality. Moreover, the above argument also shows that for every i we have Wi =
Wf ∩ π−1(Ui), which is an isotropic subvariety of T ∗Ui, hence the assertion in ii)
holds.

We next prove the first assertion in i) for m ≥ 1. Note that t · ∂jt δ = f∂jt δ −
j∂j−1
t δ, hence it follows by descending induction on j that ∂jt δ ∈ Nf,m for 0 ≤ j ≤

m. Therefore we have

Nf,m = DX [s] · {∂jt δ | 0 ≤ j ≤ m}.

Since P (s) ·∂jt δ = ∂jtP (s+m)δ and since we have already seen that Nf is generated

over DX by 1, it follows that Nf = DX · {∂jt δ | 0 ≤ j ≤ m}. Therefore we have an
exact sequence of DX -modules

0→ Nf,m−1 → Nf,m → N f,m → 0,

and N f,m is generated over DX by ∂mt δ. If P ∈ DX is such that P · δ = 0, then
P · ∂mt δ = ∂mt P · δ = 0, hence we have a surjective morphism of DX -modules
Nf → N f,m, given by P · δ 7→ P · ∂mt δ. We conclude using Proposition 3.33 that

Char(Nf,m) = Char(Nf,m−1) ∪ Char
(
N f,m) ⊆ Char(Nf,m−1) ∪ Char(Nf ),

and we obtain Char(Nf,m) = Wf by induction on m.
It is now clear that Nf,m is a subholonomic DX -module. Since t acts injectively

on ι+(OX), multiplication by t induces an isomorphism Nf,m ' t ·Nf,m. Using the
exact sequence

0→ t · Nf,m → Nf,m → Nf,m/t · Nf,m → 0,

by considering the multiplicities of the characteristic varieties at the generic point of
Wf , we conclude that all components of Char(Nf,m/t·Nf,m) are proper subvarieties
of Wf , hence have dimension ≤ n. Therefore Nf,m/t · Nf,m is a holonomic DX -
module. This completes the proof of i). �

8.4.2. Preliminary results II: general behavior of the direct image
functor. We have seen in Theorem 6.54 that if π : Y → X is a proper morphism of
smooth, irreducible varieties andM is a coherent DY -module, thenHi

(
π+(M)

)
is a

coherent DX -module for every i ∈ Z. The following important result of Kashiwara,
see [Kas77, Theorem 4.2], gives an estimate for the characteristic varieties of these
DX -modules in terms of the characteristic variety ofM. Let απ : π∗(T ∗X)→ T ∗Y
be the morphism induced by π∗(ΩX) → ΩY and let βπ : π∗(T ∗X) → T ∗X be the
morphism corresponding to π via base-change.
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Theorem 8.73. If π : Y → X is a proper morphism of smooth, irreducible
varieties and M is a coherent DY -module, with V = Char(M) ⊆ T ∗Y , then for
every i ∈ Z, we have

Char
(
Hi(π+(M))

)
⊆ βπ

(
α−1
π (V )

)
.

We do not give the proof of this theorem that requires different tools (though
hopefully the proof will be included in a later version of these notes). The argument
in [Kas77] makes use of microdifferential operators. An algebraic argument, using
the push-forward for graded modules over Rees rings of the form

⊕
m≥0 FmDXzm,

was given by Laumon [Lau85]. A nice outline of this argument can be found in
[Sab11, Chapter 3.5].

Lemma 8.74. If π : Y → X is a morphism of smooth, irreducible varieties and
γX and γY are the canonical symplectic forms on T ∗X and T ∗Y , respectively, then
α∗π(γY ) = β∗π(γX).

Proof. Since the assertion can be checked locally, we may and will assume
that we have algebraic coordinates x1, . . . , xn on X and y1, . . . , ym on Y . We
get corresponding isomorphisms T ∗X ' X × An and T ∗Y ' Y × Am, giving
coordinates x1, . . . , xn, u1, . . . , un on T ∗X and y1, . . . , ym, v1, . . . , vm on T ∗Y . We
also have an isomorphism π∗(T ∗X) ' Y ×An, so on π∗(T ∗X) we have coordinates
y1, . . . , ym, u1, . . . , un (note that, with a slight abuse of notation, we sometimes
denote by the same letter a function and its pull-back). Let πi = xi◦π for 1 ≤ i ≤ n.
We have

β∗π(γX) = −
n∑
i=1

β∗π(dui ∧ dxi) = −
n∑
i=1

m∑
j=1

∂πi
∂yj

dui ∧ dyj .

On the other hand, απ is given by

απ(P, λ1, . . . , λn) =
(
P,
∑
i

∂πi
∂y1

(P )λi, . . . ,
∑
i

∂πi
∂ym

(P )λi
)
,

hence vj ◦ απ =
∑n
i=1

∂πi
∂yj

ui, so

α∗π(dvj) =

n∑
i=1

m∑
k=1

∂2πi
∂yj∂yk

uidyk +

n∑
i=1

∂πi
∂yj

dui.

Therefore we have

α∗π(γY ) = −
m∑
j=1

α∗π(dvj ∧ dyj)

= −
n∑
i=1

m∑
j,k=1

∂2πi
∂yj∂yk

vidyk ∧ dyj −
n∑
i=1

m∑
j=1

∂πi
∂yj

dui ∧ dyj

= −
n∑
i=1

m∑
j=1

∂πi
∂yj

dui ∧ dyj = β∗π(γX).

�

Corollary 8.75. With the notation in Lemma 8.74, if V ⊆ T ∗Y is an isotropic
subvariety, then βπ

(
α−1
π (V )

)
is an isotropic subvariety of T ∗X.
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Proof. Recall that V is an isotropic subvariety of T ∗Y if for every smooth
point y ∈ V , the subspace TyV ⊆ TyY is isotropic with respect to the standard
symplectic form γY of Y (that is, we have γY (v1, v2) = 0 for all v1, v2 ∈ TyV ). In
fact, since this is a closed condition, it is enough to check it for general smooth
points of each irreducible component of V .

The main observation is that in this case every closed subvariety Z of V is
isotropic. In order to see this, we may assume that both Z and V are irreducible
and it is enough to show that for P ∈ Z general, TPZ lies in the closure of the

tangent bundle of the smooth locus Vsm of V . To see this, let g : Ṽ → V be a

resolution of singularities that is an isomorphism over Vsm and let Z̃ ⊆ Ṽ be a

closed irreducible subvariety such that g(Z̃) = Z. By Generic Smoothness, we can

find nonempty smooth open subsets Z̃0 ⊆ Z̃ and Z0 ⊆ Z such that the induced

morphism Z̃0 → Z0 is smooth and surjective. For every Q ∈ Z̃0, it is clear that

TQZ̃ lies in the closure of the tangent bundle of g−1(Vsm), hence for every P ∈ Z0,
the tangent space TPZ lies in the closure of the tangent bundle of Vsm.

We can now prove the assertion in the corollary. Note first that βπ
(
α−1
π (V )

)
is a closed subvariety of T ∗X: this follows from the fact that π being proper, βπ is
proper, too. Let W be an irreducible component of βπ

(
α−1
π (V )

)
and let T be an

irreducible component of α−1
π (V ) with βπ(T ) = W and let Z = απ(T ) ⊆ V . As we

have seen, Z is isotropic, and the fact that W is isotropic follows now easily using
generic smoothness for the morphism T →W and the assertion in Lemma 8.74. �

Remark 8.76. In conjunction with the involutivity of the characteristic variety
of a coherent D-module (see Theorem 3.44), Theorem 8.73 and the above corollary
provide another proof for the fact that holonomic D-modules are preserved by
proper push-forward. Indeed, if π : Y → X is a proper morphism of smooth, ir-
reducible varieties, and if M is a holonomic DY -module, then V = Char(M) is
an isotropic subvariety of T ∗Y (since it is involutive, of dimension dim(Y )). The-
orem 8.73 implies that for every i, the characteristic variety of Hi

(
π+(M)

)
is a

subset of βπ
(
α−1
π (V )

)
, which is isotropic by Corollary 8.75. Therefore the charac-

teristic variety of Hi
(
π+(M)

)
is itself isotropic (see the proof of the corollary), and

thus Hi
(
π+(M)

)
is holonomic.

8.4.3. Preliminary results III: DX〈s, t〉-modules and holonomicity. We
begin with a general result about endomorphisms of holonomic D-modules. In this
section we fix a smooth, irreducible variety X.

Proposition 8.77. IfM is a holonomic DX -module and u ∈ EndDX (M), then
there is a nonzero p ∈ k[s] such that p(u) = 0.

Proof. By the Lefschetz Principle, we may and will assume that the ground
field is C. Note that if M1 ⊆ M is a DX -submodule such that u(M1) ⊆ M1

and if the induced endomorphisms u1 ∈ EndDX (M1) and u2 ∈ EndDX (M/M1)
satisfy p1(u1) = 0 and p2(u2) = 0 for some nonzero p1, p2 ∈ C[s], then p(u) = 0 for
p = p1p2. Arguing by induction on the length of M, it follows that it is enough
to find λ ∈ C such that u − λ · Id is not injective at some x ∈ X (we then take
M1 = Ker(u − λ · Id)). We may assume that M 6= 0 and after possibly replacing
X by an open subset, we may assume that Supp(M) is a smooth, irreducible
subvariety of X. By Theorem 6.20, we may replace X by Supp(M), hence we may
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assume that Supp(M) = X. By Remark 6.30, after replacing X by an open subset,
we may assume that M is a locally free OX -module, of rank r ≥ 1.

In this case we will show the existence of p ∈ C[s] such that p(u) = 0. If
λ1, . . . , λr are the roots of p, then some u− λi · Id is not injective, completing the
proof. The existence of p in turn follows if we show that dimC EndDX (M) < ∞.
Note that we have a DX -module structure on E = EndOX (M) given by

(ξ · ϕ)(u) = ξ · ϕ(u)− ϕ(ξ · u) for ξ ∈ DerC(OX), ϕ ∈ EndOX (M), u ∈M

such that

EndDX (M) = Γ(X, E∇),

where∇ is the corresponding integrable connection on E and E∇ ⊆ E is the subsheaf
of sections s, with ∇(s) = 0. Since the canonical morphism Γ(X, E)→ Γ(Xan, Ean)
is injective (this is due to the fact that the morphism OX,x → OXan,x is injective
for every x ∈ X), it is enough to show that Γ

(
Xan, (Ean)∇

)
is finite-dimensional.

By Theorem 7.5, L = (Ean)∇ is a local system on Xan. Since Xan is connected, it
is easy to see that for every x ∈ X, the induced map Γ(Xan,L) → Lx is injective.
Since dimC(Lx) < ∞, we conclude that Γ(Xan,L) is finite-dimensional, which
completes the proof. �

Corollary 8.78. If M is a DX〈s, t〉-module that is holonomic as a DX -
module, then there is N ≥ 0 such that tN · M = 0.

Proof. Since M is a holonomic DX -module, the decreasing sequence of DX -
submodules

M⊇ t · M ⊇ . . . ⊇ tn · M ⊇ . . .

is stationary. After replacing M by tN · M, we may thus assume that M = t · M
and we need to show thatM = 0 (note that tN ·M is a DX〈s, t〉-submodule ofM
since stN · M ⊆ tN (s −m) · M ⊆ tN · M by Lemma 8.2). By Proposition 8.77,
there is a nonzero polynomial p ∈ k[x] such that p(s) ·M = 0. Another application
of Lemma 8.2 gives

p(s+ `) · M = p(s+ `)t` · M = t`p(s) · M = 0.

For `� 0, the polynomials p(x) and p(x+`) are relatively prime, so from p(s)·M =
0 and p(s+ `) · M = 0, we conclude that M = 0. �

Proposition 8.79. Let M be a DX〈s, t〉-module and M′ ⊆ M a DX〈s, t〉-
submodule such thatM/M′ is holonomic as a DX -module. If b ∈ k[x] is such that
b(s) · M ⊆ t · M, then there is N ≥ 0 such that

b(s)b(s+ 1) · · · b(s+N) · M′ ⊆ t · M′.

Proof. It follows from Corollary 8.78 that thereN ≥ 0 such that tN ·(M/M′) =
0. By successively applying Lemma 8.2, we obtain

b(s)b(s+1) · · · b(s+N)·M′ ⊆ b(s)b(s+1) · · · b(s+N)·M ⊆ b(s+1) · · · b(s+N)t·M

= tb(s) · · · b(s+N − 1) · M ⊆ . . . ⊆ tN+1 · M ⊆ t · (tN · M) ⊆ t · M′.

�



8.4. RATIONALITY OF THE ROOTS OF THE BERNSTEIN-SATO POLYNOMIAL 135

Remark 8.80. While we stated the results in this section for left DX〈s, t〉-
modules, which is our usual setting, in the proof of Theorem 8.67 we will make use
of Proposition 8.79 for a right DX〈s, t〉-module. Recall that we have an equivalence
of categories, described in Chapter 3.6, between left and right DX -modules, that
associates to a left DX -module M a right DX -module Mr with underlying OX -
module ωX ⊗OX M. The local description of this equivalence in terms of local
coordinates shows that we have a similar equivalence of categories between left and
right DX〈s, t〉-modules, such that if Mr is the right DX -module associated to the
left DX〈s, t〉-module M, then t and s act on Mr by

(α⊗ w) · t = α⊗ tw and (α⊗ w) · s = −(s+ 1) · (α⊗ w)

for every sections w of M and α of ωX (note that −(s + 1) = t∂t). By switching
between right and left DX〈s, t〉-modules, we deduce from Proposition 8.79 that if
M′ ⊆M are right D〈s, t〉-modules and M· p(s) ⊆M · t, then there is N ≥ 0 such
that

M′ · p(s)p(s− 1) · · · p(s−N) ⊆M′ · t.

8.4.4. Proof of rationality and estimates via a log resolution. We can
now prove the main result of this section:

Proof of Theorem 8.67. We put F = f ◦ π and G = g ◦ π. All assertions
are local, hence we may and will assume that X is affine and we have algebraic
coordinates x1, . . . , xn ∈ OX(X).

Note first that if f is invertible, then the b-functions in the theorem are all 1
by Remark 8.45 and there is nothing to prove. From now on, we assume that f is
not invertible, hence the hypersurface H defined by f is nonempty. Furthermore,
it follows from Remarks 8.38 and 8.45 that the b-functions in the statement do not
change if we replace X by an open neighborhood of H. Since f is nonconstant, by
Generic Smoothness we may and will assume that the induced morphism XrH →
A1 r {0} is smooth, so V (Jf ) ⊆ Supp(H). Since π is an isomorphism over X rH,
we also have V (JF ) ⊆ π−1

(
Supp(H)

)
.

We put u = g∂mt f
s ∈ OX [1/f, s]fs ' (ιf )+

(
OX [1/f ]

)
, where ιf : X ↪→ X×A1

is the graph embedding corresponding to f . By Remark 8.37, the b-function
bu is the minimal polynomial for the action of s = −∂tt on Nf,m(g)/tNf,m(g),
where Nf,m(g) = DX〈s, t〉 · u ⊆ OX [1/f, s]fs. We similarly define the DY -module
NF,m(G). We note that since NF,m(G) ⊆ NF,m := NF,m(1), it follows from
Lemma 8.72 that NF,m(G) is a coherent DY -module and

Char
(
NF,m(G)

)
⊆ Char(NF,m) = WF .

The improvement in [Lic89] as opposed to the argument in [Kas77] is the use of
right D-modules, that allows bringing in the picture the relative canonical class. Let
N r
f,m(g) be the right DX〈s, t〉-module corresponding to Nf,m(g) and let N r

F,m(G)

be the right DY 〈s, t〉-module corresponding to NF,m(G) (see Remark 8.80). Let η
be the image of π∗(dx1 ∧ . . .∧ dxn) via the canonical morphism π∗(ωX)→ ωY and
let

u∗ = (dx1 ∧ . . . ∧ dxn)⊗ g∂mt fs ∈ Γ
(
X,Nf,m(g)

)
and

v∗ = η ⊗G∂mt F s ∈ Γ
(
Y,NF,m(G)

)
.

We will be interested in the following right DY 〈s, t〉-module:

M := v∗ · DY 〈s, t〉 ⊆ NF,m(G).
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Note that bu(s) = p(−s − 1), where p is the minimal polynomial of the right
action of s on N r

f,m(g)/N r
f,m(g)t. Let us consider now the right action of s on

M/Mt and let us determine a polynomial q such that (M/Mt)q(s) = 0. For this,
it is enough to take q(s) = b(−s − 1), where b satisfies the following property: we
can cover Y by open subsets U on which we have coordinates y1, . . . , yn such that
F |U = v1 ·

∏n
i=1 y

ai
i and η|U = v2 ·

∏n
i=1 y

ki
i dy1 ∧ . . . ∧ dyn for some invertible

functions v1 and v2, and

b(s)Gv2

n∏
i=1

ykii · ∂
m
t F

s ∈ DU 〈s, t〉tGv2

n∏
i=1

ykii · ∂
m
t F

s.

We can find such a polynomial b(s) such that the following conditions, correspond-
ing to the different assertions in the theorem, hold:

i) If u = fs, then every root of b(s) is of the form −ki+jai
, for some i with

1 ≤ i ≤ N and some j, with 1 ≤ j ≤ ai.
ii) Given g and m, every root of b(s) is ≤ −min

{
1, ki+bi+1

ai
−m | 1 ≤ i ≤ N

}
,

where bi is the coefficient of Ei in div(G).
iii) If m = 0, then every root of b(s) is ≤ −min

{
ki+bi+1

ai
| 1 ≤ i ≤ N

}
.

iv) If g = 1, then every root of b(s) is either −1 or it is of the form ki+`
ai
−m

for some i, with 1 ≤ i ≤ N , and some positive integer `. Moreover, if H
is reduced and the strict transforms of the components of H are disjoint,
then we may assume that Ei is an exceptional divisor.

Indeed, the assertions in i) and iv) follow directly from Proposition 8.71 (note
that under the assumptions in the last assertion in iv), we may assume that in every
chart we have at most one yi that defines the strict transform of a component of H,
and for this i we have ai = 1 and ki = 0). The assertions in ii) and iii) also follow

from Proposition 8.71 if in each chart U as above we have G|U =
∏n
i=1 y

bi
i . While

we only know that G|U = h ·
∏n
i=1 y

bi
i , the sections of (ιF )+(OY ) whose b-function

has all roots ≤ γ (for some fixed γ) form an OY -submodule by Proposition 8.43
(in order to see that OY has a V -filtration with respect to F , we may either first
prove assertion i) in the theorem or use the simple normal crossing case that was
explicitly discussed in Example 8.34).

Our goal is to show that there is N 6= 0 such that bu divides the polynomial
b(s)b(s+1) · · · b(s+N). By Properties i)-iv) above, this will gives the corresponding
assertions in the theorem. In order to do relate M and N r

f , we consider

MX := H0
(
π+(M)

)
.

This is not just a right DX -module, but a right DX〈s, t〉-module: indeed, the mor-
phisms induced by multiplication with s and t onM induce by functoriality corre-
sponding morphisms on MX , that satisfy the correct commutation relation. Fur-
thermore, since M · q(s) ⊆ M · t, we also have MX · q(s) ⊆ MX · t. Indeed,
since multiplication by t on M (in fact, on OY [1/F, s]F s) is injective, we have a
morphism of DY -modules ϕ : M→M such that ϕ(v) · t = vq(s) for all v ∈M. By
functoriality, if ψ = H0

(
π+(ϕ)

)
, it follows that ψ(w) · t = wq(s) for all w ∈MX .

We next show that we have a canonical section σ ∈ Γ(X,MX). Recall that,
by definition, we have

MX = R0π∗(M⊗LDY DY→X).
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On Y , the section v∗ induces a morphism DY → M, which after tensoring with
DY→X induces a morphism of right f−1(DX)-modules

DY→X →M⊗LDY DY→X .

By composing this with the morphism of f−1(OX)-modules f−1(OX) → DY→X
that maps f−1(1) to f∗(1) and applying R0π∗, we obtain a morphism of OX -
modules

OX → R0π∗
(
f−1(OX)

)
→ R0π∗(M⊗LDY DY→X) =MX .

The image of 1 is the section σ. We note that, by assumption, π induces an
isomorphism Y r π−1(H)→ X rH, hence we have an isomorphism

MX |XrH ' N r
f,m(g)|XrH

such that σ|XrH corresponds to u∗|XrH .
LetM◦X := σ ·DX〈s, t〉 ⊆ MX . We have a morphism of right DX〈s, t〉-modules

τ : M◦X → N r
f,m(g) such that τ(σ) = u∗. Indeed, suppose that P ∈ DX〈s, t〉 is such

that σ · P = 0. By restricting to X r H, we see that (u∗ · P )|XrH = 0. Since
N r
f,m(g) has no f -torsion, it follows that u∗ · P = 0. This shows that we have

indeed a morphism τ , which is surjective since N r
f,m(g) is generated over DX〈s, t〉

by u∗.
The key point is that MX/M◦X is a holonomic DX -module. Note first that

since M is coherent and Char(M) ⊆ WF , it follows from Theorem 6.54 that MX

is coherent and Theorem 8.73 implies that Char(MX) ⊆ βπ
(
α−1
π (WF )

)
. Moreover,

since MX |XrH =M◦X |XrH , we have

Char(MX/M◦X) ⊆ βπ
(
α−1
π (WF )

)
×X H = βπ

(
α−1
π (WF ×Y π−1(H))

)
.

On the other hand, it follows from Proposition 8.72 that WF×Y π−1(H) is isotropic,
hence βπ

(
α−1
π (WF ×Y π−1(H))

)
is isotropic by Corollary 8.75. This implies that

every irreducible component of Char(MX/M◦X) has dimension ≤ dim(X), hence
MX/M◦X is holonomic.

In this case, since MX · q(s) ⊆ MX · t, it follows from Proposition 8.79 (see
also Remark 8.80) that there is N ≥ 0 such that

M◦X · q(s)q(s− 1) · · · q(s−N) ⊆M◦X · t.
Since we have a surjective morphism of right DX〈s, t〉-modules M◦X → N r

f,m(g), it
follows that we also have

N r
f,m(g) · q(s)q(s− 1) · · · q(s−N) ⊆ N r

f,m(g) · t
and by passing to left D-modules, we obtain

b(s)b(s+ 1) · · · b(s+N) · Nf,m(g) ⊆ t · Nf,m(g).

As we have already seen, this implies the assertions in the theorem. �

Remark 8.81. In the setting of Theorem 8.67, if g is such that the hypersurface
H ′ defined by g has simple normal crossings on XrH, then there is a log resolution
π : Y → X of (X,H) such that π∗(H + H ′) has simple normal crossings. In this
case, we can be more precise regarding the assertions ii) and iii) in the theorem,
namely the following hold:

ii’) Every root of bg∂mt δ is either a negative integer or it is of the form m −
ki+bi+`

ai
for some i, with 1 ≤ i ≤ N , and some positive integer `.
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iii) Every root of bgδ is of the form −ki+bi+`ai
for some i, with 1 ≤ i ≤ N , and

some positive integer `.

This follows as in the proof of the theorem, using Proposition 8.71 and the fact
that we have local coordinates y1, . . . , yn on Y such that f ◦ π = vya11 · · · yann and

g ◦ π = wyb11 · · · ybnn for some invertible functions v and w.

8.5. Invariants of singularities related to the V -filtration

We now discuss some connections between the invariants of singularities that
we have seen so far (the roots of the Bernstein-Sato polynomial of f and the V -
filtration of OX with respect to f) and other invariants of singularities.

8.5.1. The V -filtration and multiplier ideals. In this section we describe
the connection between the V -filtration and the Bernstein-Sato polynomial, on one
side, and multiplier ideals, on the other side. We begin with a quick introduction
to multiplier ideals. For a more detailed discussion and for the proofs of some of
the results we state, we refer to [Laz04, Chapter 9].

Let X be a smooth, irreducible algebraic variety over an algebraically closed
field k of characteristic 0. Suppose that H is a (nonempty) hypersurface on X. We
consider a log resolution π : Y → X of the pair (X,H) and write

(8.38) π∗(H) =

N∑
i=1

aiEi and KY/X =

N∑
i=1

kiEi.

Definition 8.82. For every λ ∈ Q≥0, the multiplier ideal J (X,λH) is given
by

J (X,λH) = π∗OY
(
KY/X − bλπ∗(H)c

)
.

We note that, by definition, we have bλπ∗(H)c =
∑N
i=1bλaicEi. We also note

that since bλπ∗(H)c is an effective divisor and since KY/X is an effective exceptional
divisor, we have

J (X,λH) ⊆ π∗OY (KY/X) = OX ,
hence J (X,λH) is indeed a coherent ideal of OX . It is a basic fact that the
definition of multiplier ideals is independent of the choice of log resolution (see
[Laz04, Theorem 9.2.18]).

In what follows we list a few properties of multiplier ideals. Most of these follow
in a straightforward way from the definition:

1) If λ ≥ µ, then

J (X,λH) ⊆ J (X,µH).

This is a consequence of the fact that the divisor bλπ∗(H)c − bµπ∗(H)c
is effective.

2) It is an immediate consequence of the properties of the round-down func-
tion that for every λ ∈ Q≥0, there is ε > 0 such that

J (X,λH) = J (X,µH) for λ ≤ µ ≤ λ+ ε.

3) In particular, we have J (X,µH) = OX for 0 ≤ µ� 1.
4) We say that λ ∈ Q>0 is a jumping number of (X,H) if

J (X,λH) ( J
(
X, (λ− ε)H

)
for all ε > 0.
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Note that in this case we have aiλ ∈ Z for some i with 1 ≤ i ≤ N .
Therefore the set of jumping numbers of (X,H) is contained in 1

`Z>0 for
some positive integer `.

5) The smallest jumping number of (X,H) is the log canonical threshold
lct(X,H) (also written lct(H) when X is understood):

lct(X,H) = min
{
λ > 0 | J (X,λH

)
6= OX

}
.

Note that, by definition, we have 1 ∈ J (X,λH) if and only if ki ≥ bλaic
for all i; equivalently, ki > λai − 1 for all i. We thus deduce that

(8.39) lct(X,H) = min
i

ki+1
ai

.

6) 1 is always a jumping number of (X,H). In order to see this, we may
replace X by any open subset U such that U ∩ H 6= ∅. We may thus
assume that H = mZ for some smooth hypersurface Z and some positive
integer m. In this case we may take π to be the identity and we see that

J (X,H) = OX(−mZ) and J
(
X, (1− ε)H

)
= OX

(
− (m− 1)Z

)
for 0 < ε� 1.

7) For every λ ≥ 1, it follows from the definition and the projection formula
that

J (X,λH) = OX(−H) · J
(
X, (λ− 1)H

)
.

In particular, we see that λ > 1 is a jumping number of (X,H) if and only
if λ − 1 has this property. This means that as invariants of singularities,
it is enough to consider the multiplier ideals J (X,λH) for λ < 1.

8) If k = C, then there is an analytic description of J (X,λH) that is more
intuitive than the algebraic one that we gave. Suppose, for simplicity, that
H is defined by f ∈ OX(X). In this case we have

J (X,λH) =
{
g ∈ OX(X) | |g|

2

|f |2λ is locally integrable
}
.

The local integrability condition means that for every P ∈ X, if z1, . . . , zn
are local coordinates around P , then there is an open neighborhood U of

P such that
∫
U
|g|2
|f |2λ dzdz < ∞. The equivalence with the formula in the

algebraic definition is shown using the Change of Variable formula and
the fact that, in one variable, 1

|z|2λ dzdz is locally integrable if and only if

λ < 1 (see [Laz04, Chapter 9.3.D] for details).

Suppose now that the hypersurface H in X is defined by f ∈ OX(X). The
following 3 results relate the D-module theoretic invariants of f to the multiplier
ideals of H. The description of the log canonical threshold in the following theorem
was proved by Kollár [Kol97], by making use of Lichtin’s upper bound [Lic89]
for the roots of the Bernstein-Sato polynomial that we discussed in the previous
chapter.

Theorem 8.83. The largest root of bf is − lct(X,H).

Partially generalizing this to higher jumping numbers, we have the following
result due to Ein, Lazarsfeld, Smith, and Varolin [ELSV04].

Theorem 8.84. If λ ≤ 1 is a jumping number of (X,H), then bf (−λ) = 0.
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As we will see, both the above results follow from the following theorem of
Budur and Saito [BS05], that describes the multiplier ideals of (X,H) via the V -
filtration of f . Recall that ι : X ↪→ X ×A1 is the graph embedding associated to
f .

Theorem 8.85. For every λ ∈ Q≥0, we have

J (X,λH) =
{
g ∈ OX | gδ ∈ V >αι+(OX)

}
.

The proof of this result in [BS05] makes use of results in Saito’s theory of
mixed Hodge modules [Sai90]. Here we give a more elementary proof following
[DM22].

Proof of Theorem 8.85. We may and will assume that X is affine, with
R = OX(X) and let π : Y → X be a log resolution of (X,H). Let g ∈ R be
nonzero. We use the notation in (8.38) and denote by bi the coefficient of Ei in
π∗
(
div(g)

)
. By definition, we have g ∈ J (X,λH) if and only if bi + ki ≥ bλaic

for all i, which is the case if and only if λ < mini
bi+ki+1

ai
=: lctg(X,H). On the

other hand, it follows from Proposition 8.43 that gδ ∈ V >λι+(OX) if and only if
all roots of bgδ are < −λ. We thus conclude that the assertion in the theorem is
equivalent to the fact that for every nonzero g ∈ OX(X), the largest root of bgδ is
− lctg(X,H).

The fact that every root of bgδ is ≤ − lctg(X,H) follows from Theorem 8.67iii).
In order to complete the proof, it is enough to show that if g ∈ J

(
X, (λ − ε)H

)
for every ε > 0, but g 6∈ J (X,λH), then bgδ(−λ) = 0. For this, we use the
Lefschetz Principle to reduce to the case when the ground field is C, when we
can use the analytic description of multiplier ideals. The argument is similar in
spirit to Bernstein’s argument for the meromorphic extension of complex powers
that we discussed in Section 8.3.2 and follows closely the argument for the proof of
Theorem 8.84 in [ELSV04].

We may assume that we have coordinates z1, . . . , zn on X. Since g 6∈ J (X,λH),

it follows that there is a point x0 ∈ X such that |g|2
|f |2λ is not integrable in any

neighborhood of x0. On the other hand, since |g|2
|f |2µ is locally integrable at x0

for all µ < λ, we can choose an open ball B around x0 (with respect to our

coordinates) such that
∫
B
|g|2
|f |2µ dzdz <∞ for all µ < λ (the fact that we can choose

B independently of µ follows from the proof of the analytic characterization of the
multiplier ideal, see [Laz04, Chapter 9.3.D]).

By definition of the b-function, if we put b = bgδ, then there is P ∈ DR[s] such
that

b(s)gfs = P · gfs+1.

Suppose that we are in an open subset U of Xan where a branch of log(f) is
defined, hence fµ = exp

(
µ · log(f)

)
is defined for every µ ∈ R. We choose µ such

that 0 < λ− µ� 1 and specialize as in Remark 6.48 to s = −µ, to get

b(−µ)gf−µ = P (−µ) · gf1−µ.

Applying complex conjugation, we obtain

b(−µ)gf
−µ

= P (−µ)gf
1−µ

.
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Using the fact that that

P · (h1h2) = h1P · h2 and P · (h1h2) = h2P · h1

for every holomorphic functions h1 and h2, we conclude that if R = PP , then

(8.40) b(−µ)2 · |g|
2

|f |2µ = R(−µ) · |g|2
|f |2(µ−1) .

Note that this formula does not depend on U and it makes sense on X rH.
Since both sides of (8.40) are integrable on B, if ϕ is a smooth function with

compact support on B, then the following integrals are finite∫
B

b(−µ)2 · |g||f |2µϕdzdz =

∫
B

(
R(−µ) · |g|2

|f |2(µ−1)

)
ϕdzdz =

∫
B

|g|2
|f |2(µ−1)ψdzdz,

where ψ = R̃(−µ) (here R̃ is the classical adjoint of R) and the last equality in
the displayed formula is a consequence of the Stokes Theorem. In particular, by
choosing ϕ to be nonnegative and with ϕ = 1 on a smaller ball B′ ( B, we get

b(−µ)2 ·
∫
B′

|g|2
|f |2µ dzdz ≤

∫
B

|g|2
|f |2(µ−1)ψdzdz ≤M,

for some constant M that is independent of µ. If b(−λ) 6= 0, then we conclude

that
∫
B′
|g|2
|f |2µ dzdz is bounded for µ → λ, hence |g|2

|f |2λ is integrable on B′ by the

monotone convergence theorem. This contradiction completes the proof of the
theorem. �

Remark 8.86. Suppose that X and H are as in Theorem 8.85. We have seen
in the proof of the theorem that its statement is equivalent to the fact that for
every g ∈ OX(X) nonzero, the largest root of bgδ is − lctg(X,H). The special case
g = 1 corresponds to the assertion in Theorem 8.83

Proof of Theorem 8.84. We may and will assume that X is an affine vari-
ety, with R = OX(X). Since λ is a jumping number, it follows that there is g ∈ R
such that g ∈ J

(
X, (λ− ε)H

)
for 0 < ε� 1, but g 6∈ J (X,λH). For simplicity, we

write V α for V αι+(OX). By Theorem 8.85, we have gδ ∈ V λr V >λ. On the other
hand, by definition of bf , there is P ∈ DR[s] such that

bf (s)δ = P · tδ.

Note that δ ∈ V >0: this follows from Theorem 8.85 since J (X,λH) = OX for λ = 0;
alternatively, it follows from the description of the V -filtration in Proposition 8.43
and the fact that the roots of bf are negative by Theorem 8.67i). Therefore tδ ∈
V >1 ⊆ V >λ. Since bf (s)gδ = gP · tδ ∈ V >λ, it follows that bf (s) annihilates a

nonzero element in GrλV . Since (s+λ)N annihilates GrλV for some N , it follows that
gcd
(
bf , (s+ λ)N

)
annihilates a nonzero element, hence (s+ λ) divides bf . �

8.5.2. The V -filtration and the minimal exponent. Our goal in this sec-
tion is to discuss a refinement of the notions of log canonical threshold and multiplier
ideals due to Saito. The idea is to use the V -filtration in order to define a version
of multiplier ideals that give new information also for λ ≥ 1.

We fix a smooth, irreducible algebraic variety X and a (nonempty) hypersurface
H in X. To begin with, we assume that H is defined by f ∈ OX(X). For simplic-
ity, we write V α for V αι+(OX), where ι : X ↪→ X × A1 is the graph embedding
corresponding to f .
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Definition 8.87. For every λ ∈ Q≥0, we write λ = α + q, where q ∈ Z≥0

and α ∈ [0, 1), and we denote by J̃ (X,λH) the coherent ideal of OX consisting
of those h ∈ OX with the property that there are h0, . . . , hq−1 ∈ OX such that

h0δ + . . .+ hq−1∂
q−1
t δ + h∂qt δ ∈ V >α.

These ideals have been introduced by Saito in [Sai16] as microlocal multiplier
ideals, due to the fact that the definition was expressed in terms of the so-called
microlocal V -filtration. However, we will not use this terminology.

Remark 8.88. It is a consequence of Theorem 8.85 that for λ < 1, we have

J̃ (X,λH) = J (X,λH).

Remark 8.89. If g ∈ OX(X) defines the same hypersurface, then we can write
g = pf , for some invertible p ∈ OX(X). If ιf and ιg are the graph embeddings
corresponding to f and g, respectively, then it follows from Remark 8.24 that

V >α(ιg)+(OX) =
{ q∑
j=0

pj+1uj∂
j
t δ | q ∈ Z≥0,

q∑
j=0

uj∂
j
t δ ∈ V >α(ιf )+(OX)

}
.

This immediately implies that J̃ (X,λH) does not depend on the choice of f . We

can thus define J̃ (X,λH) for every hypersurface H, by glueing the corresponding
ideals on a suitable open cover such that H is a principal divisor in each of these
open subsets.

Remark 8.90. For every H, there is a positive integer ` such that J̃ (λH) is
constant for λ ∈

[
i
` ,
i+1
`

)
for every i ∈ Z≥0. Indeed, it is enough to check this when

H is defined by f ∈ OX(X), in which case the assertion follows from the fact that
V •ι+(OX) is discrete and left continuous. In particular, we see for every λ ∈ Q≥0,

there is λ′ > λ such that J̃ (X,λH) = J̃ (X,µH) for every λ ≤ µ ≤ λ′.

Proposition 8.91. For every hypersurface H on the smooth, irreducible vari-
ety X and every λ ≥ µ, we have

J̃ (X,λH) ⊆ J̃ (X,µH).

Proof. We may assume that X is affine and H is defined by f ∈ OX(X). It
follows directly from the definition that for every q ∈ Z≥0, we have

J̃ (X,λH) ⊆ J̃ (X,µH)

for q ≤ µ ≤ λ < q+ 1. Therefore, in order to prove the proposition, it is enough to
show that for every q ∈ Z>0 and every µ, with q − 1 ≤ µ < q, we have

J̃ (X, qH) ⊆ J̃
(
X,µH).

In order to prove this, let h be a global section of J̃ (X, qH), hence there are

h0, . . . , hq−1 ∈ OX(X) such that u = h0δ + . . . + hq−1∂
q−1
t δ + h∂qt δ ∈ V >0. Note

that δ ∈ V >0: this follows, using Proposition 8.43, from the fact that bf has negative
roots, see Theorem 8.67i). Therefore we have

∂t · (h1δ + . . .+ h∂q−1
t δ) ∈ V >0 ⊆ V 0.

We deduce from Corollary 8.12ii) that h1δ+. . .+h∂q−1
t δ ∈ V 1, hence h ∈ J̃ (X,µH)

for every µ, with q − 1 ≤ µ < q. This completes the proof. �
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Proposition 8.92. Let X be a smooth, irreducible variety and H the hyper-
surface defined by f ∈ OX(X). If λ ∈ Q≥0 is written as λ = α+ q, where q ∈ Z≥0

and α ∈ [0, 1), then J̃ (X,λH) = OX if and only if ∂qt δ ∈ V >α.

Proof. The “if” part is clear from the definition, so we only need to prove
the converse. We argue by induction on q, the case q = 0 being clear. We may

and will assume that X is affine. Suppose that 1 ∈ Γ
(
X, J̃ (X,λH)

)
, so there are

h0, . . . , hq−1 ∈ OX(X) such that

(8.41) h0δ + . . .+ hq−1∂
q−1
t δ + ∂qt δ ∈ V >α.

By Proposition 8.91, we know that J̃
(
X, (λ− i)H

)
= OX for 1 ≤ i ≤ q, hence by

induction we know that ∂jt δ ∈ V >α for j < q. We thus deduce from (8.41) that
∂qt δ ∈ V >α, completing the proof of the induction step. �

Example 8.93. If H is a smooth hypersurface of X, then J̃ (X,λH) = OX
for all λ ≥ 0. Indeed, it follows from Remark 8.33 that ∂jt δ ∈ V 1ι+(OX) for all

j ≥ 0. In fact, the converse also holds: of J̃ (X,λH) = OX for all λ ≥ 0, then H is
smooth. However, the proof of this fact requires techniques beyond those covered
in these notes.

Our next goal is to describe min
{
λ ∈ Q≥0 | J̃ (X,λH) 6= OX}. Note that

by Remark 8.90 and Proposition 8.91, it makes sense to consider this minimum
(though this may be infinite, as seen in the above example).

Let H be a nonempty hypersurface in the smooth, irreducible variety X. Recall

that in this case bH(s) is divisible by (s + 1) and b̃H(s) = bH(s)/(s + 1) (see
Remark 8.56).

Definition 8.94. The minimal exponent α̃(X,H) (also written α̃(H) when X

is understood) of the hypersurface H is the negative of the largest root of b̃H , with

the convention that this is infinite if b̃H = 1. Similarly, if P ∈ Z, then we define

the local version α̃P (X,H) as the negative of the largest root of b̃H,P .

Remark 8.95. It follows from the relation between the global and local (re-
duced) Bernstein-Sato polynomials that

α̃(X,H) = min
P∈H

α̃P (X,H) and

α̃P (X,H) = max
U3P

α̃(U,H ∩ U).

Remark 8.96. It is a consequence of Theorem 8.83 that

lct(X,H) = min
{
α̃(X,H), 1

}
.

Example 8.97. It follows from Theorem 8.61 that if H ⊂ An is a singular
hypersurface defined by a quasi-homogeneous polynomial f ∈ k[x1, . . . , xn], with
isolated singularities, and w1, . . . , wn ∈ Q>0 are weights such that f has w-degree
1, then α̃(X,H) =

∑n
i=1 wi. Indeed, since H is singular, we have 1 6∈ Jf and it is

clear that the smallest element in Σ(f) is ρ(1) + |w| =
∑n
i=1 wi.

The minimal exponent was introduced by Saito in [Sai94], where it was re-
lated to the microlocal V -filtration. For the general properties of this invariant,
that parallel some of the standard properties of the log canonical threshold, see
[MP20]. We now show that the minimal exponent governs the triviality of the
refined multiplier ideals.
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Theorem 8.98. If H is a nonempty hypersurface in the smooth, irreducible,
algebraic variety X, then

min
{
λ ∈ Q≥0 | J̃ (X,λH) 6= OX} = α̃(X,H).

This result was proved by Saito in [Sai16] using the connection with the mi-
crolocal V -filtration. We give a proof using the following result, which is of inde-
pendent interest:

Theorem 8.99. If X is a smooth, irreducible algebraic variety and f ∈ OX(X)
is not invertible, then for every q ∈ Z≥0, we have

b∂qt δ(s) = (s+ 1) · b̃f (s− q).

A slightly weaker assertion (the fact that b̃f (s− q) divides b∂qt δ, which divides

(s+ 1) · b̃f (s− q)) was proved in [MP20, Proposition 6.11], also making use of the
microlocal V -filtration. In what follows we give a direct proof.

Proof of Theorem 8.99. The fact that b∂qt δ(s) divides (s+1) · b̃f (s− q) is a

special case of Proposition 8.69, hence we only need to prove that (s+ 1) · b̃f (s− q)
divides b∂qt δ(s). We may and will assume that X is affine, with R = OX(X), and
that we have coordinates x1, . . . , xn on X.

Let p = b∂qt δ. By definition of b-functions, we have

p(s)∂qt δ ∈ V 1DX×A1 · ∂qt δ.

It will be convenient to use the isomorphism of DR〈t, ∂t〉-modules ι+
(
OX [1/f ]

)
'

OX [1/f, s]fs (see Proposition 8.35). Note that it follows from Lemma 8.2ii) that

∂qt f
s = ∂qt t

tfs−q = (−1)qq!

(
s

q

)
fs−q,

and thus

tj∂qt f
s = (−1)qq!

(
s+ j

q

)
fs−q+j for all j ≥ 0.

Since V 1DX×A1 =
∑
j≥1DX [s]tj , we conclude that we have a positive integer d

and A1, . . . , Ad ∈ DR[s] such that

(8.42) p(s)

(
s

q

)
fs−q =

d∑
j=1

Aj(s)

(
s+ j

q

)
fs−q+j .

We first show by descending induction on ` ≥ 2 that we may assume that
Aj ∈ R[s] for all j ≥ `. This is trivial if p > d, hence it is enough to show that if
Aj ∈ R[s] for all j ≥ ` + 1, with ` ≥ 2, then we can modify A` and A`−1 so that
also A` ∈ R[s]. Let us write

A` = A`,0 +

n∑
i=1

A`,i∂xi , with A`,0 ∈ R[s].

Since ∂xi · fs−q+` = (s− q + `) ∂f∂xi f
s−q+`−1 and (s− q + `)

(
s+`
q

)
= (s+ `)

(
s+`−1
q

)
,

it follows that

A`,i∂xi

(
s+ `

q

)
fs−q+` ∈ DR[s]

(
s+ `− 1

q

)
fs−q+`−1 for all 1 ≤ i ≤ n.
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We thus see that after modifying A`−1, we may assume that A` = A`,0 ∈ R[s]. The
conclusion is that we may and will assume that A2, . . . , Ad ∈ R[s].

The next step is to show, by descending induction on ` ≥ 2, that we may
assume that Aj ∈ R for all j ≥ `. Again, this is clear if ` > d. We assume that
Aj ∈ R for all j ≥ `+ 1, with ` ≥ 2, and show that we can modify A` and A`−1 so
that A` ∈ R. Note that we can write

A`(s) = B`(s− q + `) + C` with B` ∈ R[s], C` ∈ R

and we have

B`(s− q + `)

(
s+ `

q

)
fs−q+` ∈ R[s]

(
s+ `− 1

q

)
fs−q+`−1.

We can thus modify A`−1 so that A` = C` ∈ R. We conclude that we may and will
assume that Aj ∈ R for all j ≥ 2.

We next specialize s to s0 (see Remark 6.48), where s0 ∈ {−1, 0, . . . , q− 2}. In
this case, since

(
s0+1
q

)
= 0, equation (8.42) becomes

(8.43) p(s0)

(
s0

q

)
fs0−q =

d∑
j=2

Aj

(
s0 + j

q

)
fs0−q+j .

Note that if we have λ +
∑d
j=1 gjf

j = 0 for some λ ∈ k and g1, . . . , gd ∈ R, by

evaluating at a point in H, we conclude that λ = 0. We deduce from (8.43) that
p(−1) = 0 and

d∑
j=2

Aj

(
s0 + j

q

)
f j = 0

for every s0 ∈ {−1, 0, . . . , q − 2}. Let us write p = (s+ 1)p̃. Note that

d∑
j=2

Aj

(
s+ j

q

)
f j−2 ∈ R[s]

has degree ≤ q in s and it vanishes when s = s0 ∈ {−1, 0, . . . , q − 2}. We thus

conclude that
∑d
j=2Aj

(
s+j
q

)
f j−2 = Q ·

(
s+1
q

)
for some Q ∈ R. Therefore we have

p(s)

(
s

q

)
fs−q = A1

(
s+ 1

q

)
fs−q+1+Q

(
s+ 1

q

)
fs−q+2 = (A1+Qf)

(
s+ 1

q

)
fs−q+1.

Since p = (s+ 1)p̃ and OX [1/f, s]fs is a free OX [1/f, s]-module, we conclude that

(s− q + 1)p̃(s)fs−q ∈ DX [s] · fs−q+1.

Multiplying on the left by tq (which has the effect of replacing s by s+q), we obtain

(s+ 1)p̃(s+ q)fs ∈ DX [s]fs+1,

hence bf (s) = (s+ 1)̃bf (s) divides (s+ 1)p̃(s+ q). We thus conclude that, indeed,

(s+ 1)̃bf (s− q) divides p(s), completing the proof of the theorem. �

The connection between the minimal exponent and the refined version of mul-
tiplier ideals now follows easily:
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Proof of Theorem 8.98. By taking a suitable open cover of X, we may and
will assume that H is defined by f ∈ OX(X). By Proposition 8.92, the assertion in
the theorem is equivalent to the fact that for every q ∈ Z≥0 and α ∈ Q ∩ [0, 1), we
have ∂qt δ ∈ V >α if and only if q+α < α̃(X,H). Note also that by Proposition 8.43,
we have ∂qt δ ∈ V >α if and only if all roots of b∂qt δ are < −α. Since α < 1, it follows

from Theorem 8.99 that this is the case if and only if all roots of b̃f are < −q − α,
or equivalently, α̃(X,H) > q + α. �

We end with a bound for α̃(X,H) in terms of a log resolution. This was proved
in [MP20] using techniques involving mixed Hodge modules; the more elementary
proof that we give here, based on the Kashiwara-Lichtin estimate for roots of b-
functions, is from [DM22]. Note that if H is not reduced, then lct(X,H) < 1,
hence α̃(X,H) = lct(X,H) can be computed in terms of a log resolution via (8.39).

Theorem 8.100. Let X be a smooth, irreducible algebraic variety and H a
(nonempty) reduced hypersurface in X. Let π : Y → X be a log resolution of (X,H)
such that the strict transforms of the irreducible components of H on Y are disjoint.

If we write π∗(H) =
∑N
i=1 aiEi and KY/X =

∑N
i=1 kiEi, then

(8.44) α̃(X,H) ≥ min
{
ki+1
ai
| Ei exceptional

}
.

Proof. After taking a suitable open cover of X, we may and will assume that
H is defined by f ∈ OX(X). Let λ be the right-hand side of (8.44) and let us write
λ = q + β, with q ∈ Z≥0 and β ∈ (0, 1]. We have α̃(X,H) ≥ λ if and only if every

root of b̃f (s− q) is ≤ −β; by Theorem 8.99, this is equivalent to b∂qt δ(s) having all
roots ≤ −β. However, by Theorem 8.67 that such a root is either −m, for some
positive integer m (in which case it is clearly ≤ −β) or of the form q− ki+`

ai
, for some

positive integer ` and some i with Ei exceptional (in which case, it is ≤ q−λ = −β).
This completes the proof. �

Remark 8.101. Unlike in the case of formula (8.39) that computes lct(X,H)
in terms of any log resolution, we can’t hope that the inequality in (8.44) is an
equality for an arbitrary resolution. Indeed, if the minimum on the right-hand side
of (8.44) is > 1 (so α̃(X,H) > 1), then one can construct a sequence of blow-ups
with smooth centers of codimension 2, such that the corresponding minima converge
to 1. Indeed, let Ej be the strict transform of an irreducible component of H (so
that aj = 1 and kj = 0) and let Ei be an exceptional divisor that intersects Ej .
We consider the blow-up Y1 → Y of Y along a connected component of Ei ∩ Ej ,
and let G1 be the exceptional divisor. We consider next the blow-up Y2 → Y1 of
Y1 along the intersection of G1 with the strict transform of Ej and let G2 be the
exceptional divisor, etc. An easy computation shows that the coefficient of G` in
the inverse image of H on Y` is ai + ` and its coefficient in KY`/X is ki + `. Note

that lim`→∞
ki+1+`
ai+`

= 1.
However, it is an interesting question whether given a reduced hypersurface H

on X, whether there is a log resolution π : Y → X of (X,H) such that we have
equality in (8.44).



APPENDIX A

A very brief introduction to derived categories

In this appendix we review a few basic facts about derived categories that are
used in the main text. We will be very brief; for a detailed introduction to derived
categories we refer to [GM03].

A.1. The derived category

Let A be an Abelian category (the ones to keep in mind are the categories of left
or right modules over a given ring or, more generally, the category of R-modules,
where R is a sheaf of rings on a topological space).

We denote by Kom(A) the category of complexes X• of objects in A (written
in cohomological notation), with the morphisms being morphisms of complexes. It
is straightforward to see that Kom(A) is an abelian category, with the kernels and
cokernels computed component-wise.

Definition A.1. A morphism of complexes u : X• → Y • is a quasi-isomorphism
if it induces isomorphisms in cohomology, that is, Hi(f) : Hi(X•) → Hi(Y •) is an
isomorphism for all i ∈ Z.

The derived category of A can be obtained by a formal process inverting all
quasi-isomorphisms in Kom(A). This is a process similar in spirit to the localization
in a (noncommutative) ring.

Definition A.2. The derived category of an abelian category A is a category
D(A), together with a functor p : Kom(A) → D(A) such that for every quasi-
isomorphism u in Kom(A), the morphism p(u) is an isomorphism; moreover, p is
universal with this property: for every other functor q : Kom(A) → C that maps
quasi-isomorphisms to isomorphisms, there is a unique functor α : D(A)→ C such
that we have α ◦ p = q. Note that this characterizes D(A) up to a unique isomor-
phism.

Example A.3. It follows from the definition that we have a unique functor
Hi : D(A)→ A that maps p(X•) to Hi(X•).

It is not hard to see that D(A) exists by formally inverting quasi-isomorphisms.
More precisely, D(A) and Kom(A) have the same objects and a morphism in D(A)
is given by concatenating morphisms in Kom(A) and “formal inverses” of quasi-
isomorphisms, up to an obvious equivalence relation induced by composition. How-
ever, the problem with this construction is that it does not give a handle on the
structure of D(A) (for example, it is not even clear that D(A) is an additive cate-
gory).

147
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A.2. Triangulated categories

The derived category of an Abelian category is not an Abelian category any-
more: it is a triangulated category. The difference is that instead of short exact
sequences we have a class of distinguished triangles that are required to satisfy
suitable axioms. We now introduce this notion and derive a few easy properties.

Definition A.4. A triangulated category is an additive category D , together
with the following data:

i) The translation functor X  X[1], which is an automorphism1 D → D.
ii) A collection of exact triangles, consisting of the following data:

X
u−→ Y

v−→ Z
w−→ X[1],

that satisfy the following axioms:

TR1) For every object X in D, the following is an exact triangle

X
1X−→ X −→ 0 −→ X[1].

Moreover, given a commutative diagram

X

f

��

// Y

g

��

// Z

h

��

// X[1]

f [1]

��
X ′ // Y ′ // Z ′ // X ′[1],

if the vertical arrows are isomorphisms and the top row is an exact triangle,
then the bottom row is an exact triangle as well.

TR2) For every morphism u ∈ HomD(X,Y ), there is an exact triangle

X
u−→ Y −→ Z −→ X[1].

TR3) For every exact triangle

X
u−→ Y

v−→ Z
w−→ X[1],

the triangles

Y
v−→ Z

w−→ X[1]
−u[1]−→ Y [1]

and

Z[−1]
−h[−1]−→ X

f−→ Y
g−→ Z

are exact as well.
TR4) For every diagram

X

u

��

// Y

v

��

// Z // X[1]

u[1]

��
X ′ // Y ′ // Z ′ // X ′[1]

with the rows exact triangles and such that the first square is commutative,
there is a morphism w : Z → Z ′ (not necessarily unique) that gives a
morphism of triangles (that is, all squares are commutative).

1Note that the translation functor T is required to be an automorphism, not just an equiv-
alence of categories; in other words, T ◦ T−1 and T−1 ◦ T are the identity functors, and not just

equivalent to the identity functors.



A.2. TRIANGULATED CATEGORIES 149

TR5) (Octahedral axiom2). For every morphisms X
f−→ Y

g−→ Z, there is a
commutative diagram

X

1X

��

f // Y

g

��

j // A

��

// X[1]

1X [1]

��
X

f

��

g◦f // Z

1Z

��

// B

��

// X[1]

f [1]

��
Y

g // Z // C //

��

Y [1]

j[1]

��
A[1]

1A[1] // A[1]

such that the first three rows and the third column are exact triangles.

Definition A.5. An additive functor F : D1 → D2 between triangulated cat-
egories is an exact functor if the following conditions hold:

i) F commutes with the translation functors, that is, we have F ◦ TD1
=

TD2
◦ F .

ii) F maps exact triangles to exact triangles.

Remark A.6. It is straightforward to see that if D is a triangulated category,
then its dual D◦ has an induced structure of triangulated category, with the trans-
lation functor being the inverse of the one on D and the exact triangles being the
same.

In order to illustrate how to apply the axioms in the definition of a triangulated
category, we deduce a few useful properties. In what follows we assume that D is
a tringulated category.

Proposition A.7. For every exact triangle

X
f−→ Y

g−→ Z
h−→ X[1],

we have g ◦ f = 0, h ◦ g = 0, and f [1] ◦ h = 0.

Proof. It is enough to prove the fact that g ◦ f = 0, since the other assertions
follow from this one using Axiom TR3. In order to see this, consider the diagram

Y
g //

g

��

Z
h //

1Z

��

X[1]
−f [1] // Y [1]

g[1]

��
Z

1Z // Z // 0 // Z[1]

,

where the first square is commuatative and the rows are exact triangles (the top one
by hypothesis and TR3 and the second one by Axiom TR1). It follows from Axiom
TR4 that there is a morphism u : X[1]→ 0 (which has to be the 0 morphism) such
that we get a morphism of triangles. The right-most commutative square then
implies g[1] ◦ f [1] = 0, and thus g ◦ f = 0. �

2This axiom is more involved and we only give it for the sake of completeness. It will not
play any role in this appendix.
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Proposition A.8. Given an exact triangle

A
f−→ B

g−→ C
h−→ A[1]

in a triangulated category D, for every object in D, the induced complexes

. . .→ HomD(X,A)→ HomD(X,B)→ HomD(X,C)→ HomD
(
X,A[1]

)
→ . . .

and

. . .HomD
(
A[1], X

)
→ HomD(C,X)→ HomD(B,X)→ HomD(A,X)→ . . .

are exact.

Proof. It is enough to prove the first assertion, since the second one follows
by applying the first one to the dual category D◦. Furthermore, using TR3, we see
that it is enough to show that the following sequence

HomD(X,A)→ HomD(X,B)→ HomD(X,C)

is exact. The composition is clearly 0 by Proposition A.7. Suppose now that
u ∈ HomD(X,B) is such that gu = 0. Consider the diagram

X //

u

��

0

��

// X[1]
−1X [1] // X[1]

u[1]

��
B

g // C // A[1]
−f [1] // Y B[1]

,

in which the first square is commutative by our assumption on u and the first row
is exact by Axioms TR1 and TR3, while the second row is exact by hypothesis and
Axiom TR3. By Axiom TR4, there is a morphism v : X → A such that v[1] induces
a morphism of triangles. The commutativity of the third square implies u = fv,
which completes the proof. �

Corollary A.9. For an exact triangle

A
f−→ B −→ C −→ A[1],

the morphism f is an isomorphism if and only if C = 0.

Proof. We have C = 0 if and only if for every object X in D, we have
HomD(X,C) = 0. By the proposition, this is the case if and only if the induced
morphism

HomD(X,A)→ HomD(X,B)

is an isomorphism. It is easy to see that this is the case if and only if f is an
isomorphism. �

Definition A.10. If D is a triangulated category and A is an Abelian category,
then an additive functor F : D → A is a cohomological functor if for every exact
triangle

X → Y → Z → X[1],

the sequence

F (X)→ F (Y )→ F (Z)

is exact. In this case it follows from Axiom TR4 that we have a long exact sequence

. . . F
(
Z[−1]

)
→ F (X)→ F (Y )→ F (Z)→ F

(
X[1])→ F

(
Y [1]

)
→ . . . .
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Example A.11. With this terminology, Proposition A.8 says that if D is a
triangulated category, then for every object T in D, the functors

HomD(T,−) : D → Ab and HomD(−, T ) : Dop → Ab,

where Ab is the category of all abelian groups, are cohomological functors.

Corollary A.12. If D is a triangulated category and we have a morphism of
exact triangles

A

u

��

// B

v

��

// C

w

��

// A[1]

u[1]

��
A′ // B′ // C ′ // A′[1].

such that u and v are isomorphisms, then w is an isomorphism.

Proof. Note that if u and v are isomorphisms, then also u[1] and v[1] are
isomorphisms. For every object X in D, applying HomD(X,−) and using Propo-
sition A.8, we get a commutative diagram with exact rows. An application of the
5-Lemma gives that HomD(X,C) → HomD(X,C ′) is an isomorphism. Since this
holds for every X, we conclude that w is an isomorphism. �

Remark A.13. If u : X → Y is a morphism in a triangulated category D, then
Axiom TR2 gives an exact triangle

X
u−→ Y −→ Z −→ X[1].

We will sometimes refer to Z as the cone of u and denote it by C(u). Note that
this is well-defined up to isomorphism: given another such exact triangle

X
u−→ Y −→ Z ′ −→ X[1],

we get from Axiom TR4 a morphism ϕ : Z → Z ′ such that we have a morphism of
triangles

X

1X

��

// Y

1Y

��

// Z

ϕ

��

// X[1]

1X [1]

��
X ′ // Y // Z ′ // X[1].

In this case it follows Corollary A.12 that ϕ is an isomorphism. However, there is
a subtlety here in the fact that ϕ is not unique. This leads to various constructions
being non-canonical.

We note that with this notion of cone of a morphism, an useful consequence of

the Octahedral Axiom is that given two morphisms X
u−→ Y

v−→ Z, there is an
exact triangle

(A.1) C(u)→ C(vu)→ C(v)→ C(u)[1].

This can be interpreted as an analogue of the Third Isomorphism Theorem in the
context of two monomorphisms X ↪→ Y ↪→ Z in an Abelian category. However, we
stress that unlike in that case, this exact triangle (A.1) is not canonical.

Exercise A.14. Let D be a triangulated category.
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i) Show that for every objects X, Z ∈ D, if i : X → X ⊕Z and X ⊕Z → Z
are the canonical morphisms, then the triangle

(A.2) X
i−→ X ⊕ Z p−→ Z

0−→ X[1]

is exact.
ii) Show that conversely, if we have an exact triangle

X
u−→ Y

v−→ Z
w−→ X[1]

such that w = 0, then this triangle is isomorphic to the triangle (A.2). In
particular, we have Y ' X ⊕ Z.

We will also make use of the following notion:

Definition A.15. Let D be a triangulated category. A full3 subcategory D′
of D is a triangulated subcategory if the following conditions are satisfied:

i) If A ∈ Ob(D) is isomorphic to A′ ∈ Ob(D′), then A ∈ Ob(D′).
ii) If A ∈ Ob(D′), then A[1] ∈ Ob(D′) and A[−1] ∈ Ob(D′).
iii) Given an exact triangle

A −→ B −→ C −→ A[1]

in D, if A,C ∈ Ob(D′), then B ∈ Ob(D′).

A.3. The derived category as a triangulated category

Returning to the derived category of an Abelian category, we have the following

Theorem A.16. If A is an Abelian category, then the derived category D(A)
has a structure of triangulated category.

The translation functor in D(A) maps a complex A• to A•[1], where A•[1]n =
An+1 and the differentials are the negative of the original maps. We do not describe
the exact triangles, except mentioning the following

Remark A.17. It is a consequence of the description of exact triangles in the
derived category that if

u→ v → w → u[1]

is an exact triangle in D(A), then we get a long exact sequence in A:

. . .→ Hi(u)→ Hi(v)→ Hi(w)→ Hi+1(u) = Hi
(
u[1]

)
. . . .

In other words, the functors Hi(−) : D(A)→ A are cohomological functors.

Example A.18. Given an exact sequence

0→ A•
f−→ B•

g−→ C• → 0

in Kom(A), there is a morphism h : C• → A•[1] in D(A) such that we have an
exact triangle in D(A):

A•
f−→ B•

g−→ C•
h−→ A•[1].

Using the previous remark, we recover the long exact sequence associated to a short
exact sequence of complexes.

3A subcategory C′ of C is full if for every two objects X and Y in C′, we have HomC′ (X,Y ) =

HomC(X,Y ).
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Example A.19. If C• is complex in Kom(A), then for every i ∈ Z, we consider
the “stupid” truncations

σ≤i(C•) : . . .→ Ci−1 → Ci → 0→ 0→ . . .

and
σ≥i+1(C•) : . . . 0→ 0→ Ci+1 → Ci+2 → . . . .

It is clear that we have a short exact sequence of complexes

0→ σ≤i(C•)→ C• → σ≥i+1(C•)→ 0,

hence via the previous example we get a corresponding exact triangle in D(A).
However, note that these “stupid” truncation functors are not defined on D(A),
since they don’t map quasi-isomorphisms to quasi-isomorphisms.

Example A.20. Better behaved truncation functors are defined as follows. If
C• is a complex in Kom(A) and i ∈ Z, then we put

τ≤i(C•) : → Ci−1 → Ci → Im(Ci → Ci−1)→ 0→ 0→ . . .

and

τ≥i+1(C•) : → 0→ 0→ Ci+1/Im(Ci → Ci+1)→ Ci+2 → Ci+3 → . . . .

Note that the canonical morphism τ≤i(C•) → C• (respectively C• → τ≥i+1(C•))
induces isomorphisms after applying Hp with p ≤ i (respectively p ≥ i + 1), while
Hp
(
τ≤i(C•)

)
= 0 for p > i and Hp

(
τ≥i+1(C•)

)
= 0 for p ≤ i. It is easy to

deduce that we get induced functors τ≤i, τ≥i+1 : D(A) → D(A). Moreover, using
Example A.17, we see that for every u ∈ D(A) and every i ∈ Z, we have an exact
triangle in D(A):

τ≤i(u)→ u→ τ≥i+1(u)→ τ≤i(u)[1].

Remark A.21. The truncation functors in the previous example enjoy a useful
universal property: for every u, v ∈ D(A), if Hi(v) = 0 for all i > m, then the
canonical morphism τ≤m(u)→ u induces an isomorphism

HomD(A)

(
v, τ≤m(u)

)
→ HomD(A)(v, u).

Similarly, if Hi(v) = 0 for all i ≤ m, then the canonical morphism u → τ≥m+1(u)
induces an isomorphism

HomD(A)

(
τ≥m+1(u), v

)
→ HomD(A)(u, v).

Remark A.22. By mapping an object M in A to the complex C•(M) with
C0(M) = M and Ci(M) = 0 for i 6= 0 we get a functor A → D(A). This gives
an equivalence of categories between A and the full subcategory of D(A) given by{
u ∈ D(A) | Hi(u) = 0 for i 6= 0

}
. We always think of A as a full subcategory of

D(A) in this way.

Remark A.23. Inside D(A) there are several important triangulated subcate-
gories:

D+(A) =
{
u ∈ D(A) | Hi(u) = 0 for i� 0

}
,

D−(A) =
{
u ∈ D(A) | Hi(u) = 0 for i� 0

}
, and

Db(A) =
{
u ∈ D(A) | Hi(u) = 0 for |i| � 0

}
.

Using the truncation functors τ≤m and τ≥n (see Example A.20), one can easily see
that every object in Db(A) can be represented by a bounded complex (that is, a
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complex A• such that Ai = 0 if |i| � 0). Similar assertions hold for the objects of
D+(A) and D−(A).

Other important examples arise in the presence of finiteness conditions: for
example, if X is a Noetherian scheme and A is the category of OX -modules, then
Dqc(X) (respectively, Dcoh(X)) consists of the objects in u ∈ D(A) such that Hi(u)
is quasi-coherent (respectively, coherent) for every i. The subcategories D+

coh(X),

D−coh(X), and Dbcoh(X) are then defined in the obvious way.

A.4. Derived functors

We end this appendix with a discussion of derived functors in the setting of
derived categories. In order to fix the ideas, suppose that F : A → B is a left
exact functor between Abelian categories, such that A has enough injective objects.
Recall that in classical homological algebra we associate to F a sequence of functors
(RiF : A → B)i≥0, the derived functors of F . In the setting of derived categories, we
have a derived functor RF : D+(A) → D+(B) such that RiF (M) ' Hi

(
RF (M)

)
for every object M of A. This has several advantages: first, we can apply RiF
to arbitrary objects in D+(A), instead of just objects of A (recovering in this way
what is known as hypercohomology is the classical setting); second, it allows us to
compose such transformations.

The functor RF is defined as follows. Given a complex A• with Hi(A•) = 0
for i � 0, we consider an injective resolution Q•, that is, a quasi-isomorphism
A• → Q•, where Q• is a complex of injective objects in A, with Qi = 0 for i� 0.
Then one takes RF (A•) := F (Q•) and one shows, as in the classical case, that
this is independent of the injective resolution up to a canonical isomorphism. This
induces a functor D(A)→ D(B) and we put RiF = Hi ◦RF . Note that we recover
the usual derived functors on the objects of A.

One can show that one can compute RF (A•) using complexes of F -acyclic
objects (these are objects B ∈ A such that RiF (B) = 0 for all i ≥ 1). More
precisely, if B• is a complex of F -acyclic objects, with Bi = 0 for i � 0, then
RF (B•) ' F (B•).

In the case of a right exact functor F : A → B, with A having enough projective
objects, dual considerations give the left derived functor LF : D−(A)→ D−(B).

Remark A.24. If A• is a complex with Hi(A•) = 0 for i � 0, then one can
compute RiF (A•) using the two hypercohomology spectral sequences. One of these
makes use of the derived functors of the terms in A•:

Ep,q1 = RjF (Ai)⇒ Ri+jF (A•)

and the E2 terms are given by Ep,q2 = Hi
(
RjF (A•)

)
. The other spectral sequence

uses the derived functors of the cohomology of A•:

Ep,q2 = RiF
(
Hj(A•)

)
⇒ Ri+jF (A•).

Remark A.25. Suppose that F : A → B and G : B → C are left exact functors
between Abelian categories, with A and B having enough injectives, and F (Q)
being G-acyclic for every injective object Q ∈ A. In the classical case, we have the
Grothendieck spectral sequence relating the derived functors of F , G, and G ◦ F .
This is upgraded at the level of derived categories to an equivalence of functors
RG ◦RF ' R(G ◦ F ).
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Remark A.26. Suppose that F : A → B is a left exact functor and A has
enough injective objects. It is easy to see, using the truncation functors in Ex-
ample A.20, that in order to show that RF induces a functor Db(A) → Db(B), it
is enough to show that for every object A in A, we have RiF (A) = 0 for i � 0.
For example, this is the case for the functor Rf∗, when f : X → Y is a mor-
phism between two algebraic varieties over a field k. Similarly, the fact that in
this case Rif∗ preserves quasi-coherent sheaves implies that we have an induced
functor Dbqc(X) → Dbqc(Y ). This further induces a functor Dbcoh(X) → Dbcoh(Y ) if
f is proper.

If A is an Abelian category with enough injective objects, then for every object
M in A, we can construct RHomA(M,−) as the derived functor of the left exact
functor HomA(M,−). More generally, we have a bifunctor

RHomA(−,−) : D−(A)×D+(A)→ D+(A),

exact in each variable, such that if A• is a complex with Ai = 0 for i � 0 and
B• → Q• is a quasi-isomorphism, with Q• a complex of injective objects with
Qi = 0 for i � 0, then RHomA(A•, B•) is given by the complex Hom•A(A•, Q•),
where

Homm
A (A•, Q•) = ⊕p−q=mHomA(Aq, Qp),

and the differential is induced, up to suitable signs, by the differentials on the two
complexes (note that the above direct sum has only finitely many nonzero terms
because of our assumptions on A• and Q•). We also note that if A• has a projective
resolution P • → A•, we also compute RHomA(A•, B•) as given by Hom•A(P •, B•).

Remark A.27. For every Abelian category A and every u, v ∈ D(A) and every
i ∈ Z, we put

Exti(u, v) := HomD(A)

(
u, v[i]

)
.

It is a basic fact that if u ∈ D−(A) and v ∈ D+(A), then there is a canonical
isomorphism

Exti(u, v) ' Hi
(
RHomA(u, v)

)
.

Remark A.28. If R is a sheaf of (possibly noncommutative) rings on a topo-
logical space X and A is the category of R-modules on X (which has enough
injectives), if we use the sheaf HomR(−,−) instead of HomR(−,−), we obtain as
above the bifunctor, exact in each variable,

RHomR(−,−) : D−(A)×D+(A)→ D+(A).

This can be computed either using injective resolutions in the second entry or using
resolutions by locally free R-modules in the first entry (when these are available).

Another useful derived functor is the derived tensor product. Suppose that R is
a sheaf of rings on the topological spaceX andA is the category ofR-modules on X.
While A does not have enough projectives in general, it turns out that the derived
tensor product can be computed using flat resolutions (so this constructions falls
outside of the general framework we discussed so far). One can show that for every
complex A• of R-modules with Hi(A•) = 0 for i� 0, there is a flat resolution, that
is, a quasi-isomorphism F • → A•, with F i = 0 for i � 0 and F i a flat R-module
for all i. There is a bifunctor

−⊗L − : D−(A)×D−(A)→ D−(A),



156 A. A VERY BRIEF INTRODUCTION TO DERIVED CATEGORIES

exact in each entry, such that if u and v are represented, respectively, by the
complexes A• and B•, and F • → A• and G• → B• are flat resolutions, then

u⊗L v := F • ⊗R G• ' F • ⊗R B• ' A• ⊗R G•

(note that the isomorphisms hold in the derived category). Recall that the tensor
product of two complexes F • and G• is given by the complex T •, with

Tm =
⊗

p+q=m

F p ⊗R Gq,

and the differential is induced, up to suitable signs, by the differentials on the two
complexes. It is common to write T orRi (u, v) for H−i(u⊗L v).

Remark A.29. Since tensor product commutes with localization, it follows
that the Tor functors commute with localization as well.

Remark A.30. If R is a sheaf of commutative rings such that for every x ∈
X the ring Rx is regular, of dimension ≤ d, then T orRi (M,N) = 0 for every
Rx-modules M and N and every i > d (since every Rx-module has a projective
resolution of length ≤ d, see [Mat89, Theorem 19.2]). This implies that for every

R-modules M and N , we have T orRi (M,N ) = 0 for i > d. A standard argument
using the exact triangles in Example A.19 allows us to deduce that u⊗L v ∈ Db(R)
if u, v ∈ Db(R).

Suppose now that f : (X,OX) → (Y,OY ) is a morphism of ringed spaces. In
this case we have the right exact functor f∗ = OX ⊗f−1(OY ) f

−1(−) from the
Abelian category of OY -modules to the Abelian category of OX -modules. Let us
write D(OY ) and D(OX) for the corresponding derived categories. Note that the
functor f−1 on the category of OY -modules is exact. We thus have an exact functor

Lf∗ : D−(OY )→ D−(OX), Lf∗(u) = OX ⊗Lf−1(OY ) f
−1(u).

Note that if u = A• ∈ D−(OY ) and A• has a flat resolution P • → A•, then f−1(A•)
has the flat resolution f−1(P •), and thus Lf∗(u) is given by f∗(P •), which accounts
for the fact that we end up in the derived category of OX -modules. We write Lif∗

for Hi ◦ Lf∗.

Remark A.31. If OY,y is a regular ring of dimension ≤ d for every y ∈ Y , then
it follows from Remark A.30 that Lf∗ induces an exact functor Lf∗ : Db(OY ) →
Db(OX).
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France, Paris, 1983. 116, 117

[Mat89] H. Matsumura, Commutative ring theory, Cambridge Studies in Advanced Mathematics,

8, second edition, translated from the Japanese by M. Reid, Cambridge University Press,
Cambridge, 1989. 33, 37, 38, 156
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