1 25 Boyd’s symmetry examples

Advanced Math

The example we begin with is actually the example that we used all last lecture to illustrate Boyd’s symmetry theorem.  We will find several things to be true:

· With just Boyd’s symmetry, we can get a lot of information regarding comparative statics.  We can also get a lot of ‘economically pertinent information’

· The economically pertinent information can be used for quite a bit of data testing

· The economic information combined with the comparative statics will be useful in solving for the control rule.  However, the control rule will still not be a breeze.

In the last lecture, we showed that the problem:


Maxc,αE0∫0∞ e-ρtU(ct) s.t.


dW=[rW-C+α(μ-r)]dt + ασdZ

where U(c)=
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We also showed that this plugs into the Bellman equation,

ρV(K,x,t)-Vt(K,x,t) =
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And becomes:


ρV(w,t)-Vt(w,t)=maxα,c{
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+Vw(w,t)[rw-c+α(μ-r)] +Vww(w,t)
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The LHS of the Bellman equation is always the same, and the second term, the Vt, only matters if the parameters are not time invariant and/or T is finite.  In other words, quite a bit of simplification can be done by just making the time-horizon infinite and everything time-independent.  (i.e. that r is constant as is μ, etc.)

The other term of particular importance is the one after the Vww.  This term is simply the element before dZ in the constraint, squared, and divided by two.

We showed last lecture that if the following changes are made:


w→θw


c→θc


α→θα
then the budget constraint is satisfied and thus all plays are feasible.  In short, the problem shows symmetry for that transformation.  What’s more, we can easily consider what happens for all possible paths when we multiply consumption by θ, then we increase value by θ1-Ύ.  This transformation is true for all possible paths.  Since it is true for all paths, then:


V(θw,t)=θ1-ΎV(w,t)for all θ and w.

This one relationship written just above gives you a huge amount of information about the functional form.  Consider the case where θ=1/w.  Then, we get:


V(1,t)=(1/w)1-ΎV(w,t)

Solving this for V(w,t) leads to:


V(w,t)=V(1,t)w1-Ύ
In other words, we have a very nice method of comparing what happens when we multiply wealth by a constant.

From here, it is quite straightforward to solve for the decision rule in the time invariant case (as long is it can be characterized by Boyd symmetry.)  The hope for anyone doing research is that the solution of the time-invariant case will help get the insights to solve the general, non-time invariant case.

We are going to go as many steps as we can in the general, time variant case, then veer off allowing all time-variant terms to be zero.  The general method is to consider the first order conditions.  Then, take the information and plug that back into the Bellman equation, and (with luck) finish solving the resulting differential equation.

Let’s see: we are dealing with maximization, so… we need a FOC.  We are going to look specifically for elements to substitute in for V(w,t), Vw(w,t) and Vww(w,t). Write out the Bellman equation, and note that the control variables are all on the RHS:


ρV(w,t)-Vt(w,t)=maxα,c{
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+Vw(w,t)[rw-c+α(μ-r)] +Vww(w,t)
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Take the FOCc:


C-Ύ=Vw(w,t)=
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=V(1,t)(1-Ύ)w-Ύ

C=V(1,t)
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And therefore,


V(1,t)=
[image: image10.wmf]g

g

-

-

1

)

(

t

A


Doing even this much information allows us to consider some ‘deeper’ meaning.  Specifically, we originally noticed that A(t) was the average propensity to consume (c/w).  Therefore, we have:


A(t)=V(1,t) 
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Substituting in V(w,t)=V(1,t)w leads to:


V(w,t)=
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Wow!  We have V as a function of solely w and t.  Taking the derivative with respect to w once and twice gives:


Vw(w,t)=A(t)-Ύw-Ύ

Vww(w,t)=-ΎA(t)-Ύw-Ύ-1
Write out the Bellman equation again for consideration of FOCα:


ρV(w,t)-Vt(w,t)=maxα,c{
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FOCα leads to:


Vw(w,t)(μ-r)+Vww(w,t)ασ2=0

Which leads to a very economically meaningful relationship:


 α=
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 EMBED Equation.3  [image: image17.wmf])
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where the second fraction on the RHS is the ‘absolute risk tolerance’.  (The absolute risk tolerance is the inverse of the absolute risk aversion divided by w.)  Wow!  You see that (as long as preferences are of the form we assumed), it is possible to sum the absolute risk tolerance across individuals to get a composite risk.

Substitute in for the Vw and Vww terms, and we see another clear relationship:
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Take the inverse and multiply by w to get the relative risk aversion:
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In other words, the risk aversion of the value function of this problem is the same as the risk aversion of the utility function of the underlying individual.  While many papers suggest that this is true in general, it is only true due to the symmetry that we are taking advantage of.  Note, however, that we have not assumed time invariance thus far.

The equation that we solved for above for α will be useful in some circumstances, but there is more that we can say.  In particular, let’s consider the information from the FOCα in addition to FOCc.  Specifically, plug in:


V(w,t)=
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Vw(w,t)=A(t)-Ύw-Ύ

Vww(w,t)=-ΎA(t)-Ύw-Ύ-1

Into the above equation for α:


 α=
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 EMBED Equation.3  [image: image22.wmf])
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and we find that:


α=
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(it’s nice when so many terms drop out.)  This equation also states that if we double all initial elements (w), then we double the amount of α.  Once again—note that this is solely the symmetry talking (although it can also get your name published.)

Now, we really get working on the differential equation.  For this, we need to substitute all of the information we have from the FOC’s into the original Bellman equation.  In other words, we combine:


V(w,t)=
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Vw(w,t)=A(t)-Ύw-Ύ

Vww(w,t)=-ΎA(t)-Ύw-Ύ-1


α=
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ρV(w,t)-Vt(w,t)=maxα,c{
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+Vw(w,t)[rw-c+α(μ-r)] +Vww(w,t)
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using:


c=A(t)W 

which leads to:
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to get:
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ρA(t)-Ύ+Ύ
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+A(t)-Ύw-Ύ[rw-A(t)w+
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This form of the Bellman equation is quite a mess, yet there are a number of straightforward simplifications.  It would have been possible to write this as a function of V(1,t) instead of A(t), but the A(t)’s have economic meaning to them.  Thus, by writing it this way, we have the intuition that comes with economic logic to help us construct a solution.

The first simplification is to notice that there are a lot of 
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 terms.  Taking these and adding only terms that do not have corresponding values leads us to:

ρA(t)-Ύ+Ύ
[image: image40.wmf]·
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Simplify just the last term, Ύ(1-Ύ)A(t)-Ύw-Ύ-1
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, by canceling a Ύ and σ2 in numerator and denominator to get:

ρA(t)-Ύ+Ύ
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Now spread out the terms +(1-Ύ)A(t)-Ύ[r-A(t)+
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ρA(t)-Ύ+Ύ
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A(t)1-Ύ+r(1-Ύ)A(t)-Ύ-(1-Ύ)A(t)1-Ύ+(1-Ύ)
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But we note that the last two terms are half one another:

ρA(t)-Ύ+Ύ
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Multiply through by A-Ύ and we have:

 ρ+Ύ
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which simply becomes:

ρ+Ύ
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This is as far as we will go with the time-dependent valuation.  It is a differential equation in A, and it is solvable.  For time independency, we assume that T=∞,and we assume that all parameters are independent of time (notably r, μ, and σ.)  With time independence, we know that 
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ρ= ΎA(t)+r(1-Ύ)+(1-Ύ)
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which is rewritten:


ΎA(t)= ρ+r(1-Ύ)+(1-Ύ)
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No differential equation to solve at all!  All we have is that:


A(t)=ρ/Ύ 
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Plug in numbers, such as Ύ=4 to get an idea of what is happening, and we seel:


A=1/4 +3/4
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You could use this to estimate a (fairly) realistic simulation.  Say, by plugging in ρ=.02/yr, μ=.06/yr, α=.2/√yr, and r=.02/yr.

You could also go ahead and try to solve the differential equation.

We are going to do one last substitution on this problem.  We look at the valuation function, and plug in our results to see that:


V(w,1)=A-Ύ
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=
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You see that this form of the valuation is just not all that complicated.  It is particularly useful if you want to do comparative statics.  If r increases by itself, you see that there is a positive and negative effect.  The positive effect is higher returns, while the negative effect is higher cost of capital for investment in the tock market.  On the other hand, you see that μ increasing leads to the person being strictly better off.

In addition, while we don’t know a base α, we do know how it varies with w—directly from the symmetry:


α=
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In other words—stockholding is proportional to risk tolerance—as you would expect.  It also has the implication that, despite the present high stock price, people must be willing to still hold it—which therefore means that they expect the price to continue to rise.

One special case that will often be useful is the limit as Ύ→1; this leads to the log utility case.  In that situation, A=ρ.  This result is frequently cited in the literature—although it is not robust; it is only true for log utility.  

We now spend a bit of time considering the log utility case.  One method for considering it would be to take the limit as θ→1, but we consider it directly in order to get more practice with the mathematical rules.  The general problem is the same as before (note that we want to consider what is occurring at all times t:


Maxc,αEt∫tT e-ρ(t’-t)U(ct’)dt’ s.t.



dW=[rW-C+α(μ-r)]dt’ + ασdZ




where u(ct)=lnct

Consider the following for symmetry:


c→θc


w→θw


α→θα
This just happens to be the same as the last case.  If we used the term β where α=βw, then you would have:


β→β
Anyway, with this symmetry, it is straightforward to show that:


V→V+∫tTe-ρ(t’-t)lnθdt’

Doing the integration leads to:


 ∫tTe-ρ(t’-t)lnθdt’=lnθ+∫tTe-ρ(t’-t)dt’=lnθ 
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=lnθ
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and thus,


V(θw,t)=V(w,t)+ 
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Plugging in θ=1/w gives:


V(1,t)=V(w,t)+ln(1/w) 
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And soving for V(w,t) gives:


V(w,t)=V(1,t)+ ln(w) 
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This result, once again is a commonly used one in the literature, but is only true for this particular utility funciton.

We now consider one more problem.  This particular problem is particularly useful for considering ‘safety’ motive for saving.  For this problem, we use the utility form:


U(ct)=
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We are not interested in the portfolio of this person, but concentrate on their spending habits.  The random variable is y, the amount of work that this person is able to receive.  Thus, we are looking specifically for precautionary savings.  The maximization problem is:


MaxcE0∫0∞e-ρt
[image: image73.wmf]a
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s.t. dw=[rw+y-c]dt



      dy=σdz

We only have time to consider the time inconsistent case, so we assume that r is constant.  Symmetry when we have the power in there has got to look a bit different.  Let’s look for the following symmetry:


w→w+θ


c→c+rθ
This leads to:


V(w+θ,t) →e-arθV(w,t)

Thus, θ=-w, and we can therefore find the ‘base’ for the problem:


V(0,t)=e-arwV(w,t)

(note the unfortunate part of this problem is that we must allow for negative consumption implicitly.  However, there are still publications using this form.)

The general method of writing this is:


V(w,y,t)=e-arwV(0,y,t)

There is another symmetry that is useful for results in this type of problem.  Suppose that you get a bit more Y, and w is a bit lower, and c changes in some manner.  What is this pattern?  This is the homework problem.

One possible solution is:


Y→Y+θ

w→w-(θ/r)


c→c

V is unchanged.

Next time, we finish the example we did not get through today, and discuss the Kreps, Portius Preferences which can be used to separate risk preferences from inter-temporal substitution.
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