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Abstract

We propose an approach to linear optimization with recourse that does not involve a probabilistic description of the uncertainty, and allows the decision-maker to adjust the degree of robustness of the model while preserving its linear properties. We model random variables as uncertain parameters belonging to a polyhedral uncertainty set and minimize the sum of the first-stage costs and the worst-case second-stage costs over that set. The decision-maker’s conservatism is taken into account through a budget of uncertainty, which determines the size of the uncertainty set around the nominal values of the random variables. We establish that the robust problem is a linear programming problem with a potentially very large number of constraints, and describe how a cutting plane algorithm can be used for the robust problem. Furthermore, in the case of simple recourse, we show that the robust problem can be formulated as a series of $m$ linear programming problems of size similar to the original deterministic problem, where $m$ is the number of random variables. Numerical results are encouraging.

1 Introduction

Linear optimization with recourse was first introduced by Dantzig in [16] as a mathematical framework for sequential decision-making under uncertainty. In that setting, the decision-maker must make some decisions before discovering the actual value taken by the random variables, but has the opportunity to take further action once uncertainty has been revealed, with the objective of minimizing total expected cost. This framework later became known as stochastic programming and is described in detail in the monographs by Birge and Louveaux [13] and Kall and Wallace [24]. However, as early as the mid-1960s, researchers such as Dupačová née Žáčková [35] recognized the practical limitations of the expected-value paradigm, which requires the exact knowledge of the underlying probability distributions. The fact that such probabilities are very hard to estimate in practice motivated the development of a minimax approach, where the decision-maker minimizes the maximal expected cost over a family of probability distributions. It has received significant attention in the stochastic programming literature, for instance from Dupačová [17, 18, 19, 35], whose work laid the foundation for subsequent research efforts. Other early references include
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Jagannathan [23], who studied stochastic linear programming with simple recourse when the first two moments of the distributions are known, and Birge and Wets [14], who focused on bounding and approximating stochastic problems. More recently, Shapiro and Ahmed [29] and Shapiro and Kleywegt [30] have investigated further the theoretical properties of minimax stochastic optimization, while Takriti and Ahmed described in [33] an application to electricity contracts. The main drawback of the stochastic minimax approach is that the solution methods proposed in the literature (a stochastic gradient technique in Ermoliev et al. [22], a bundle method in Breton and El Hachem [15], a cutting-plane algorithm in Rüis and Andersen [27], to name a few), all require finding explicitly the worst-case probability distribution for the current candidate solution at each step of the algorithm, and hence suffer from dimensionality problems. These are particularly acute here as stochastic programming often yields large-scale formulations. Although Shapiro and Ahmed [29] and Shapiro and Kleywegt [30] have studied specific classes of problems for which the minimax framework leads to traditional stochastic formulations, no such approach has been developed to date for the general case. Furthermore, while the field of stochastic programming has seen in recent years a number of algorithmic advances, e.g., sampling methods (Shapiro [28]), the problem with recourse remains significantly more difficult to solve than its deterministic linear counterpart, and does not allow for easy insights into the impact of randomness on the optimal values of the decision variables.

Therefore, the need arises to develop an approach to linear optimization with recourse that does not rely on a probabilistic description of the uncertainty, remains tractable in a wide range of settings, and yields theoretical insights into the way randomness affects the optimal solution. The purpose of this paper is to present such an approach based on robust optimization. While robust optimization has been previously used in stochastic programming as a method to incorporate cost variability in the objective function (Takriti and Ahmed [34]), we consider here a different methodology, which was developed independently under the same name. What we refer to as robust optimization addresses data uncertainty in mathematical programming problems by finding the optimal solution for the worst-case instances of unknown but bounded parameters. This approach was pioneered in 1973 by Soyster [31], who proposed a model that guarantees feasibility for all instances of the parameters within a convex set. However, the resulting solution is very conservative, in the sense that it is too far from optimality in the nominal model to be of practical interest for real-life implementation. This issue of over-conservatism hindered the adoption of robust techniques in optimization problems until the mid-1990s, when Ben-Tal and Nemirovski [3, 4, 5], El Ghaoui and Lebret [20] and El Ghaoui et al. [21] started investigating models where feasibility of a linear programming problem is guaranteed with high probability. They focus on ellipsoidal uncertainty sets, which allow for important insights into the robust framework but increase the complexity of the problem considered, e.g., yield second-order cone problems as the robust counterpart of linear models. In contrast, Bertsimas and Sim [8] study polyhedral uncertainty sets, which do not change the class of the problem at hand, and explicitly quantify the trade-off between performance and conservatism in terms of probabilistic bounds of constraint violation. An advantage of their approach is that it can be easily extended to integer and mixed-integer programming problems (Bertsimas and Sim [7]).

While robust optimization has been applied in the references above as a way to address parameter uncertainty, Bertsimas and Thiele [9] use this framework to model random variables and address uncertainty on the underlying distributions in a multi-period inventory problem. Their approach highlights the potential of robust optimization for dynamic decision-making in the presence of randomness. A first step towards implementing robust techniques in stochastic programming with recourse was taken by Ben-Tal et al. [2], who coined the term “adjustable decision variables” as a synonym for second-stage decisions. Unfortunately, the robust counterpart in their approach is
computationally intractable, which leads them to restrict the second-stage variables to affine functions of the uncertain data. (See also Takeda et al. [32] for discussion of convex robust problems with recourse.) Atamtürk and Zhang propose in [1] a model for two-stage optimization that does not involve affinely adjustable decision variables, in the context of network design under uncertain demand. Similarly, we do not impose any limitations on the structure of the functional dependence of the recourse on the uncertain parameters. The model presented here is very broad in scope, in the sense that we develop a robust approach for generic two-stage stochastic problems with uncertainty on the right-hand side. We believe that the framework proposed in this paper offers a new perspective on linear programming with recourse that combines the decision-maker’s degree of conservatism and the uncertainty on the probability distributions.

The algorithm proposed here can be seen as a variation of Benders’ decomposition, or delayed constraint generation (see Section 3 for details). Previous extensions of Benders’ decomposition to robust optimization problems include work by Bienstock and Özbay [12] and Bienstock [11]. In these papers the authors consider specific applications of such problems (determining a robust basestock level under uncertain demands, and robust portfolio optimization with uncertain returns), and apply a generic algorithm that alternates between solving a restricted master problem that includes a limited subset of possible data realizations to determine a solution, and an adversarial problem which finds the worst-case data realization for the solution found. The newly identified data realization is then added to the restricted master problem, and the process is repeated. The papers focus on the specifics of solving the master and adversarial problems for the applications and uncertainty sets considered. While working on this manuscript, we became aware of the recent work by Mutapcic and Boyd [26], which applies the same paradigm and its variations to convex robust problems. As discussed above, compared to ordinary robust problems, robust problems with recourse considered here present additional challenges (specifically in solving the adversarial problem), and a significant portion of this paper is devoted to the discussion of solution methods of adversarial problems arising in problems with recourse under right-hand-side uncertainty.

Specifically, we make the following contributions:

1. We address right-hand-side uncertainty in linear programming problems with recourse by modeling random variables as uncertain parameters in a polyhedral uncertainty set. The level of conservatism of the optimal solution is flexibly adjusted by setting a parameter called the “budget of uncertainty” to an appropriate value.

2. We propose a cutting-plane method, based on Kelley’s method, for solving adjustable robust linear programs of this type. This method is similar to, but less computationally demanding than, Benders’ decomposition algorithm for their stochastic counterparts.

3. We formulate the robust problem with simple recourse as a series of m linear programming problems similar in size to the model without uncertainty, where m is the number of uncertain random variables.

4. We provide techniques for finding worst-case realizations of the uncertain parameters within the polyhedral uncertainty set for problems with simple and general recourse, and demonstrate their performance via computational experiments. The results of computational experiments yield insight into structure and performance of solutions of the robust problem.

The organization of the paper is as follows. In Section 2, we define the model of uncertainty and present the main ideas underlying the robust approach. Section 3 presents a cutting-plane algorithm
based on Kelley’s method for solving robust linear programs with recourse, along with a comparison with the Benders’ decomposition algorithm for solving stochastic programming problems. Sections 4 and 5 discuss how one can compute objective function values and subgradients in the implementation of our algorithm for problems with simple and general recourse, respectively, focusing on solving the adversarial problem. Sections 6 and 7 present results of computational experiments on problems with these two types of recourse. Finally, Section 8 contains some concluding remarks.

2 Problem Overview

2.1 Optimization with Recourse

The focus of this paper is on two-stage linear optimization with right-hand side uncertainty, which was first described by Dantzig in [16]. The deterministic problem can be formulated as:

$$
\begin{align*}
\min & \quad c^T x + d^T y \\
\text{s.t.} & \quad Ax + By = b \\
\quad & \quad x \in S, \quad y \geq 0
\end{align*}
$$

with the following notation:

- \(x\): the first-stage decision variables,
- \(y\): the second-stage decision variables,
- \(c\): the first-stage costs,
- \(d\): the second-stage costs,
- \(A\): the first-stage coefficient matrix,
- \(B\): the second-stage coefficient matrix,
- \(b\): the requirement vector.

Here \(S\) is a polyhedron described by a finite list of inequalities.

In many applications, the requirement vector is random and the decision-maker implements the first-stage (“here-and-now”) variables without knowing the actual requirements, but chooses the second-stage (“wait-and-see”) variables only after the uncertainty has been revealed. This has traditionally been modeled using stochastic programming techniques, i.e., by assuming that the requirements obey a known probability distribution and minimizing the expected cost of the problem. In mathematical terms, if we define the recourse function, once the first-stage decisions have been implemented and the realization of the uncertainty is known, as:

$$
Q(x, b) = \min_{y} \quad d^T y \\
\text{s.t.} \quad By = b - Ax \\
\quad \quad y \geq 0,
$$

the stochastic counterpart of problem (1) can be formulated as a nonlinear problem:

$$
\begin{align*}
\min & \quad c^T x + E_b[Q(x, b)] \\
\text{s.t.} & \quad x \in S.
\end{align*}
$$

If the uncertainty is discrete, consisting of \(\Omega\) possible requirement vectors each occurring with
probability \( \pi_\omega, \omega = 1, \ldots, \Omega \), problem (3) can be written as a linear programming problem:

\[
\min \ c^T x + \sum_{\omega=1}^{\Omega} \pi_\omega \cdot d^T y_\omega \\
\text{s.t.} \quad A x + B y_\omega = b_\omega, \quad \omega = 1, \ldots, \Omega \\
\quad x \in S, \quad y_\omega \geq 0, \quad \omega = 1, \ldots, \Omega.
\]

(4)

However, a realistic description of the uncertainty generally requires a high number of scenarios. Therefore, the deterministic equivalent (4) is often a large-scale problem, which necessitates the use of special-structure algorithms such as decomposition methods or Monte-Carlo simulations (see Birge and Louveaux [13] and Kall and Wallace [24] for an introduction to these techniques). Problem (4) can thus be considerably harder to solve than problem (1), although both are linear. The difficulty in estimating probability distributions accurately also hinders the practical implementation of these techniques.

### 2.2 The Robust Approach

In contrast with the stochastic programming framework, robust optimization models random variables using uncertainty sets rather than probability distributions. The objective is then to minimize the worst-case cost in that set. Specifically, let \( \mathcal{B} \) be the uncertainty set of the requirement vector having known mean \( b \). The robust problem with recourse is formulated as:

\[
\min \ c^T x + \max_{b \in \mathcal{B}} Q(x, b) \\
\text{s.t.} \quad x \in S.
\]

(5)

We assume relatively complete recourse (i.e., problem (2) is feasible for all \( x \in S \) and \( b \in \mathcal{B} \)). Moreover, we assume for ease of presentation that \( Q(x, b) > -\infty \) for all \( x \in S \) and \( b \in \mathcal{B} \). By strong duality, we can write:

\[
Q(x, b) = \max_{p} (b - Ax)^T p \\
\text{s.t.} \quad B^T p \leq d.
\]

(6)

Thus, problem (5) is equivalent to:

\[
\min_{x \in S} \left[ c^T x + \max_{b \in \mathcal{B}, p : B^T p \leq d} (b - Ax)^T p \right].
\]

(7)

If \( \mathcal{B} = \{ \bar{b} \} \), problem (5) is the “nominal” problem. As \( \mathcal{B} \) expands around \( \bar{b} \), the decision-maker protects the system against more realizations of the random variables and the solution becomes more robust, but also more conservative. If the decision-maker does not take uncertainty into account, he might incur very large costs once the uncertainty has been revealed. On the other hand, if he includes every possible outcome in his model, he will protect the system against realizations that would indeed be detrimental to his profit, but are also very unlikely to happen. The question of choosing uncertainty sets that yield a good trade-off between performance and conservatism is central to robust optimization.

Following the approach developed by Bertsimas and Sim [7, 8] and Bertsimas and Thiele [9], we focus on polyhedral uncertainty sets and model the random variable \( b_i, i = 1, \ldots, m \), as a parameter
of known mean, or nominal value, $\tilde{b}_i$ and belonging to the interval $[\bar{b}_i - \tilde{b}_i, \bar{b}_i + \tilde{b}_i]$. Equivalently,

$$b_i = \bar{b}_i + \tilde{b}_i z_i, \ |z_i| \leq 1, \ \forall i.$$ 

To avoid overprotecting the system, we impose the constraint

$$\sum_{i=1}^{m} |z_i| \leq \Gamma,$$

which bounds the total scaled deviation of the parameters from their nominal values. Such a constraint was first proposed by Bertsimas and Sim [8] in the context of linear programming with uncertain coefficients. The parameter $\Gamma$, which we assume to be integer, is called the budget of uncertainty. $\Gamma = 0$ yields the nominal problem and, hence, does not incorporate uncertainty at all, while $\Gamma = m$ corresponds to interval-based uncertainty sets and leads to the most conservative case. In summary, we will consider the following uncertainty set:

$$\mathcal{B} = \left\{ b : b_i = \bar{b}_i + \tilde{b}_i z_i, \ i = 1, \ldots, m, \ z \in \mathcal{Z} \right\}, \quad (8)$$

with

$$\mathcal{Z} = \left\{ z : \sum_{i=1}^{m} |z_i| \leq \Gamma, \ |z_i| \leq 1, \ i = 1, \ldots, m \right\}. \quad (9)$$

In the remainder of the paper, we investigate how problem (5) can be solved efficiently (in the practical, but also theoretical sense) for the polyhedral set defined in equations (8)—(9), with an emphasis on the link with deterministic linear models and how the robust approach can help us gain insights into the impact of the uncertainty on the optimal solution.

### 3 A Cutting-Plane Approach: Kelley’s Algorithm

In this section, we describe a cutting-plane algorithm for solving problem (5) based on Kelley’s algorithm, originally proposed in [25]. Kelley’s algorithm, as presented in [25], is designed to minimize a linear objective function over a compact convex feasible region that is complex (possibly described by an infinite number of constraints) or given only by a separation oracle, i.e., a subroutine that, given a point in the variable space, either correctly asserts that the point is feasible or returns the normal vector and intercept of some hyperplane that strictly separates the point from the feasible region. At each iteration, the algorithm maintains a polyhedral outer approximation of the feasible region; the objective function is minimized over the approximation, and if the resultant solution is infeasible, adds a linear inequality (cut) derived from the separating hyperplane to the description of the polyhedral approximation of the feasible region, thus improving the approximation. For problems with feasible regions described by a (possibly infinite) family of differentiable convex inequality constraints, cuts can be generated using gradients of the violated constraints.

Problem (5) has a simple feasible region $S$, but the objective function $\mathbf{c}^T \mathbf{x} + \max_{\mathbf{b} \in \mathcal{B}} Q(\mathbf{x}, \mathbf{b})$ is complex. Thus, in this implementation of Kelley’s method, we focus on maintaining a piecewise linear lower approximation of the objective function. The approximation is improved by adding cuts derived using subgradients of the objective function. The next section will provide a general outline of this version of Kelley’s algorithm, which will further be specialized for robust linear optimization problem with recourse.
3.1 Kelley’s Algorithm

Consider the following optimization problem:
\[
\min_{\mathbf{x}} \quad f(\mathbf{x}) \\
\text{s.t.} \quad \mathbf{x} \in S,
\]
where \( f(\mathbf{x}) \) is a convex function in \( \mathbf{x} \) and \( S \) is a closed convex set. We assume that problem (10) has a finite, attained optimal value. To implement Kelley’s algorithm for (10), we need to be able, given a value \( \tilde{\mathbf{x}} \), to compute \( f(\tilde{\mathbf{x}}) \), as well as a subgradient \( \mathbf{g} \) of \( f(\mathbf{x}) \) at \( \tilde{\mathbf{x}} \) (denoted \( \mathbf{g} \in \partial f(\tilde{\mathbf{x}}) \)), i.e., a vector \( \mathbf{g} \) such that the following subgradient inequality is satisfied:
\[
f(\mathbf{x}) \geq f(\tilde{\mathbf{x}}) + \mathbf{g}^T (\mathbf{x} - \tilde{\mathbf{x}}) \quad \forall \mathbf{x}.
\]

In addition, we will maintain a lower bound and upper bound on the optimal objective function value; let these be denoted \( L \) and \( U \) respectively.

For each iteration of Kelley’s algorithm, say iteration \( t \), the function \( f(\mathbf{x}) \) is approximated from below by a piecewise linear convex function \( f_t(\mathbf{x}) \). At each iteration, we solve \( \min_{\mathbf{x} \in S} f_t(\mathbf{x}) \) (which is assumed to have a finite, attained value), leading to a solution \( \mathbf{x}_t \); if \( S \) is a polyhedron, this minimization problem is a linear program. The function value \( f(\mathbf{x}_t) \) and a subgradient of \( f(\mathbf{x}) \) at \( \mathbf{x}_t \) are then used to construct a “cut,” i.e., to modify the function \( f_t(\mathbf{x}) \) to better approximate \( f(\mathbf{x}) \).

A general outline of Kelley’s algorithm is presented below.

**Algorithm 3.1** (Kelley’s algorithm for problem (10)).

Initialization: Let \( f_0(\mathbf{x}) \) be an initial piecewise linear lower approximation of \( f(\mathbf{x}) \). Set \( L = -\infty \) and \( U = \infty \); \( t = 0 \).

Iteration \( t \): Given \( f_t(\mathbf{x}) \), \( L \), and \( U \),

**Step 1:** Solve \( \min_{\mathbf{x} \in S} f_t(\mathbf{x}) \). Let \( \mathbf{x}_t \) be an optimal solution and \( L = f_t(\mathbf{x}_t) \).

**Step 2:** Compute \( f(\mathbf{x}_t) \). Let \( U = \min\{U, f(\mathbf{x}_t)\} \). If \( U - L \) is sufficiently small, then stop and return \( \mathbf{x}_t \) as the approximate solution to problem (10).

**Step 3:** Let \( \mathbf{g}_t \) be a subgradient of \( f(\mathbf{x}) \) at \( \mathbf{x}_t \). Define
\[
f_{t+1}(\mathbf{x}) = \max\{f_t(\mathbf{x}), f(\mathbf{x}_t) + \mathbf{g}_t^T (\mathbf{x} - \mathbf{x}_t)\}.
\]

**Step 4:** Set \( t \leftarrow t + 1 \).

Note that the cut added to the piecewise linear lower approximation at iteration \( t \) is a supporting hyperplane to the epigraph of function \( f(\mathbf{x}) \), and it separates the point \( (\mathbf{x}_t, f(\mathbf{x}_t)) \) from the epigraph.

3.2 Kelley’s Algorithm for Robust Linear Programming with Recourse

To apply Kelley’s algorithm to problem (5), we need to represent the problem in the form (10) and discuss computation of objective function values and subgradients. We let
\[
f(\mathbf{x}) = c^T \mathbf{x} + \max_{\mathbf{b} \in \mathcal{B}} Q(\mathbf{x}, \mathbf{b}),
\]
(11)
which rewrites problem (5) into the form of problem (10). Note that the feasible region $S$ is a polyhedron described by a finite list of linear inequalities and, thus, is easily optimized over. The following proposition shows that the function in equation (11) is convex.

**Proposition 3.2.** $f(x) = c^T x + \max_{b \in B} Q(x, b)$ is a convex function in $x$.

**Proof.** Due to the form of (11), we only need to show that $Q(x, b)$ in convex in $x$ for any $b \in B$. Let $b \in B$ be fixed, let $x_1, x_2 \in S$, and $\lambda \in [0, 1]$. If, for either of the values $x_1$ or $x_2$, problem (2) (the primal recourse problem) is infeasible, the relationship

$$Q(\lambda x_1 + (1 - \lambda)x_2, b) \leq \lambda Q(x_1, b) + (1 - \lambda)Q(x_2, b)$$

holds trivially. Suppose now that $Q(x_i, b)$ is finite, with the optimal value of problem (2) attained at $y_i$, for $i = 1, 2$. Then $y = \lambda y_1 + (1 - \lambda)y_2$ is feasible for problem (2) with $x = \lambda x_1 + (1 - \lambda)x_2$, and so

$$Q(\lambda x_1 + (1 - \lambda)x_2, b) \leq d^T(\lambda y_1 + (1 - \lambda)y_2) = \lambda d^T y_1 + (1 - \lambda)d^T y_2 = \lambda Q(x_1, b) + (1 - \lambda)Q(x_2, b).$$

Computing the value of function $f(x)$ of (11) is not an easy task, in general (since $Q(x, b)$ is convex in $b$ for any $x$, it requires maximization of a convex function). We postpone the discussion of this issue until Sections 4 and 5, for simple and general recourse cases, respectively. However, once the “worst-case” right-hand side for a given value of the first-stage decision is found, the subgradient of (11) can be found easily. We define

$$Q(x) = \max_{b \in B} Q(x, b) = \max_{b \in B, p : B^T p \leq d} (b - Ax)^T p. \quad (12)$$

Following [12], we can view the problem $\max_{b \in B} Q(x, b)$ as the adversarial problem, since its goal is to find the worst-case demand for the first-stage decision $x$.

**Lemma 3.3.** Let $\bar{b} \in \arg \max_{b \in B} Q(\bar{x}, b)$. Furthermore, let $\bar{p}$ be an optimal solution of (6) with $(x, b) = (\bar{x}, \bar{b})$. Then $(c - AT \bar{p}) \in \partial f(\bar{x})$.

**Proof.** For an arbitrary $x$,

$$f(x) = c^T x + Q(x) \geq c^T x + Q(\bar{x}, \bar{b}) = c^T x + (\bar{b} - Ax)^T \bar{p} = c^T \bar{x} + Q(\bar{x}, \bar{b}) + (c - AT \bar{p})^T(x - \bar{x}) = f(\bar{x}) + (c - AT \bar{p})^T(x - \bar{x}),$$

proving the claim. \qed

We refer to the vector $\bar{p}$ as in Lemma 3.3 as the dual recourse vector.

We can now specify Kelley’s algorithm for problem (5):

**Algorithm 3.4 (Kelley’s Algorithm for Robust Linear Program with Recourse).**

**Initialization** Let $Q_0(x)$ be the initial piecewise linear lower approximation of $Q(x)$. Set $L = -\infty$ and $U = \infty$; $t = 0$. 
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Iteration \( t \)  Given \( L, U, \) and \( Q_t(x) \),

**Step 1** Solve \( \min_{x \in S} c^T x + Q_t(x) \):

\[
\begin{align*}
    \min_{x, \alpha} & \quad c^T x + \alpha \\
    \text{s.t.} & \quad \alpha + p_i^T Ax \geq b_i^T p_i, \quad l = 1, \ldots, t - 1 \\
    & \quad \alpha \geq Q_t(x) \\
    & \quad x \in S.
\end{align*}
\]  

Let \( (x_t, \alpha_t) \) be an optimal solution and let \( L = c^T x_t + \alpha_t = c^T x_t + Q_t(x_t) \).

**Step 2** Compute \( Q_t(x_t) \), let \( b_t \) and \( p_t \) be the corresponding worst-case demand and dual recourse vector, respectively. Let \( U = \min\{U, c^T x_t + Q_t(x_t)\} \). If \( U - L \) is sufficiently small, stop and return \( x_t \) as an approximate solution.

**Step 3** Define \( Q_{t+1}(x) = \max\{Q_t(x), p_t^T(b_t - Ax)\} \).

**Step 4** Set \( t \leftarrow t + 1 \).

Observe that, for a given \( x \), the function \( \max_{b \in B} (b - Ax)^T p \) is convex in \( p \), and therefore problem (5) can be re-written as the following *master problem*:

\[
\begin{align*}
    \min_{x, \alpha} & \quad c^T x + \alpha \\
    \text{s.t.} & \quad \alpha \geq \max_{b \in B} (b - Ax)^T p_k, \quad k = 1, \ldots, K \\
    & \quad x \in S,
\end{align*}
\]  

where \( p_k, \quad k = 1, \ldots, K \) are the extreme points of \( \{ p : B^T p \leq d \} \). Algorithm 3.4 can be seen as a variant of delayed constraint generation for problem (14), with relaxed master problem (13), and the convergence of the algorithm follows from this observation. Bertsimas and Tsitsiklis provide an introduction to these techniques in [10]. (The reader is also referred to Birge and Louveaux [13] and Kall and Wallace [24] for an extensive treatment of these methods in the context of stochastic optimization.)

Application of the delayed constraint generation technique to the stochastic programming problem (4) is referred to as Benders’ decomposition [6]. The corresponding master problem can be written as:

\[
\begin{align*}
    \min & \quad c^T x + \sum_{\omega = 1}^{\Omega} \pi_{\omega} Z_{\omega} \\
    \text{s.t.} & \quad Z_{\omega} \geq p_k^T (b_\omega - Ax) \quad \forall k, \omega \\
    & \quad x \geq 0,
\end{align*}
\]  

where \( \omega = 1, \ldots, \Omega \) are the scenarios. Here at each iteration, a relaxed master problem is solved to obtain a first-stage solution \( \tilde{x} \) and the corresponding value of the recourse function \( \tilde{Z}_{\omega} \) when scenario \( \omega \) is realized. To then check if this solution is optimal for the full master problem or to apply a cut to the expected recourse function \( \sum_{\omega = 1}^{\Omega} \pi_{\omega} Q(x, b_\omega) \), one needs to solve the recourse problem (6) for each scenario \( \omega = 1, \ldots, \Omega \). While these problems are similar to each other and each can be solved efficiently by applying, for instance, the dual simplex method, the large number of subproblems is a drawback in accurately solving the stochastic programming counterpart of problem (1) in many
real-life settings. In contrast, Algorithm 3.4, which applies a similar technique to the adjustable robust counterpart of problem (1), involves solving only one subproblem per iteration. This plays a key role in the tractability of the robust approach in all settings where the relevant subproblem can be identified efficiently, as discussed in Sections 4 and 5.

4 Analysis of Robust Linear Programs with Simple Recourse

An important special case of linear programs with recourse are those with simple recourse, where the decision-maker is able to address excess or shortage for each of the requirements independently. For instance, he might pay a unit shortage penalty $s_i$ for falling short of the random target $b_i$ or a unit holding cost $h_i$ for exceeding the random target $b_i$, for each $i$. We describe an application to multi-item newsvendor problems in Section 6.

The deterministic model with simple recourse can be formulated as:

$$
\min \ c^T x + s^T y^- + h^T y^+
$$

subject to:

$$
A x + y^- - y^+ = b
$$

$$
x \in S, \ y^-, \ y^+ \geq 0,
$$

and the recourse function of equation (2) becomes:

$$
Q(x, b) = \min \ s^T y^- + h^T y^+
$$

subject to:

$$
y^- - y^+ = b - Ax
$$

$$
y^-, \ y^+ \geq 0.
$$

We will require that $s + h \geq 0$ to ensure finiteness of the recourse function. It is straightforward to see that $Q(x, b)$ is available in closed form:

$$
Q(x, b) = \sum_{i=1}^{m} [s_i \cdot \max\{0, b_i - (Ax)_i\} + h_i \cdot \max\{0, (Ax)_i - b_i\}].
$$

However, we will focus on problem (16) to build a tractable robust model. We obtain an equivalent characterization of the recourse function by invoking strong duality:

$$
Q(x, b) = \max \ (b - Ax)^T p
$$

subject to:

$$
-h \leq p \leq s.
$$

Therefore, in this section we will be developing efficient ways to solve:

$$
\min_{x \in S} \left[ c^T x + \max_{b \in B, -h \leq p \leq s} (b - Ax)^T p \right],
$$

where $B$ has been defined in equations (8)—(9).

4.1 Computing $Q(x)$ for Robust Linear Programs with Simple Recourse

The following theorem provides a simple method for computing $Q(x)$ in problems with simple recourse. In the proof, we refer to the set

$$
Z' = \left\{ z' : \sum_{i=1}^{m} z'_i \leq \Gamma, \ 0 \leq z'_i \leq 1, \ i = 1, \ldots, m \right\}.
$$
Theorem 4.1. Given \( x \), define for \( i = 1, \ldots, m \),
\[
\Delta_i = \max \left\{ (\hat{b}_i + \hat{b}_i - (Ax)_i)s_i, \quad (Ax)_i - \hat{b}_i + \hat{b}_i)h_i \right\} - \max \left\{ (\hat{b}_i - (Ax)_i)s_i, \quad (Ax)_i - \hat{b}_i)h_i \right\}.
\]
Let \( I \) be the set of indices corresponding to the \( \Gamma \) largest \( \Delta_i \)'s. Then \( Q(x) = \max_{b \in B} Q(x, b) \) with \( Q(x, b) \) given by (17) and \( B \) given by (8)—(9) verifies:
\[
Q(x) = \sum_{i \in I} \max \left\{ (\hat{b}_i + \hat{b}_i - (Ax)_i)s_i, \quad (Ax)_i - \hat{b}_i + \hat{b}_i)h_i \right\} + \max_{i \in I} \max \left\{ (\hat{b}_i - (Ax)_i)s_i, \quad (Ax)_i - \hat{b}_i)h_i \right\}.
\]

Proof. We note that for any first-stage decision vector \( x \):
\[
Q(x) = \max_{b \in B} \max_{h \leq p \leq s} (b - Ax)^T p,
\]
\[
= \max_{b \in B} \sum_{i = 1}^m \max \left\{ (b_i - (Ax)_i)s_i, \quad (Ax)_i - b_i)h_i \right\}
\]
\[
= \sum_{i = 1}^m \max \left\{ (\hat{b}_i - (Ax)_i)s_i, \quad (Ax)_i - \hat{b}_i)h_i \right\} + \max_{i \in \mathcal{Z}'} \sum_{i = 1}^m \Delta_i z_i',
\]
where \( \mathcal{Z}' \) is defined in (19). The last equality is obtained by observing that the expression in (21) is convex in \( b \), and thus, the worst-case value of \( b \) that attains the maximum can be found at an extreme point of \( B \). The extreme points of \( B \) can be enumerated by letting \( \Gamma \) components of \( b \) deviate up or down (to their highest or lowest values), while keeping the remaining components at their nominal values. Whether the worst case is reached when \( b_i \) deviates up or down (to its highest or lowest value) is captured by the value of \( \Delta_i \). It then follows that \( \max_{i \in \mathcal{Z}'} \sum_{i = 1}^m \Delta_i z_i' \) is equal to \( \sum_{i \in I} \Delta_i \).

Corollary 4.2. Given \( x \), corresponding worst-case demand \( b \) can be determined as follows: for \( i = 1, \ldots, m \)
\[
b_i = \begin{cases} 
\hat{b}_i + \hat{b}_i & \text{if } i \in I \text{ and } (\hat{b}_i + \hat{b}_i - (Ax)_i)s_i \geq ((Ax)_i - \hat{b}_i + \hat{b}_i)h_i \\
\hat{b}_i - \hat{b}_i & \text{if } i \in I \text{ and } (\hat{b}_i + \hat{b}_i - (Ax)_i)s_i < ((Ax)_i - \hat{b}_i + \hat{b}_i)h_i \\
\hat{b}_i & \text{if } i \notin I.
\end{cases}
\]

Corresponding dual recourse vector \( p \) can be determined as follows: for \( i = 1, \ldots, m \)
\[
p_i = \begin{cases} s_i & \text{if } i \in I \text{ and } (\hat{b}_i + \hat{b}_i - (Ax)_i)s_i \geq ((Ax)_i - \hat{b}_i + \hat{b}_i)h_i \\
h_i & \text{if } i \in I \text{ and } (\hat{b}_i + \hat{b}_i - (Ax)_i)s_i < ((Ax)_i - \hat{b}_i + \hat{b}_i)h_i \\
s_i & \text{if } i \notin I \text{ and } (\hat{b}_i - (Ax)_i)s_i \geq (Ax)_i - \hat{b}_i)h_i \\
h_i & \text{if } i \notin I \text{ and } (\hat{b}_i - (Ax)_i)s_i < (Ax)_i - \hat{b}_i)h_i.
\end{cases}
\]

The subgradient of \( Q(x) \) can now be computed as in Lemma 3.3, allowing the implementation of Kelley’s algorithm 3.4.
4.2 The Robust Problem as a Series of Linear Problems

As constraints in cutting-plane methods are generated only when needed, the optimal solution will, in general, be reached after enumerating only a few of the requirement vectors and corresponding dual recourse variable values. However, there is no guarantee that this will always be the case, which raises the following question: can we use the special structure of the simple recourse problem (17) to devise an algorithm that is guaranteed to be efficient? In what follows, we show that the robust problem with simple recourse can be solved as a series of linear problems of moderate size and identify the worst-case vector \( b \in B \) in this framework.

**Lemma 4.3.** Given \( x \) and \( p \),

\[
\max_{b \in B} (b - Ax)^T p = (\bar{b} - Ax)^T p + \min_{\lambda, \mu} \lambda \Gamma + \sum_{i=1}^{m} \mu_i \\
\text{s.t.} \quad \lambda + \mu_i \geq \hat{b}_i |p_i|, \quad i = 1, \ldots, m \\
\lambda, \mu_i \geq 0, \quad i = 1, \ldots, m.
\]  

(24)

**Proof.** We have:

\[
\max_{b \in B} (b - Ax)^T p = (\bar{b} - Ax)^T p + \max_{z' \in \mathcal{Z}'} \sum_{i=1}^{m} |p_i| \hat{b}_i z'_i,
\]

with \( \mathcal{Z}' \) defined by (19). Since \( \mathcal{Z}' \) is nonempty and bounded, strong duality holds, which yields problem (24).

To make the proof of the following theorem more compact, we will assume that \( h \geq 0 \) and \( s \geq 0 \); similar derivations can be performed without this assumption. Since \( h \) and \( s \) can be interpreted as vectors of holding and shortage costs for surpluses and shortages, respectively, in problem (16), the non-negativity assumption is, in fact, reasonable.

**Theorem 4.4.** Suppose \( h \geq 0 \) and \( s \geq 0 \). Then an optimal solution to the robust problem (5) with simple recourse function (16) and uncertainty set given by (8)—(9) can be found by solving the following \( m \) linear problems and keeping the solution corresponding to the problem with the smallest optimal value:
Problem $j$, $j = 1, \ldots, m$:

$$
\min_{x, u, v, w, Z} \quad c^T x + Z \\
\text{s.t.} \quad Z \geq \sum_{i \neq j} u_i \\
Z \geq [(Ax)_j - \bar{b}_j + \Gamma \bar{b}_j] h_j + \sum_{i \neq j} v_i \\
Z \geq [\bar{b}_j + \Gamma \bar{b}_j - (Ax)_j] s_j + \sum_{i \neq j} w_i \\
Ax - (1/h) \cdot u \leq \bar{b} - \hat{b} \\
Ax + (1/s) \cdot u \geq \bar{b} + \hat{b} \\
Ax - (1/h) \cdot v \leq \bar{b} - \hat{f}_j^+ \\
Ax + (1/s) \cdot v \geq \bar{b} + \hat{f}_j^- \\
Ax - (1/h) \cdot w \leq \bar{b} - \hat{g}_j^+ \\
Ax + (1/s) \cdot w \geq \bar{b} + \hat{g}_j^- \\
x \in S,
$$

where we use notation

$$
\hat{f}_{ij}^+ = \max \left(0, \bar{b}_i - \frac{h_j \bar{b}_j}{h_i} \right), \quad \hat{f}_{ij}^- = \max \left(0, \bar{b}_i - \frac{s_j \bar{b}_j}{s_i} \right),
$$

$$
\hat{g}_{ij}^+ = \max \left(0, \bar{b}_i - \frac{s_j \bar{b}_j}{s_i} \right), \quad \hat{g}_{ij}^- = \max \left(0, \bar{b}_i - \frac{h_j \bar{b}_j}{h_i} \right),
$$

$$(1/h)_i = 1/h_i, \quad (1/s)_i = 1/s_i,
$$

and $y \cdot z = (y_1z_1, \ldots, y_mz_m)^T$ for $y, z \in \mathbb{R}^m$. Each problem has $n + 3m + 1$ decision variables and $6m + 3$ constraints, excluding nonnegativity. Therefore, the robust problem can be solved efficiently by standard linear optimization packages.

Proof. Recall that

$$
\max_{b \in B} (b - Ax)^T p = (\bar{b} - Ax)^T p + \max_{z' \in \mathbb{Z}'} \sum_{i = 1}^m |p_i| \bar{b}_i z'_i.
$$

From Lemma 4.3, $\max_{z' \in \mathbb{Z}'} \sum_{i = 1}^m |p_i| \bar{b}_i z'_i$ is equivalent to:

$$
\min_{\lambda, \mu} \lambda \Gamma + \sum_{i = 1}^m \mu_i \\
\text{s.t.} \quad \lambda + \mu_i \geq \bar{b}_i |p_i|, \quad i = 1, \ldots, m \\
\lambda \geq 0, \quad \mu_i \geq 0, \quad i = 1, \ldots, m.
$$

It is straightforward to see that the optimal solution of problem (37) verifies:

$$
\mu_i = \max(0, \bar{b}_i |p_i| - \lambda), \quad i = 1, \ldots, m.
$$
As a result, expression (36) can be rewritten as:

$$\max_{-h \leq p \leq s} \left\{ (\tilde{b} - Ax)^T p \right\} + \min_{\lambda \geq 0} \left[ \lambda \Gamma + \sum_{i=1}^{m} \max(0, \hat{b}_i |p_i| - \lambda) \right].$$

(38)

For a given $p$, the function

$$F(\lambda) = \lambda \Gamma + \sum_{i=1}^{m} \max(0, \hat{b}_i |p_i| - \lambda)$$

is piecewise linear and convex in $\lambda$, with breakpoints at $\hat{b}_i |p_i|$, \(i = 1, \ldots, m\), and its minimum is reached at the $\Gamma$th largest $\hat{b}_i |p_i|$. Consequently, solving the robust problem (5) amounts to solving

$$\min_{x \in S} \left[ c^T x + \max_{-h \leq p \leq s} \left\{ (\tilde{b} - Ax)^T p + \hat{b}_j |p_j| \Gamma + \sum_{i=1}^{m} \max(0, \hat{b}_i |p_i| - \hat{b}_j |p_j|) \right\} \right].$$

(39)

for $\lambda = \hat{b}_j |p_j|$, \(j = 1, \ldots, m\), and keeping the problem that yields the smallest objective at optimality.

We now focus on rewriting problem (39) for $\lambda = \hat{b}_j |p_j|$ as a linear programming problem. Our goal is thus to solve

$$\min_{x \in S} \left[ c^T x + \max_{-h \leq p \leq s} \left\{ (\tilde{b} - Ax)^T p + \hat{b}_j |p_j| \Gamma + \sum_{i=1}^{m} \max(0, \hat{b}_i |p_i| - \hat{b}_j |p_j|) \right\} \right].$$

(40)

For a fixed $p_j$, the functions $(\hat{b}_i - (Ax)_i) p_i + \max(0, \hat{b}_i |p_i| - \hat{b}_j |p_j|)$ with $i \neq j$ are convex in $p_i$, and therefore reach their maximum over $[-h_i, s_i]$ at the boundary of the interval. Hence, the inner maximization problem in (40) can be rewritten as:

$$\max_{-h_j \leq p_j \leq s_j} \left[ (\hat{b}_j - (Ax)_j) p_j + \hat{b}_j |p_j| \Gamma + \sum_{i \neq j} \max \left\{ -((\hat{b}_i - (Ax)_i) h_i + \max(0, \hat{b}_i h_i - \hat{b}_j |p_j|)), (\hat{b}_i - (Ax)_i) s_i + \max(0, \hat{b}_i s_i - \hat{b}_j |p_j|) \right\} \right].$$

(41)

The objective function in (41) is piecewise linear and convex in $p_j$ over $[-h_j, 0]$ and over $[0, s_j]$, and therefore reaches its maximum over $[-h_j, s_j]$ at either $-h_j$, 0, or $s_j$. As a result, the optimal value of problem (41) is equal to

$$\max \left\{ \sum_{i \neq j} \max \left\{ ((Ax)_i - \hat{b}_i + \hat{b}_i) h_i, (\hat{b}_i + \hat{b}_i - (Ax)_i) s_i \right\}, ((Ax)_j - \hat{b}_j + \hat{b}_j \Gamma) h_j + \sum_{i \neq j} \max \left\{ ((Ax)_i - \hat{b}_i + \tilde{f}_{ij}^+) h_i, (\hat{b}_i + \tilde{f}_{ij}^+ - (Ax)_i) s_i \right\}, (\hat{b}_j + \hat{b}_j \Gamma - (Ax)_j) s_j + \sum_{i \neq j} \max \left\{ ((Ax)_i - \hat{b}_i + \tilde{g}_{ij}^+) h_i, (\hat{b}_i + \tilde{g}_{ij}^+ - (Ax)_i) s_i \right\} \right\},$$

(42)
with

\[
\begin{align*}
\hat{f}^+_{ij} &= \max \left(0, \hat{b}_i - \frac{h_j}{h_i} \hat{b}_j\right), \quad \hat{f}^-_{ij} = \max \left(0, \hat{b}_i - \frac{h_j}{s_i} \hat{b}_j\right), \\
\hat{g}^+_{ij} &= \max \left(0, \hat{b}_i - \frac{s_j}{h_i} \hat{b}_j\right), \quad \hat{g}^-_{ij} = \max \left(0, \hat{b}_i - \frac{s_j}{s_i} \hat{b}_j\right). 
\end{align*}
\]

Linearizing the convex piecewise linear terms concludes the proof.

We now compute a dual recourse vector \( \mathbf{p}^* \) and worst-case value of the requirement vector \( \mathbf{b} \) that correspond to the optimal solution of (5) found according to Theorem 4.4.

**Corollary 4.5** (Dual recourse vector). Let \( j \) be such that problem \( j \), defined by equations (25) — (25), yields the smallest objective among the \( m \) problems defined in Theorem 4.4, and suppose an optimal solution \( \mathbf{x}^* \) of (5) was found by solving problem \( j \). A corresponding dual recourse vector \( \mathbf{p}^* \) is obtained as follows:

(i) If constraint (26) is tight at \( \mathbf{x}^* \), then \( p^*_j = 0 \) and for all \( i \neq j \), \( p^*_i = -h_i \) if row \( i \) of constraint (29) is tight at \( \mathbf{x}^* \) and \( p^*_i = s_i \) otherwise.

(ii) If constraint (27) is tight at \( \mathbf{x}^* \), then \( p^*_j = -h_j \) and for all \( i \neq j \), \( p^*_i = -h_i \) if row \( i \) of constraint (31) is tight at \( \mathbf{x}^* \) and \( p^*_i = s_i \) otherwise.

(iii) If constraint (28) is tight at \( \mathbf{x}^* \), then \( p^*_j = s_j \) and for all \( i \neq j \), \( p^*_i = -h_i \) if row \( i \) of constraint (33) is tight at \( \mathbf{x}^* \) and \( p^*_i = s_i \) otherwise.

If several of constraints (26) — (28) are tight at \( \mathbf{x}^* \), then any of the corresponding cases (i) — (iii) can be chosen to define \( \mathbf{p}^* \).

**Proof.** Follows directly from the proof of Theorem 4.4. It is clear from the definition of problem \( j \) that at least one constraint among equations (26) — (28) is tight at optimality, which yields cases (i) to (iii). Furthermore, the tight constraints among equations (26) — (34) enable us to identify where the convex piecewise linear functions in problem (42) reach their maximum.

Finally, we derive a worst-case value of the requirements vector \( \mathbf{b} \).

**Corollary 4.6** (Worst-case requirements). Let \( \mathbf{x}^* \) and \( \mathbf{p}^* \) be as in Corollary 4.5, and let \( \mathcal{S} \) be a set of indices of the \( \Gamma \) largest \( \hat{b}_i \) \( |p^*_i| \) (ties can be broken arbitrarily). Then vector \( \mathbf{b} \) given by

\[
b_i = \hat{b}_i + \hat{b}_i \cdot \text{sign}(p^*_i) \cdot \mathbf{e}_{\{i \in \mathcal{S}\}}, \quad i = 1, \ldots, m
\]

is a corresponding worst-case requirement vector in the problem (24). (Here \( \text{sign}(p) = 1 \) if \( p \geq 0 \) and \( -1 \) otherwise, and \( \mathbf{e}_{\{i \in \mathcal{S}\}} = 1 \) if \( i \in \mathcal{S} \) and 0 otherwise.)

**Proof.** Follows from solving \( \max_{\mathbf{b} \in \mathcal{B}} (\mathbf{b} - \mathbf{A} \mathbf{x})^T \mathbf{p}^* \), that is, \( \max_{\mathbf{z} \in \mathcal{Z}} \sum_{i=1}^m \hat{b}_i p^*_i z_i \).
Remark As a consequence of Corollary 4.6, a worst-case scenario would be to have a higher than average requirement for item \( i \) \((b_i = \hat{b}_i + \tilde{b}_i)\) if the total shortage cost \( s_i \tilde{b}_i \) is above the threshold \( \lambda^* \), lower than average requirement \((b_i = \hat{b}_i - \tilde{b}_i)\) if the total holding cost \( h_i \hat{b}_i \) is above the same threshold \( \lambda^* \), and requirement equal to its nominal value \((b_i = \hat{b}_i)\) otherwise. Here \( \lambda^* \) is set so that at most \( \Gamma \) requirements differ from their nominal value. (Note that there might be more than one worst-case value of \( b_i \).)

5 Analysis of Robust Linear Programs with General Recourse

In this section we return to the analysis of the robust linear program with general recourse function (2). Without any assumptions on the structure of recourse matrix \( B \), evaluation of \( Q(x) \) of (12) can no longer be done in closed form, as was the case with simple recourse. We present a general approach for computing the value of \( Q(x) \), along with corresponding worst-case value of \( b \) and dual recourse variable \( p \), via a mixed integer programming problem.

5.1 Computing \( Q(x) \) for Robust Linear Programs with General Recourse

**Theorem 5.1.** Given \( x \), \( Q(x) = \max_{\mathbf{b} \in B} Q(x, \mathbf{b}) \) with \( Q(x, \mathbf{b}) \) given by (6) and \( B \) given by (8)–(9) can be computed as

\[
Q(x) = \max_{\mathbf{p}^+, \mathbf{p}^-} \left[ (\mathbf{b} - \mathbf{A}x)^T \mathbf{p}^+ - (\mathbf{p}^-) + \sum_{i=1}^{m} \hat{b}_i (\mathbf{p}^+_i - \mathbf{p}^-_i) z_i \right]
\]

subject to

\[
\begin{align*}
\mathbf{B}^T \mathbf{p}^+ &\leq \mathbf{d} \\
0 &\leq \mathbf{q}^+ \leq \mathbf{p}^+ \\
0 &\leq \mathbf{q}^- \leq \mathbf{p}^- \\
\mathbf{q}^+ &\leq M \mathbf{r}^+ \\
\mathbf{q}^- &\leq M \mathbf{r}^- \\
\mathbf{e}^T (\mathbf{r}^+ + \mathbf{r}^-) &\leq \Gamma \\
\mathbf{r}^+, \mathbf{r}^- &\in \{0,1\}^m \\
\mathbf{p}^+, \mathbf{p}^- &\geq 0,
\end{align*}
\]

where \( \mathbf{e} \) is the vector of all ones and \( M \) is a sufficiently large positive number.

**Proof.** Introducing variables \( \mathbf{p}^+, \mathbf{p}^- \geq 0 \) and recalling definition of \( B \), problem (12) can be rewritten as

\[
Q(x) = \max_{\mathbf{p}^+, \mathbf{p}^-} \left[ (\mathbf{b} - \mathbf{A}x)^T \mathbf{p}^+ - (\mathbf{p}^-) + \sum_{i=1}^{m} \hat{b}_i (\mathbf{p}^+_i - \mathbf{p}^-_i) z_i \right] \\
\text{s.t.} \quad \mathbf{B}^T \mathbf{p}^+ \leq \mathbf{d} \\
\quad \quad \quad \mathbf{p}^+, \mathbf{p}^- \geq 0,
\]

where \( Z \) was defined in equation (9). Note that for a given \( \mathbf{p}^+ \) and \( \mathbf{p}^- \), the inner maximization problem or (44) is a linear program in variables \( z \), and its optimal solution can be found at one of the extreme points of the set \( Z \), which have the form \( z_i \in \{-1, 0, 1\} \) \( \forall i \) and \( \sum_{i=1}^{m} |z_i| = \Gamma \). Therefore, we can re-write the inner maximization problem or (44) as the following integer program in variables...
r^+, r^-:

$$\max_{r^+, r^-} \sum_{i=1}^{m} \hat{b}_i (p_i^+ - p_i^-)(r_i^+ - r_i^-)$$

s.t. \(e^T (r^+ + r^-) \leq \Gamma\)

\(r^+ + r^- \leq e\)

\(r^+, r^- \in \{0, 1\}^m\).

Substituting the above into (44), we obtain the following equivalent formulation:

$$Q(x) = \max_{p^+, p^-} (\bar{b} - Ax)^T (p^+ - p^-) + \sum_{i=1}^{m} \hat{b}_i (p_i^+ - p_i^-)(r_i^+ - r_i^-)$$

s.t. \(B^T (p^+ - p^-) \leq d\)

\(e^T (r^+ + r^-) \leq \Gamma\)

\(r^+ + r^- \leq e\)

\(r^+, r^- \in \{0, 1\}^m\)

\(p^+, p^- \geq 0\). (45)

Finally, to linearize the objective function of (45), we introduce variables \(q_i^+ = p_i^+ r_i^+\) and \(q_i^- = p_i^- r_i^- \forall i\) (note that we can assume \(p_i^+ r_i^- = p_i^- r_i^+ = 0 \forall i\) without loss of generality). Making the substitution in (45) and adding appropriate forcing constraints results in problem (43).

**Corollary 5.2.** Given \(x\), let \((p^+, r^+, q^+)\) solve (43). Then corresponding worst-case value of \(b\) can be determined as follows: \(b_i = b_i + b_i (r_i^+ - r_i^-), \ i = 1, \ldots, m,\) and corresponding dual recourse vector \(p\) can be determined as \(p = p^+ - p^-\).

The subgradient of \(Q(x)\) can now be computed as in Lemma 3.3.

### 5.2 Robust Linear Program with General Recourse as a Large-Scale Linear Program

**Theorem 5.3.** Robust linear program (5) with general recourse and \(B\) given by (8)—(9) can be written as

$$\min_{x, \alpha, \mu, \lambda} c^T x + \alpha$$

s.t. \(\alpha \geq (\bar{b} - Ax)^T p_k + \lambda_k \Gamma + \sum_{i=1}^{m} \mu_{ik} \forall k\)

$$\lambda_k + \mu_{ik} \geq \hat{b}_i |p_{ik}| \forall i, k$$

$$\lambda_k, \mu_{ik} \geq 0 \forall i, k$$

\(x \in S,\)

where \(p_1, \ldots, p_K\) are (all) the extreme points of the set \(\{p : B^T p \leq d\}\).

**Proof.** Recall that problem (5) can be written in the form (14). Combining this with Lemma 4.3 yields problem (46). 

If \((x, \alpha, \mu, \lambda)\) solves (46) and the \(k\)th constraint of (46) is active at this solution, then \(p_k\) is a corresponding dual recourse vector, and corresponding worst-case value of \(b\) can be determined as in Corollary 4.6.
The above approach solving the robust problem is only practical if the set of extreme points of \( \{ p : B^T p \leq d \} \) is known and is relatively small in size.

### 6 Computational Results: Newsvendor Problem

In this section we test the robust methodology on a multi-item newsvendor problem. The decision-maker orders perishable items subject to a capacity constraint, faces uncertain demand, and incurs surplus and shortage costs for each item at the end of the time period. His goal is to minimize total cost. We use the following notation:

- \( n \): the number of items,
- \( c_i \): the unit ordering cost of item \( i \),
- \( h_i \): the unit holding cost of item \( i \),
- \( s_i \): the unit shortage cost of item \( i \),
- \( b_i \): the demand for item \( i \),
- \( A \): the purchasing budget.

The deterministic problem can be formulated as:

\[
\begin{align*}
\min & \quad c^T x + \sum_{i=1}^{n} \max \{ s_i(b_i - x_i), h_i(x_i - b_i) \} \\
\text{s.t.} & \quad c^T x \leq A \\
& \quad x \geq 0
\end{align*}
\]

or equivalently, as:

\[
\begin{align*}
\min & \quad c^T x + s^T y^- + h^T y^+ \\
\text{s.t.} & \quad x + y^- - y^+ = b, \\
& \quad c^T x \leq A, \\
& \quad x \geq 0.
\end{align*}
\]

Problem (47) is an example of a linear programming problem with simple recourse and therefore can be analyzed using the techniques described in Sections 3 and 4. We consider a case with \( n = 50 \) items and budget \( A = 5000 \), with ordering cost \( c_i = 1 \), nominal demand \( \bar{b}_i = 8 + 2i \), and maximum deviation of the demand from its nominal value \( \hat{b}_i = 0.5 \cdot \bar{b}_i \), for each \( i = 1, \ldots, 50 \). We consider two different structures for the surplus and shortage penalties, resulting in two instances of problem (47). In the first instance, items with larger nominal demand (and thus wider demand variability by the above definitions of \( \bar{b} \) and \( \hat{b} \)) have larger surplus and shortage penalties than items with smaller nominal demand. In the second instance, surplus and shortage penalties follow the opposite pattern. In particular, the penalties for item \( i \) are shown in the table below:

<table>
<thead>
<tr>
<th>Instance 1</th>
<th>Shortage penalty ( s_i )</th>
<th>Surplus penalty ( h_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( 2i )</td>
<td>( i )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Instance 2</th>
<th>Shortage penalty ( s_i )</th>
<th>Surplus penalty ( h_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>( 2(n+1-i) )</td>
<td>( (n+1-i) )</td>
</tr>
</tbody>
</table>

We applied Algorithm 3.4 to problem (47) using AMPL/Cplex v.10.0. Since the recourse value in this problem is always nonnegative, we set \( Q_0(x) \equiv 0 \) in the initialization step. Step 2 of the algorithm was carried out as discussed in Theorem 4.1 and Corollary 4.2. Finally, we terminated the algorithm when \( L = U \), solving the robust problem to optimality.
6.1 Analysis of Problem Solutions

To understand the effect of the budget of uncertainty $\Gamma$ utilized by the decision-maker in the selection of the uncertainty set $\mathcal{B}$, we solved both instances of the newsvendor problem for values of $\Gamma$ ranging from 0 to 50. Figure 6.1 summarizes our findings.

Figures 1(a) and 1(c) show the worst-case costs of the two instances (i.e., optimal objective value of (5)) as a function of $\Gamma$, which, as expected, increase as the solution becomes more conservative (the blue curves). To assess the average performance of robust solutions, we created a sample of 5000 realizations of the demands, using independent Normal random variables with mean $\widehat{b}_i$ and standard deviation $0.4 \cdot \widehat{b}_i$ for each $i$ (recall that $\widehat{b}_i = 0.5 \cdot \widehat{b}_i$). The resulting average costs of robust solutions are depicted in Figure 6.1 (the red curves in Figures 1(a) and 1(c) and, on a different scale, in Figures 1(b) and 1(d); the error bars reflect the sample standard deviations). For both instances of the newsvendor problem, we observe from Figures 1(b) and 1(d) that the average cost first decreases with $\Gamma$, as incorporating a small amount of uncertainty in the model yields more robust solutions, reaches its minimum, and starts increasing with $\Gamma$ as the solution becomes overly conservative for the typical demand realization. In Figure 1(b), the optimal trade-off is reached at $\Gamma = 5$, and the average cost of corresponding robust solution achieves savings of 2.82\% over solution obtained for $\Gamma = 0$ (i.e., solution targeted to satisfy the nominal demand $\vec{b}$), while Figure 1(d) has an optimal trade-off at $\Gamma = 11$ and savings of 4.09\%; both are consistent with the guidelines provided by Bertsimas and Sim in [8], namely, that the budget of uncertainty should be of the order of $\sqrt{n}$ (here, $\sqrt{50} \approx 7.1$). Note that for the first instance, the worst case for $\Gamma = 5$ corresponds to the situation where the demand for the last 5 items (items 46 to 50) is equal to its highest value and demand for the other items is equal to its nominal value, which makes sense as the last 5 items have the largest shortage and holding penalties. In the second instance, the worst-case instance for $\Gamma = 11$ consists of demand for 11 products with mid-range penalties equal to its highest value.

6.2 Algorithmic Performance

Figure 6.2 illustrates the effect of the budget of uncertainty on both the number of iterations and the running time, in CPU seconds, of Algorithm 3.4. Neither the number of iterations nor the running time showed any particular dependence on $\Gamma$ (although problems with very small and very large values of $\Gamma$ appear easier to solve, due to relatively smaller numbers of extreme points of $\mathcal{B}$). The maximum number of iterations needed for either problem instance was around 180, while the maximum running time was under 20 seconds.

7 Computational Results: Production Planning Problem

Here, we consider a production planning example where the demand is uncertain but must be met. Once demand has been revealed, the decision-maker has the option to buy additional raw materials at a higher cost and re-run the production process, so that demand for all products is satisfied. The goal is to minimize the ordering costs of raw materials and the production costs of finished products, as well as the inventory (or disposal) costs on the materials and products remaining at the end of the time period. We introduce the following notation:
Figure 1: The impact of the budget of uncertainty on worst-case and average costs for two instances of the newsvendor problem.
Figure 2: The impact of the budget of uncertainty on the number of iterations and run time (sec) for two instances of the multi-item newsvendor problem.
\(m\) : the number of raw materials,

\(n\) : the number of finished products,

\(c\) : the first-stage unit cost of the raw materials,

\(d\) : the second-stage unit cost of the raw materials,

\(f\) : the first-stage unit production cost,

\(g\) : the second-stage unit production cost,

\(h\) : the unit inventory cost of unused raw materials,

\(k\) : the unit inventory cost of unsold finished products,

\(A\) : the productivity matrix,

\(b\) : the demand for the finished products,

\(x\) : the raw materials purchased in the first stage,

\(y\) : the raw materials purchased in the second stage,

\(u\) : the products produced in the first stage,

\(v\) : the products produced in the second stage,

We assume that all coefficients of the matrix \(A\) are nonnegative, as are all the costs. The deterministic problem can be formulated as:

\[
\min_{x, y, u, v} \quad c^T x + d^T y + f^T u + g^T v + h^T (x + y - A(u + v)) + k^T (u + v - b)
\]

\[
\begin{align*}
& \text{s.t.} & A u & \leq x \\
& & A u + A v & \leq x + y \\
& & u + v & \geq b \\
& & x, y, u, v & \geq 0.
\end{align*}
\]

(48)

Note that, according to the formulation, raw materials can be purchased in the first stage of the time period and used in production in the second stage.

### 7.1 Analysis of Production Planning Problem

The robust production planning problem is as follows:

\[
\begin{align*}
\min_{x, u} & \quad c^T x + f^T u + \max_{b \in B} Q(x, u, b) \\
\text{s.t.} & \quad A u \leq x \\
& \quad x, u \geq 0,
\end{align*}
\]

(49)

where the recourse function, \(Q(x, u, b)\) is given by

\[
Q(x, u, b) = \tilde{c}(x, u) - k^T b + \min_{y, v} \quad (d + h)^T y + (g - A^T h + k)^T v
\]

\[
\begin{align*}
& \text{s.t.} & y - A v & \geq A u - x \\
& & v & \geq b - u \\
& & y, v & \geq 0,
\end{align*}
\]

(50)

where \(\tilde{c}(x, u) = h^T x - h^T A u + k^T u\). Since this form of the recourse function is slightly different from expression (2) in that the constraints are in inequality form, we begin by deriving a modification of the integer program of Theorem 5.1.
The dual of the recourse function is:

\[
Q(x, u, b) = c(x, u) - k^T b + \max_{q, p} \quad (A u - x)^T q + (b - u)^T p \\
\text{s.t. } 0 \leq q \leq d + h \\
\quad 0 \leq p \leq A^T q + g - A^T h + k.
\] (51)

To obtain \( Q(x, u) = \max_{b \in B} Q(x, u, b) \), where \( Q(x, u, b) \) is defined by (51), we can write:

\[
Q(x, u) = c(x, u) - k^T b + \max_{q, p} \quad (A u - x)^T q + (b - u)^T p + \max_{Z} \sum_{i=1}^{n} (\hat{b}_i (p_i - k_i) z_i) \\
\text{s.t. } 0 \leq q \leq d + h \\
\quad 0 \leq p \leq A^T q + g - A^T h + k,
\] (52)

where \( Z \) was defined in equation (9). Applying the same logic as in Theorem 5.1, for a given \( q \) and \( p \), we can re-write the inner maximization problem of (52) as an integer programming problem in variables \( r^+ \) and \( r^- \):

\[
\max_{r^+, r^-} \quad \sum_{i=1}^{m} \hat{b}_i (p_i - k_i) (r^+_i - r^-_i) \\
\text{s.t. } e^T (r^+ - r^-) \leq \Gamma, \\
\quad r^+ + r^- \leq e, \\
\quad r^+, r^- \in \{0, 1\}^m.
\] (53)

Substituting (53) into (52), we obtain:

\[
Q(x, u) = c(x, u) - k^T b + \max_{q, p, r^+, r^-} \quad (A u - x)^T q + (b - u)^T p + \sum_{i=1}^{n} (\hat{b}_i (p_i - k_i) (r^+_i - r^-_i)) \\
\text{s.t. } 0 \leq q \leq d + h, \\
\quad 0 \leq p \leq A^T q + g - A^T h + k, \\
\quad e^T (r^+ - r^-) \leq \Gamma, \\
\quad r^+ + r^- \leq e, \\
\quad r^+, r^- \in \{0, 1\}^n.
\] (54)

To remove the nonlinearity from the objective function, we introduce variables \( s^+_i = p_i r^+_i \) and \( s^-_i = p_i r^-_i \ \forall i \). Substituting the above into (54) we conclude that we can calculate the value of \( Q(x, u) \) by solving the following IP:

\[
\bar{c}(x, u) - k^T b + \max_{q, p, s^+, s^-} \quad (A u - x)^T q + (b - u)^T p + \hat{b}^T (s^+ - s^-) - \sum_{i=1}^{n} k_i \hat{b}_i (r^+_i - r^-_i) \\
\text{s.t. } 0 \leq q \leq d + h, \\
\quad 0 \leq p \leq A^T q + g - A^T h + k, \\
\quad 0 \leq s^+ \leq p^+ \\
\quad 0 \leq s^- \leq p^- \\
\quad s^+ \leq M r^+ \\
\quad s^- \leq M r^- \\
\quad e^T (r^+ - r^-) \leq \Gamma \\
\quad r^+ + r^- \leq 1 \\
\quad r^+, r^- \in \{0, 1\}^n,
\] (55)

where \( M \) is a sufficiently large positive number.
Lastly, given \((x, u)\), let \((q, p, s^\pm, r^\pm)\) solve (55). The corresponding dual recourse vector is \((q, p)\), and corresponding worst-case value of \(b\) can be determined as \(b_i = \hat{b}_i + \hat{b}_i(r_i^+ - r_i^-), \ i = 1, \ldots, m\). The subgradient of \(c^T x + f^T u + \max_{b \in \mathcal{B}} Q(x, u, b)\) can now be computed as in Lemma 3.3, and is equal to
\[
\left[ c - q + h 
\begin{array}{c}
\mathbf{f} + \mathbf{A}^T \mathbf{q} - \mathbf{p} - \mathbf{A}^T \mathbf{h} + \mathbf{k}
\end{array}
\right].
\]

### 7.2 Computational Results

We considered an example of the production planning problem with \(m = 2\) raw materials and \(n = 30\) finished products with the following data:

- Purchasing and inventory costs of raw materials: \(c_j = 100, d_j = 150, h_j = 20\) for \(j = 1, 2\);
- Production and inventory costs of products: \(f_i = 530, g_i = 750, k_i = 50\) for \(i = 1, \ldots, 30\);
- Components of productivity matrix \(A\) were independently drawn from the integer-valued uniform distribution \(U[0, 15]\);
- Product demand ranges: \(\hat{b}_i = 10\) and \(\tilde{b}_i = 5\) for \(i = 1, \ldots, 30\).

In our example, \(g > A^T h + k\), ensuring that any production \(v\) in the second stage is performed solely in order to satisfy demand not filled by first-stage production \(u\) (see (50)).
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Figure 3: The impact of the budget of uncertainty on worst-case and average cost of the production planning problem, under Normal and Uniform demand distributions.

The blue curve in Figure 3(a) (and in Figure 3(b)) shows the worst-case cost of this problem as a function of budget of uncertainty \(\Gamma \in [0, 30]\). To assess the expected performance of robust solutions, we considered two possible distributions of demand: one in which demands for individual products follow independent Normal distributions with mean \(\hat{b}_i = 10\) and standard deviation \(\tilde{b}_i = 5\) (truncated at 0, to avoid negative values), and one in which demands follow independent continuous Uniform distributions on the interval \([\hat{b}_i - \tilde{b}_i, \tilde{b}_i + \hat{b}_i] = [5, 15]\). We generated independent samples of 5000 realizations of the demands for each distribution and plotted the resulting average cost.
in Figures 3(a) and 3(b) for the Normal and Uniform distributions, respectively. Just as in the newsvendor problem of the previous section, the average cost first decreases with $\Gamma$, as incorporating uncertainty into the model yields more robust solutions, reaches its minimum, and then increases with $\Gamma$ as the solutions become overly conservative. The minimum average cost in Figure 3(a) occurs at $\Gamma = 9$, and by implementing the corresponding ordering and production planning solution, the decision-maker can achieve savings of 3.3% over the solution obtained for $\Gamma = 0$ (i.e., the solution targeted to satisfy the demand $b$); in Figure 3(b) the minimum occurs at $\Gamma = 6$, with savings of 2.5%. These outcomes make intuitive sense, since demands in the sample generated from the Normal distribution exhibit higher variability than in the sample generated from the Uniform distribution. This example illustrates the advantage of the robust optimization approach in situations when precise estimates of probability distributions of uncertain parameters are unavailable, or turn out to be inaccurate. Observe that implementing any of the robust solutions obtained by setting $\Gamma$ anywhere in the range between 5 and 10 yields a robust solution that would perform well (as measured by the expected cost) regardless of whether the demands follow a Normal or Uniform distribution. We performed a number of additional experiments with demands sampled from a variety of distributions. Results presented in this section are typical of all these experiments, with the minimum average cost occurring at $\Gamma \in [5, 15]$, which indicates that in the production planning problem a fair amount of uncertainty needs to be considered to obtain solutions that perform well in expectation.

It is informative to consider the amounts of raw materials purchased and production done in the first and second stages. The first-stage purchasing and production decisions ($x$ and $u$, respectively) are made according to the solution calculated by solving the robust problem (49). Once the first-stage decisions are made and implemented, actual demand is revealed and the second-stage decisions ($y$ and $v$) tune themselves to the realized demands. Figures 4(a) and 4(b) plot the total amount of raw materials purchased and products produced, respectively, in the first and second stage as fractions of the total purchasing/production that occurs under the worst-case demand outcome. For $\Gamma = 0$, we start with first-stage purchasing/production levels targeted to satisfy nominal demand. As $\Gamma$ increases, we split purchasing and production between the two stages. However, for higher values of $\Gamma$ worst-case demand realizations tend to have values higher than nominal, and thus we see the second-stage purchasing and production decreasing.

Figure 5(a) displays the sample averages of the fractions of total amounts of raw materials purchased in the first and second stage when first-stage decisions are obtained by solving the robust formulation for various values of $\Gamma$, and the demands are normally distributed. (Figure 5(b) captures similar information for total production, and Figures 5(c) and 5(d) display these fractions for uniformly distributed demands.) The errors bars show the standard deviation of these average fractions. With uniformly distributed demands, first-stage decisions obtained using high values of $\Gamma$ in the description of the uncertainty set actually satisfy the realized demand in most cases, as the average second-stage purchasing is zero, and second-stage production is nearly zero, as 5(c) and 5(d) show (recall also that for these high values of $\Gamma$, the average cost of these solutions is almost equal to their worst-case costs). With normally distributed demands, average fraction of material purchases done in the second stage is nearly zero for $\Gamma \in [20, 25]$, but increases for solutions obtained with higher values of $\Gamma$; average fraction of second-stage production decreases with $\Gamma$, but never reaches zero. Again, this behavior can partially be explained by higher variability of demands under Normal
Figures 6(a) and 6(b) summarize our computational experience by illustrating the effect of budget of uncertainty on the number of iterations and the running time of Algorithm 3.4 on this problem. The number of iterations required is not particularly sensitive to the value of $\Gamma$ (except for very small and very large values of $\Gamma$), and therefore the determining factor in the running time are the computational demands of solving the integer program (55) (the adversarial problem), which generally increase with $\Gamma$. Therefore, the overall running time of the algorithm generally increases with $\Gamma$ up to $\Gamma = 22$ and then drops off sharply. Thus, the algorithm has fairly low computational demands for budgets of uncertainty of $\Gamma = 15$ and lower, which were most appropriate for determining robust solutions with low average costs in this and other experiments.

It should be pointed out that, in addition to the value of $\Gamma$, the computational demands of the adversarial problem were greatly influenced by the density of the productivity matrix $A$. Indeed, if the productivity matrix is dense (as it is in the example presented here), all the raw materials would contribute roughly equally towards the production of most or all of the products, which makes it harder to determine which products (and implicitly which raw materials) are more sensitive to demand fluctuations. In examples where a sparse productivity matrix with pronounced block structure allowed the decisions to be implicitly decomposed by material, instances of the MIP (55) were easier and required shorter solution times.

Finally, we would like to remark that, depending on relative magnitudes of problem parameters (e.g., the relative magnitudes of inventory and first- and second-stage production costs), one can devise heuristics that would generate an approximate solution to the adversarial problem (52) (i.e., a “bad,” if not worst, demand realization) quite easily — almost as easily as solving the adversarial problem to optimality in the case of simple recourse. If the demand realization found is worse, in the adversarial sense, than realizations already considered, it can be used to produce a weak cut that separates the current iterate from the epigraph of $Q(x, u)$, but is typically not a supporting hyperplane (thus, increasing the number of iterations, but possibly leading to faster overall solution
Figure 5: Sample averages of first- and second-stage purchasing and production, as fractions of the total purchasing and production, under Normal and Uniform demand distributions.
Figure 6: The impact of the budget of uncertainty $\Gamma$ on the number of iterations and run time (CPU seconds) for production planning problem.

times). Alternatively, an algorithm solving (55) can be terminated prematurely once a high-quality incumbent solution has been found. In fact, in our experiments we observed that the optimal solution of (55) was discovered relatively quickly, and, as is often the case, the bulk of the solution time was spent improving dual bounds and proving optimality of the incumbent solution.

8 Conclusions

We have proposed an approach to linear optimization with recourse that is robust with respect to the underlying probabilities. Specifically, instead of relying on the actual distribution, which would be difficult to estimate accurately, or a family of distributions, which would significantly increase the complexity of the problem at hand, we have modeled random variables as uncertain parameters in a polyhedral uncertainty set and analyzed the problem for the worst-case instance within that set. We have shown that this robust formulation can be solved using a cutting-plane algorithm and standard linear optimization software. We tested our approach on a multi-item newsvendor problem and a production planning problem with demand uncertainties, with encouraging computational results. Analysis of obtained solutions provides insight into appropriate levels of conservatism in planning (as captured by the budget of uncertainty) to obtain lower average costs.
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