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process? Many MHC class I–binding
peptides have been isolated and se-
quenced, and no spliced peptides have
previously been described. One could
therefore argue that splicing is uncom-
mon. Alternatively, because the peptides
identified chemically are the dominant
peptides from the hundreds bound to the
MHC class I molecules of a cell, the
process may be common but inefficient.
Cytotoxic CD8 T cells are famously sen-
sitive, detecting very small numbers of
MHC class I–peptide complexes on the
surface of APCs. In the most extreme ex-
ample, Sykulev et al. (5) even suggest
that a single MHC class I–peptide com-
plex could be detected. Examples of pep-
tides inefficiently generated but recog-

nized by CD8 T cells abound in the liter-
ature. Some come from proteins derived
from alternate reading frames, 5′- or 3′-
untranslated sequences, or even introns
[reviewed in (1)]. A recent example was
produced by aberrant initiation of transla-
tion at a leucine codon instead of the nor-
mal methionine codon (6). 

It is telling that the two spliced peptides
cited here are derived not from foreign
proteins but from normal human proteins.
This is commonly the case for peptides
recognized by tumor-specific CD8 T cells.
MHC class I molecules bound to rare self
peptides that do not induce immunological
tolerance probably constitute the only anti-
genic complexes normally available to
CD8 T cells for tumor recognition. The

CD8 T cells activated by such complexes
potentially could react with normal tis-
sues, which raises the interesting possibil-
ity that spliced peptides might occasional-
ly be the targets of CD8 T cells in autoim-
mune diseases.
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C
omputer viruses and worms are an
increasing problem throughout the
world. By some estimates 2003 was

the worst year yet: Viruses halted or hin-
dered operations at numerous businesses
and other organizations, disrupted cash-
dispensing machines, delayed airline
flights, and even affected emergency call
centers. The Sobig virus alone is said to
have caused more than $30 billion in dam-
age (1). And most experts agree that the
damage could easily have been much
worse. For example, Staniford et al. de-
scribe a worm that could infect the entire
Internet in about 30 s (2). A worm of this
scale and speed could bring the entire net-
work to a halt, or worse.

The term virus refers to malicious soft-
ware that requires help from computer
users to spread to other computers. E-mail
viruses, for instance, require someone to
read an e-mail message or open an attached
file in order to spread. The term worm
refers to infections that spread without user
intervention. Because they spread unaided,
worms can often spread much faster than

viruses. Computer infections such as virus-
es and worms spread over networks of con-
tacts between computers, with different
types of networks being exploited by dif-
ferent types of infections. The structure of
contact networks affects the rate and extent
of spreading of computer infections, just as
it does for human diseases (3–7); under-
standing this structure is thus a key ele-
ment in the control of infection.

Both traditional and network-based epi-
demiological models have been applied to
computer contagion (3–5). Recent work
has emphasized the effects of a network’s
degree distribution. A network consists of
nodes or vertices connected by lines or
edges, and the number of edges connected
to a vertex is called its degree. Of particu-
lar interest are scale-free networks, in
which the degree distribution follows a
power law, where the fraction pk of vertices
with degree k falls off with increasing k as
k–α for some constant α. This structure has
been reported for several technological
networks, including the Internet (8) and the
World Wide Web (9, 10).

Infections spreading over scale-free net-
works are highly resilient to control strate-
gies based on randomly vaccinating or oth-
erwise disabling vertices. This is bad news
for traditional computer virus prevention
efforts, which use roughly this strategy. On
the other hand, targeted vaccination, in
which one immunizes the highest degree
vertices, can be very effective (11, 12).
These results rely crucially on the assump-

tion that the degree distribution follows a
power law, and also that the contact pattern
is static.

Many technological networks relevant
to the spread of viruses, however, are not
scale-free. Vaccination strategies focusing
on highly connected network nodes are un-
likely to be effective in such cases.
Furthermore, network topology is not nec-
essarily constant. In many cases the topol-
ogy depends on the replication mechanism
used by a virus and can be manipulated by
virus writers to circumvent particular con-
trol strategies that we attempt. If, for in-
stance, targeted vaccination strategies were
found to be effective against viruses
spreading over scale-free networks, viruses
might be rewritten so as to change the
structure of the network to some
non–scale-free form instead.

To make these ideas more concrete, we
consider four illustrative networks, each of
which is vulnerable to attack: (A) the net-
work of possible connections between
computers using the Internet Protocol (IP),
(B) a network of shared administrator ac-
counts for desktop computers, (C) a net-
work of e-mail address books, and (D) a
network of e-mail messages passed be-
tween users.

In network A, each computer has a 32-
bit IP address and there is a routing infra-
structure that supports communication be-
tween any two addresses. We consider the
network in which the nodes are IP address-
es and two nodes are connected if commu-
nication is possible between the correspon-
ding computers. Many epidemics spread
over such an IP network. Notable examples
include the Nimda and SQLSlammer
worms.

Network B is a product of the common
operating system feature that allows com-
puter system administrators to read and
write data on the disks of networked ma-
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chines. Some worms, including Nimda
and Bugbear, can spread by copying
themselves from disk to disk over this
network.

Network C has nodes representing users
and a connection from user i to user j if j’s
e-mail address appears in i’s address book.
Many e-mail viruses use address books to
spread (for example, ILoveYou). A closely
related network is network D, in which the
nodes represent computer users, and two
users are connected if they have recently
exchanged e-mail. Viruses such as Klez
spread over this network. 

Degree distributions have been meas-
ured for examples of each of the four
networks (see the figure). In network A,
all vertices have the same degree, so the
distribution has a single peak at this val-
ue (blue histogram). In network B, the
distribution consists of four discrete
peaks, presumably corresponding to dif-
ferent classes of computers, administra-
tors, or administration strategies (red
histogram).

The two e-mail networks have more
continuous distributions and are shown as
cumulative histograms. Although neither
network has a power-law degree distribu-
tion, both have moderately long tails,
which suggests that targeted vaccination
strategies might be effective. However,
calculations show that for network C,
about 10% of the highest degree nodes
would need to be vaccinated to prevent an
epidemic from spreading (7), whereas net-
work D would require about 80%. The first
of these figures is probably too high for an
effective targeted vaccination strategy, and
the second is clearly far too high.
(Targeted vaccination would be entirely in-
effective in the other two networks as well,
because the nodes are much more highly
connected.)

The two e-mail networks illustrate the
ways in which different virus replication
strategies can lead to different network
topologies. An e-mail virus could look for
addresses in address books, thereby
spreading over a network with a topology
like that of network C, or it could search
through other files or folders on the ma-
chine for addresses of senders and recipi-
ents of archived e-mail messages, giving a
topology more like network D. Another ex-
ample is provided by the Nimda virus,
which infects Web servers by targeting
random IP addresses, producing a network
like network A. However, if the virus had a
more intelligent way of selecting IP ad-
dresses to attack (e.g., by inspecting hy-
perlinks), then it might spread over a
topology more like that of the Web, which
is believed to have a power-law degree dis-
tribution (9, 10).

A control strategy is needed that is im-
mune to changes in network topology and
that does not require us to know the mech-
anisms of infections before an outbreak. A
number of methods have been proposed
(13). One such strategy is throttling, first
introduced for the control of misbehaving
programs (14) and recently extended to
computer network connections (15). In this
context, throttling limits the number of new
connections a computer can make to other
machines in a given time period. Because it
works by limiting spreading rates rather
than stopping spread altogether, the
method does not completely eliminate in-
fections but only slows them down.
Frequently, however, this is all that is nec-
essary to render a virus harmless or easily
controllable by other means (16).

Throttling is most effective when virus-
es generate traffic at a rate significantly
higher than normal network communica-
tions. Luckily this is true for many com-
mon protocols and the viruses that exploit
them (15, 17). For a virus to spread, it
needs to propagate itself to many different
machines; to spread quickly, it must do so
at a high rate. For example, the Nimda
worm attempts to infect Web servers at a
rate of around 400 new machines per sec-
ond, which greatly exceeds the normal rate
of connections to new Web servers of about
one per second or slower (15).

A throttling mechanism that limited
connections to new Web servers to about
one per second would slow Nimda by a

factor of 400 without affecting typical le-
gitimate traffic. This could easily be
enough to change a serious infection into
a minor annoyance, which could then be
eliminated by traditional means. Slowing
the spread of Nimda by a factor of 400
(from a day to more than a year) would
have allowed plenty of time to develop
and deploy signatures and prophylactic
software patches. (Of course, if throttling
were implemented on only a subset of the
nodes in a network, then infections could
spread more easily.) In addition to reduc-
ing virus spread, throttling has the practi-
cal benefit of reducing the amount of
traffic generated by an epidemic, thus re-
ducing demand on networking equip-
ment—often the primary symptom of an
attack.

Targeted vaccination strategies for the
control of computer viruses are unlikely to
be generally effective because the networks
over which viruses spread are not suffi-
ciently dominated by highly connected
nodes, and because network topology can
be influenced strongly by the way in which
a virus is written. Throttling provides a
promising alternative strategy that works
with any network topology and can greatly
reduce viruses’ impact by slowing their
spread to the point where they can be treat-
ed by conventional means. The disparity
between the speed of computer attacks
(machine and network speed) and the speed
of manual response (human speed) has in-
creased in recent years. If this trend contin-
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Infectious connections. (Left) Degree distributions for the IP (blue) and administrator (red) net-

works. The administrator network data were collected on a system of 518 users of 382 machines at

a large corporation. Computers in this network are connected if any user has administrative privi-

leges on both computers. (Right) Cumulative degree distributions for the e-mail address book

(blue) and e-mail traffic (red) networks. The e-mail address book data were collected from a large

university (7). The e-mail traffic data were collected for complete e-mail activity of a large corpo-

rate department over a 4-month period (18).
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ues, automated mechanisms like throttling
will likely become an essential tool, com-
plementing the largely manual approach of
software patching in use today. The idea of
rate limits is not specific to viruses, and
could be applied to many situations in
which an attack or cascading failure occurs
faster than possible human response.
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O
ur immune systems have the abili-
ty to remember past infections and
to respond robustly upon subse-

quent infection with the same pathogen.
This immunological memory provides
long-term protection and makes vaccina-
tion possible. Long-term protection is me-
diated by memory T and B cells as well as
by effector B cells (plasma cells that pro-
duce antibody), and depends on mainte-
nance of these cell populations. In the case
of CD8 memory T cells, preservation de-
pends on the cytokines interleukin (IL)–7
and IL-15 (1). But, after the initial en-
counter with antigen, how are memory
cells of the immune system produced? It is
well established that in response to an in-
vading pathogen, T cells specific for for-
eign antigen expand exponentially and dif-
ferentiate into effector cells that clear the
infection. At the end of the immune re-
sponse, most of the expanded T cells die
with a small portion of the survivors re-
maining as memory T cells. Two questions
continue to intrigue immunologists (2).
First, how do memory T cell precursors
survive when the majority of their
brethren die off ? Second, how do T cells
make a decision about their fate: to be-
come either short-lived effector cells or
long-lived memory cells? Answers remain

elusive, as it is difficult to identify those T
cells destined to become memory cells
among the activated T cell population.
Enter Madakamutil et al. (3) on page 590
of this issue, who shed light on this puzzle
by showing that the homotypic form of
CD8, CD8αα , is selectively expressed by
CD8 memory T cell precursors and is re-
quired for their survival.

What prompted the authors to look at
CD8αα expression in memory T cells?
The same group originally developed
tetramers of thymic leukemia antigen (TL)
in an effort to discover the natural TL lig-
and (4). TL is a nonclassical major histo-
compatibility complex class I molecule
that is abundantly expressed by intestinal
epithelial cells. It does not present antigen,
but instead binds to CD8αα on intraepithe-
lial lymphocytes (IELs), modifying their
response through activation of T cell re-
ceptors (4). Because IELs have a memory
T cell phenotype (5), Madakamutil et al.
explored whether CD8αα is important for
the formation of CD8 memory T cells.
They found that only a portion of CD8 T
cells activated during the primary immune
response expressed CD8αα ; in contrast,
CD8αα was expressed by most CD8 T
cells involved in the recall immune re-
sponse. Interestingly, upon anti-CD3ε
stimulation of spleen cells (splenocytes) in
vitro, CD8αα -negative splenocytes under-
went apoptosis whereas CD8αα -positive
splenocytes did not. This finding implies
that CD8αα -positive T cells represent
memory precursors that evade cell death

during the contraction phase of the primary
response. 

To see whether CD8αα -positive T cells
are really precursors of CD8 memory cells,
Madakamutil et al. sorted mouse CD8 ef-
fector T cells into CD8αα -positive and
CD8αα -negative populations according to
their response to lymphocytic chorio-
meningitis virus. They then transferred the
two populations into naïve mouse recipi-
ents. When the recipient mice were rechal-
lenged with the virus at day 40 after trans-
fer, the animals that received CD8αα -pos-
itive cells showed a robust memory re-
sponse as judged by the frequency of spe-
cific T cells producing interferon-γ (IFN-
γ). In contrast, mice that received CD8αα -
negative T cells did not show a recall re-
sponse to the virus.

Does CD8αα really play an active role
in the generation of CD8 memory cells, or
does its expression merely correlate with
the formation of memory T cell precur-
sors? To answer this question, Mada-
kamutil et al. (3) used CD8 enhancer
(E8I) knockout mice (6) that express the
usual heterotypic CD8 molecule CD8αβ
but do not express the homotypic form
CD8αα . Intriguingly, E8I knockout mice
displayed a frequency of antigen-specific,
IFN-γ–producing CD8 T cells similar to
that of wild-type mice at day 7 after viral
infection. However, the number of antigen-
specific memory T cells in E8I knockout
mice decreased dramatically 50 days af-
ter primary challenge and also during
rechallenge. This confirmed that CD8αα
is required for the generation of memory
T cells but not for short-lived effector
cells.

How is CD8αα involved in the process
of memory T cell generation? One possi-
bility is that it up-regulates expression of
the IL-2/IL-15 receptor β (Rβ) chain (also
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