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Abstract

We introduce a novel estimator of the quadratic variation that is based on the theory of Markov chains. The estimator is motivated by some general results concerning filtering contaminated semimartingales. Specifically, we show that filtering can \textit{in principle} remove the effects of market microstructure noise in a general framework where little is assumed about the noise. For the practical implementation, we adopt the discrete Markov chain model that is well suited for the analysis of financial high-frequency prices. The Markov chain framework facilitates simple expressions and elegant analytical results. The proposed estimator is consistent with a Gaussian limit distribution and we study its properties in simulations and an empirical application.
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1 Introduction

The advent of high-frequency financial data brought the scope for highly accurate measures of volatility over short periods of time, such as an hour or a day. The main obstacle in obtaining precise estimators has been the fact that high-frequency returns do not conform with conventional no-arbitrage models. The apparent contradiction can be explained by market microstructure noise, which give rise to the notion that the observed price is a noisy measure of the efficient price.

The leading example of high-frequency based measure of volatility is the realized variance, see e.g. Andersen, Bollerslev, Diebold & Labys (2001), Meddahi (2002) and Barndorff-Nielsen & Shephard (2002). The realized variance is simply the sum of squared returns which is sought to estimate the quadratic variation. A drawback of the realized variance is that it strongly relies on a semi-martingale assumption. While this assumption is an intrinsic feature of standard no-arbitrage models, it is also known to be at odds with the empirical properties of high-frequency prices. So the extent to which the realized variance can utilize high-frequency returns is limited. This has motivated a number of robust estimators, such as the two-scale estimator by Zhang, Mykland & Aït-Sahalia (2005) and the realized kernels by Barndorff-Nielsen, Hansen, Lunde & Shephard (2008a). Common for these estimators is an assumption that market microstructure noise is iid, either at the tick-by-tick level or when sampling only includes every $k$-th price observation, for some $k$.

In this paper, we introduce a novel estimator that is build on the theory of Markov chains. The MC estimator has three distinct features. First, it utilizes the discreteness of high-frequency data. Second, the estimator permits a high degree of serial dependence in the noise as well as dependence between the efficient price and the noise. The latter is important because it allows us to compute the estimator with all available tick-by-tick data. There is no need to “skip” observations in order to meet specific assumptions about the noise. Third, simplicity is another characteristic of the Markov chain estimator. It only takes simple counting and basic matrix operations to compute the estimator and its confidence intervals.

To illustrate our estimator consider the sample of high frequency prices, $X_{T_0}, \ldots, X_{T_n}$, where price increments, $\Delta X_{T_i} \in \{x_1, \ldots, x_S\}$, are distributed as a homogeneous Markov
chain of order one. The $S \times S$ transition matrix, $P$, is here given by

$$P_{r,s} = \Pr \left( \Delta X_{T_i+1} = x_s | \Delta X_{T_i} = x_r \right), \quad r, s = 1, \ldots, S,$$

and its stationary distribution, $\pi = (\pi_1, \ldots, \pi_S)'$, is characterized by $\pi' P = \pi'$. We define $\Lambda_\pi = \text{diag}(\pi_1, \ldots, \pi_S)$ and the fundamental matrix $Z = (I - P + \Pi)^{-1}$ where $\Pi = \nu \pi'$ with $\nu = (1, \ldots, 1)' \in \mathbb{R}^S$. The Markov estimator is given by

$$\text{MC} = x' \Lambda_\hat{\pi} (2 \hat{Z} - I) x \frac{1}{n-2} \sum_{i=1}^{n} X_{T_i}^2,$$

where $\hat{\pi}$ and $\hat{Z}$ are estimates of $\pi$ and $Z$, respectively, and $x = (x_1, \ldots, x_S)'$. Many properties of Markov chains can be linked to the fundamental matrix, $Z$, that also plays a central role in our analysis. A useful feature of our Markov framework is that standard errors for the MC estimator are readily available.

The main contribution of the present paper are as follows: First, we show that filtering can resolve the problems caused by market microstructure noise under weak assumptions that only require the noise process to be ergodic with finite first moment. A consequence is that the theory in Barndorff-Nielsen & Shephard (2002) applies to tick-by-tick returns of the filtered price process. This may sound too good to be true, and – from a practical viewpoint – it is. The reason is that the ideal filter requires more knowledge about the data generating process than is available in practice. This is where the Markov chain framework is effectual. Second, we derive expressions for the returns of filtered prices within a homogeneous Markov chain framework. This leads to a consistent estimator of the quadratic variation and we derive a feasible limit theory for the estimator. In fact, we show that confidence intervals are easy to compute, either from analytical expressions or by the use of bootstrap methods. Third, our estimator is derived within a homogeneous Markov framework. We show that a homogeneous model is justified when prices are generated by a continuous time Markov process, provided that certain conditions are meet. More importantly, we show that the Markov chain estimator is robust to situations where the underlying process is Inhomogeneous. Fourth, we apply the Markov chain framework to high-frequency data of an exchange traded fund that tracks the S&P 500 index.

The discreteness of financial data is a product of the so-called tick size, which defines the coarseness of the grid that prices are confined to. For example, the tick-size is currently 1 cent for most of the stocks that are listed on the New York Stock Exchange. The implication
is that all transaction and quoted prices are in whole cents. The Markov estimator can also be applied to time series that do not live on a grid, by forcing the process onto a grid. While this will introduce rounding error, it will not affect the long-run variance of the process. Delattre & Jacod (1997) studied the effect of rounding on realized variances for a standard Brownian motion, and Li & Mykland (2006) extended this analysis to log-normal diffusions.

In contrast to our framework, the existing literature has largely treated the discreteness of prices as a bad form of noise. An important exception is Large (2006) who was one of the first to take advantage of the discreteness of return data. He proposed an “alternation” estimator that is applicable when prices can only change by a fixed amount, e.g. 1 cent, and the noise has a particular form. We will show that the framework of Large (2006) is a special case of our Markov chain framework – specifically a Markov chain of order one with two states. The Markov framework used in this paper permits a larger number of price changes and is less restrictive in terms of assumptions made about the noise. Furthermore, the use of higher-order Markov chains will be shown to be essential for robustness to inhomogeneity.

The present paper adds to the a growing literature on volatility estimation using high-frequency data, dating back to Zhou (1996, 1998). Well known estimators include the realized variance, see Andersen, Bollerslev, Diebold & Labys (2001) and Barndorff-Nielsen & Shephard (2002); the two-scale and multi-scale estimators, see Zhang et al. (2005) and Zhang (2006); the realized kernels, see Barndorff-Nielsen, Hansen, Lunde & Shephard (2008a, 2008b). The finite sample properties of these estimators are analyzed in Bandi & Russell (2006, 2008), and the close relation between multi-scale estimators and realized kernels is established in Barndorff-Nielsen, Hansen, Lunde & Shephard (2008d). Other estimators include those based on moving average filtered returns, see Andersen, Bollerslev, Diebold & Ebens (2001), Maheu & McCurdy (2002), and Hansen, Large & Lunde (2008); the range-based estimator, see Christensen & Podolskij (2007); the pre-averaging estimator, see Jacod, Li, Mykland, Podolskij & Vetter (2008); the quantile-based estimator Christensen, Oomen & Podolskij (2008); and the duration-based estimator, see Andersen, Dobrev & Schaumburg (2008).

The stochastic properties of market microstructure noise are very important in this context. Estimators that are robust to iid noise can be adversely affected by dependent noise. Hansen & Lunde (2006) analyzed the empirical features of market microstructure noise and showed that serial dependence and endogenous noise are pronounced in high-
frequency stock prices. Endogenous noise refers to dependence between the noise and the efficient price. A major advantage of the Markov chain estimator is that dependent and endogenous noise is permitted in the framework. So estimation and inference can be done under a realistic set of assumptions about the noise.

The outline of this paper is as follows. We derive the generic results for filtering a contaminated semimartingale in Section 2. We apply the Markov chain framework to filter high-frequency returns and derive our Markov chain based estimator in Section 3. The asymptotic properties of the estimator are established in Section 4, where we provide the details needed for conducting inference with the delta-method or the bootstrap. In Section 5, we show that the Markov chain framework is easily adapted for estimation of the volatility of log-prices, which is typically the object of interest. In Section 6 we consider the case where the underlying process is a continuous time Markov chain. This analysis gives an argument in favor of dropping the zero-increments from the analysis. We show that the Markov chain based estimator is robust to inhomogeneity in Section 7. In Section 8 we discuss various empirical issues related to jumps and computational aspects. Section 9 presents our empirical analysis and Section 10 various extensions, Section 11 concludes.

2 Filtering a Contaminated Semimartingale

In this Section we analyze theoretical aspects of filtering observed prices in a general framework. The Section established the theoretical foundation for the Markov chain estimator that we introduce in the next Section. Readers who are primarily interested in aspects of the Markov chain estimator and its implementation can skip this Section. We show that the ideal (but infeasible) filter preserves the key features of the latent efficient price. This is true under very mild assumptions on the efficient price and the noise.

Suppose that \( Y_t \) is a semimartingale, so that

\[
Y_t = M_t + FV_t,
\]

where \( M_t \) is a local martingale and \( FV_t \) is a process that has finite variation almost surely.

We denote the observed process by \( X_t \), and denote the difference between \( X_t \) and the latent process, \( Y_t \), by \( U_t \), so that

\[
X_t = Y_t + U_t.
\]
Market imperfections, rounding errors, and data errors are some of the sources for the measurement error, \( U_t \), which we will refer to as market microstructure noise, or simply noise.

Let \( \mathcal{G}_t \) be some filtration so that \( (Y_t, U_t) \) is adapted to \( \mathcal{G}_t \), and consider the filtered process

\[
E(X_{t+h}|\mathcal{G}_t) = E(M_{t+h}|\mathcal{G}_t) + E(FV_{t+h}|\mathcal{G}_t) + E(U_{t+h}|\mathcal{G}_t).
\]

An objective of this Section is to filter out \( U_t \), so that the properties of \( Y_t \) can be inferred from those of the filtered \( X_t \).

We make the following assumption:

**Assumption 1** The filtration \( \mathcal{G}_t \) is continuous\(^1\) and for \( Y_t = M_t + FV_t \) we assume:

(i) \( \{M_t, \mathcal{G}_t\} \) is a martingale with finite quadratic variation;

(ii) \( FV_t \) is continuous with locally integrable variation; and

(iii) \( \tilde{U}_t = \lim_{h \to 1} E(U_{t+h}|\mathcal{G}_t) \) is a continuous finite variation process almost surely.

Assumption 1 is quite mild. For instance, (ii) holds if \( Y_t \) is a quasimartingale. Furthermore, (iii) holds if \( E(U_{t+h}|\mathcal{G}_t) \xrightarrow{L^1} \mu \) as \( h \to \infty \), for some \( \mu \in \mathbb{R} \), which in turn is implied by the uniform mixing condition, formulated in the following Lemma.

**Lemma 1** If \( U_t \) is stationary with \( E|U_t| < \infty \) and \( \phi \)-mixing with respect to \( \mathcal{G}_t \), that is

\[
\phi(m) = \sup\{|P(A|B) - P(B)| : A \in \sigma(U_{t+s}, s \geq m), B \in \mathcal{G}_t\} \to 0, \quad \text{as } m \to \infty.
\]

Then \( E(U_{t+h}|\mathcal{G}_t) \xrightarrow{L^1} E(U_t) \) as \( h \to \infty \).

Note that we assume that \( U_t \) is \( \phi \)-mixing with respect to \( \mathcal{G}_t \), which is larger than the natural filtration for \( U_t, \sigma(\{U_s\}, s \leq t) \).

When \( Y_t \) is a Brownian semimartingale, written \( Y_t \in BSM \), we have

\[
M_t = \int_0^t \sigma_u dB_u.
\]

More generally we have \( M_t = \int_0^t \sigma_u dB_u + \sum_{s \leq t} J_s \) where \( J_s \) is a pure jump component.

---

\(^1\)A filtration is continuous if \( \mathcal{G}_{t-} = \mathcal{G}_t = \mathcal{G}_{t+}, \) where \( \mathcal{G}_{t-} = \sigma(\cup_{s < t} \mathcal{G}_s) \) and \( \mathcal{G}_{t+} = \cap_{s > t} \mathcal{G}_s \). This assumption is only used to show that \( \lim_{h \to \infty} E(FV_{t+h}|\mathcal{G}_t) \) is continuous.
Theorem 1 Given Assumption 1, then

$$\lim_{h \to \infty} E(X_{t+h} | G_t) = M_t + FV^*_t,$$

where $FV^*_t$ is a continuous finite variation process.

The proof is based on the decomposition, $E(X_{t+h} | G_t) = E(M_{t+h} | G_t) + E(FV_{t+h} | G_t) + E(U_{t+h} | G_t)$, where the only obstacle is to show that $\tilde{F}V_t = E(FV_{t+h} | G_t)$ is a finite variation process.

2.1 Filtered Estimator of Quadratic Variation

Let

$$0 = T_0 < T_1 < \cdots < T_n = T,$$

be the times where $X_t$ is observed, and we will establish asymptotic results using an in-fill asymptotic scheme, where $\sup_{1 \leq i \leq n} |T_i - T_{i-1}| \to \infty$, as $n \to \infty$. This asymptotic design is standard in this literature.

First we note that in the absence of noise, $U_t = 0$, there is no need for filtering because $X_t = Y_t$. So if we take $h = 0$, and have $E(X_{T_i} | G_{T_i}) = Y_{T_i}$. Next we consider the situation where noise is present.

2.1.1 A Special Case

Consider the special case where $E(U_{T_{i+1}} | G_{T_i}) = 0$. This assumption is far more restrictive than Assumption 1 (iii), yet weaker than the assumption that $\{U_{T_i}\}$ is iid, which is often used in this literature. Our framework does not rely on this restrictive form of noise, but the simplified framework offers valuable intuition about the general situation.

With $E(U_{T_{i+1}} | G_{T_i}) = 0$ it follows by Theorem 1 that the filtered price process, $E(X_{T_{i+1}} | G_{T_i})$, only differs from $Y_{T_i}$ by a finite variation process. So the one-step filtered realized variance

$$RV_F^{(1)} = \sum_{i=1}^n \left\{ E(X_{T_{i+1}} | G_{T_i}) - E(X_{T_i} | G_{T_i-1}) \right\}^2,$$

is consistent for the quadratic variation, and we recover the same asymptotic framework as that in Barndorff-Nielsen & Shephard (2002) (henceforth BNS). We see that filtering entirely removes the unfortunate features of noise.
Note that $RV_F^{(1)}$ depends on the conditional expectation, $E(X_{T+1+i}|G_T)$, which is unknown in most practical situations. Therefore, the filtered realized variance is, in this sense, not an estimator.

Naturally we have $E(X_{T+1+i}|G_T) = X_{Ti} + E(\Delta X_{T+1+i}|G_T)$, where $\Delta X_{T+1+i} = X_{T+1+i} - X_{Ti}$. So returns of the filtered prices can be expressed as

$$E(X_{T+1+i}|G_T) - E(X_{Ti}|G_{T-i}) = \Delta X_{Ti} + E(\Delta X_{T+1+i}|G_T) - E(\Delta X_{Ti}|G_{T-i}).$$

The implication is that the filtered realized variance, can be rewritten in the more instructive form:

$$RV_F^{(1)} = \sum_{i=1}^{n} \left\{ \Delta X_{Ti} + E(\Delta X_{T+1+i}|G_T) - E(\Delta X_{Ti}|G_{T-i}) \right\}^2. \quad (1)$$

This expression reveals how the filtering operates on the observed intraday returns. We see that the estimator corrects each increment by adding and subtracting anticipated changes in $\Delta X_{Ti}$ and $\Delta X_{T+1+i}$.

**Comment.** An important insight from our analysis is that one should use returns of the filtered price, $\Delta E(X_{T+1+i}|G_T)$ rather than filtered returns, $E(\Delta X_{T+1+i}|G_T)$, when computing the realized variance. The reason is that the sum of squares of $E(\Delta X_{T+1+i}|G_T) = \Delta Y_{Ti} - U_{Ti}$, will not estimate the quadratic variation of $Y_t$. This is also evident from the fact that $\sum_{i=1}^{n} \{E(\Delta X_{T+1+i}|G_T)\}^2$ will only simplify to the expression in (1) if $\Delta X_{Ti} - E(\Delta X_{Ti}|G_{T-i}) = 0$, which requires $U_{Ti} = E(U_{Ti}|G_{T-i})$.

This results generalized a result in Hansen et al. (2008). For the special case where returns are filtered by a moving average model, Hansen et al. (2008) have shown that the sum of squared filtered returns do not estimate the object of interest. Consider the case where the noise is iid and the volatility is constant, so that intraday returns follow a moving average process of order one. The sum-of-squared residuals, $\sum_{i=1}^{n} \hat{\epsilon}_i^2$, obtained from estimating $\Delta X_T = \epsilon_i - \theta \epsilon_{i-1}$, is not consistent for the volatility. The proper estimator in this framework is $(1 - \hat{\theta})^2 \sum_{i=1}^{n} \hat{\epsilon}_i^2$, see Hansen et al. (2008).

### 2.1.2 The General Case

When we filter $X_{T+i}$ by $G_T$, we obtain the $h$-steps filtered realized variance,

$$RV_F^{(h)} = \sum_{i=1}^{n} \left\{ E(X_{T+i+h}|G_T) - E(X_{T+i+h-1}|G_{T+i-1}) \right\}^2,$$
and analogous to (1) we rewrite this expression as

\[
RV_F^{(h)} = \sum_{j=1}^{n} \left\{ \Delta X_{T_i} + \sum_{l=1}^{h} E(\Delta X_{T_{j+l}}|\mathcal{G}_{T_i}) - \sum_{l=1}^{h} E(\Delta X_{T_{j+l-1}}|\mathcal{G}_{T_{j-1}}) \right\}^2.
\] (2)

This defines the class of \( h \)-steps filtered \( RV \), and it is natural to ask which \( h \) should we use? The increments depend on \( h \) only through an expectation, so we need not observe \( X_{T_{i+h}} \) in order to compute \( E(X_{T_{i+h}}|\mathcal{G}_{T_i}) \). So there is no obstacle in using a large \( h \). In fact, we can take \( h = \infty \) which offers robustness to the most general form of noise. In our Markov chain implementation we will use \( h = \infty \).

### 2.2 Feasible Filtration

Before the quantity \( RV_F = \lim_{h \to \infty} RV_F^{(h)} \) can be put into practical use, we need to specify \( E(|\mathcal{G}_{T_i}) \). In practice we must use a filtration based on observables, such as

\[
\mathcal{F}_t = \sigma(X_s, s \leq t),
\]

and the Markov chain framework is well suited for computing conditional expectations such as \( E(X_{T_{i+h}}|\mathcal{F}_{T_i}) \). However, substituting \( \mathcal{F} \) for \( \mathcal{G} \) is not innocuous, as shown by Li & Mykland (2007). Specifically we have

\[
E(X_{T_{i+h}}|\mathcal{F}_{T_i}) = E \{ E(X_{T_{i+h}}|\mathcal{G}_{T_i})|\mathcal{F}_{T_i} \} = E \{ Y_{T_i} + E(U_{T_{i+h}}|\mathcal{G}_{T_i})|\mathcal{F}_{T_i} \},
\]

which converges to \( E(Y_{T_i}|\mathcal{F}_{T_i}) \) as \( h \to \infty \), and the quadratic variation of \( Y_t \) need not equal that of \( E(Y_{T_i}|\mathcal{F}_{T_i}) \), see Li & Mykland (2007).

The potentially harmful difference between \( Y_{T_i} \) and \( E(Y_{T_i}|\mathcal{F}_{T_i}) \), can be expressed as

\[
E(Y_{T_i}|\mathcal{F}_{T_i}) = E(X_{T_i} - U_{T_i}|\mathcal{F}_{T_i}) = Y_{T_i} + U_{T_i} - E(U_{T_i}|\mathcal{F}_{T_i}).
\]

So the relevant question is whether \( U_{T_i} - E(U_{T_i}|\mathcal{F}_{T_i}) \) contributes to the quadratic variation.

In our analysis we make substantially weaker assumption about \( U_t \) than do Li & Mykland (2007). So our discussion in this Section shows that the results by Li & Mykland (2007) hold quite generally. Though the results in Li & Mykland (2007) concern smoothen returns, \( E(X_{T_{i+h}}|\mathcal{F}_{T_i}) \), contrary to the filtered returns discussed here. We believe that the focus on \( U_{T_i} - E(U_{T_i}|\mathcal{F}_{T_i}) \) is a useful way to think about this issue.
3 Markov Chain Estimator

In this Section we show how the observed price process can be filtered in a Markov chain framework, using the natural filtration for \( \{X_t\} \), \( \mathcal{F}_t = \sigma(X_s, s \leq t) \). The realized variance of the Markov chain filtered prices defines our novel estimator of the quadratic variation, and we establish the asymptotic properties of the estimator. The estimator takes advantage of the fact that price increments are confined to a grid. We will initially assume that the observed price increments follow a homogeneous Markov chain, and later show that our estimator is robust to inhomogeneity. The Markov chain framework used in this Section is related to that in Russell & Engle (2006), see also Campbell, Lo & Mackinlay (1997, pp.107–147), but our objective and analysis are entirely different.

We seek the filtered price, \( \mathbb{E}(X_{T+h} | \mathcal{F}_T) \), and preferably the filtered price as \( h \to \infty \). Fortunately, (2) shows that the returns of the filtered price can be constructed from filtered increments, \( \mathbb{E}(\Delta X_{T+h} | \mathcal{F}_T) \). The Markov chain framework conveniently enables us to compute \( \mathbb{E}(\Delta X_{T+h} | \mathcal{F}_T) \), for any \( h \), in as simple way.

Quoted and traded prices are typically confined to be on a grid. For instance on the New York Stock Exchange the typical tick size is currently 1 cent, which implies that prices move in multiples of 1 cents.\(^2\) Naturally, we can always force the price data to live on a grid at the expense of rounding error. We make the following assumptions.

**Assumption 2** The increments \( \{\Delta X_{T+i+h}\}_{i=1}^n \) are ergodic and distributed as a homogeneous Markov chain of order \( k < \infty \), with \( S < \infty \) states.

The homogeneity is a restrictive assumption and likely to be at odds with high-frequency returns over longer intervals of time, such as a day. In Section 6 we analyze the case where the underlying process is a continuous time Markov chain, and formulate assumptions that will generate returns that are distributed as a homogeneous Markov chain in discrete time. More importantly, in Section 7 we show that the Markov chain estimator is surprisingly robust to inhomogeneity. Robustness is achieved by increasing the order of the Markov chain that is being estimated.

---

\(^2\)Some stocks are now quoted and traded at prices that are multiples of half a cent. In the foreign exchange market the terminology is different, as exchange rates are quoted in pips. The Euro-Dollar is currently trading with a pip size of 1/100 of a cent.
3.1 Notation

The transition matrix for price increments is denoted by $P$. For a Markov chain of order $k$ with $S$ basic states, $P$ will be an $S^k \times S^k$ matrix. We use $\pi$ to denote the stationary distribution associated with $P$, i.e. $\pi'P = \pi'$. The fundamental matrix is defined by

$$Z = (I - P + \Pi)^{-1},$$

where $\Pi = \nu \pi'$ is a square matrix and $\nu = (1, \ldots, 1)'$, (so all rows of $\Pi$ is $\pi'$). For a vector $b \in \mathbb{R}^m$, we let $\Lambda_b$ denote the diagonal matrix

$$\Lambda_b = \text{diag}(b_1, \ldots, b_m),$$

and for vectors, $a$ and $b$, of proper dimensions we define the inner product

$$\langle a, b \rangle_{\pi} = a'\Lambda_{\pi}b.$$

We use $(b)_r$ to denote the $r$-th element of the vector $b$, and write $\delta_{i,j} = 1_{\{i=j\}}$ where $1_{\{\}}$ is the indicator function.

3.2 Markov Chain Filtering

Let $\{x_1, \ldots, x_S\}$ be the support for $\Delta X_{T_i}$, and suppose that $\Delta X_{T_i}$ is distributed as a Markov chain of order $k$. We consider the $k$-tuple, $\Delta X_{T_i} = (\Delta X_{T_{i-k+1}}, \ldots, \Delta X_{T_i})$, and index the possible values for $\Delta X_{T_i}$ by $x_s, s = 1, \ldots, S^k$, where $x_s \in \{x_1, \ldots, x_S\}^k \subset \mathbb{R}^k$. The transition matrix, $P$, is given by

$$P_{r,s} = \Pr(\Delta X_{T_{i+1}} = x_s | \Delta X_{T_i} = x_r).$$

Regardless of the order of the Markov chain, there are at most $S$ possible transitions from any given state $x_r$. So $P$ will have many zeros when $k > 1$, and specifically we have

$$P_{r,s} = \begin{cases} \Pr(\Delta X_{T_{i+1}} = x_{s_1} | \Delta X_{T_{i-1}} = x_r) & \text{if } (x_{s_1}, \ldots, x_{s_{k-1}}) = (x_{r_2}, \ldots, x_{r_k}), \\ 0 & \text{if } (x_{s_1}, \ldots, x_{s_{k-1}}) \neq (x_{r_2}, \ldots, x_{r_k}). \end{cases}$$

We use the vector $f \in \mathbb{R}^{S^k}$ to keep track of the value of $\Delta X_{T_i}$, as we let $f_s$ be the last element of $x_s$, $s = 1, \ldots, S^k$. For a particular realization of $\Delta X_{T_i}$, the conditional expectation of $\Delta X_{T_{i+1}}$ can be expressed as

$$E(\Delta X_{T_{i+1}} | \Delta X_{T_i} = x_r) = \sum_{s=1}^{S^k} P_{r,s}f_s = (Pf)_r.$$
More generally we have $E(\Delta X_{T_i+h}\mid \Delta X_{T_i} = x_r) = (P^h f)_r$. So the return of the $h$-steps filtered price is given by
\[
y^{(h)}(\Delta X_{i-1}, \Delta X_{T_i}) = \Delta X_{T_i} + \sum_{l=1}^{h} E(\Delta X_{T_{i+l}}\mid \Delta X_{T_i}) - \sum_{l=1}^{h} E(\Delta X_{T_{i+l-1}}\mid \Delta X_{T_{i-1}}),
\]
where the conditional expectation is $E(\Delta X_{T_{i+h}}\mid \Delta X_{T_i}) = \sum_{r=1}^{S} (P^h f)_r 1_{\Delta X_{T_i} = x_r}$. The contribution to $RV_F$, when $(\Delta X_{T_i-1}, \Delta X_{T_i}) = (x_r, x_s)$, is simply given by $y^{(h)}(x_r, x_s)^2$. So we obtain the following expression for Markov filtered realized variance:
\[
RV_F^{(h)} = \sum_{r,s} n_{r,s} \{y^{(h)}(x_r, x_s)\}^2, \quad \text{where} \quad n_{r,s} = \sum_{i=1}^{n} 1_{\Delta X_{T_{i-1}} = x_r, \Delta X_{T_i} = x_s}.
\]
We have the following expressions for the filtered returns.

**Lemma 2** Let $e_r$ denote the $r$-th unit vector. Then
\[
y^{(h)}(x_r, x_s) = e'_r (I - Z^{(h)}) f + e'_s Z^{(h)} f,
\]
with $Z^{(h)} = I + \sum_{l=1}^{h} (P^l - \Pi)$ and
\[
y(x_r, x_s) = \lim_{h \to \infty} y^{(h)}(x_r, x_s) = e'_r (I - Z) f + e'_s Z f,
\]
where $Z = \lim_{h \to \infty} Z^{(h)} = (I - P + \Pi)^{-1}$.

Lemma 2 shows that it is straightforward to use $h = \infty$. This is convenient because $h = \infty$ offers the greatest degree of robustness to dependent noise. We will primarily focus on this case and the corresponding filtered realized variance is given by
\[
RV_F = \sum_{r,s} n_{r,s} y_{(r,s)}^2, \quad \text{with} \quad y_{(r,s)} = y(x_r, x_s).
\]
Conditional expectations, such as those that are used in the expression for $y^{(h)}(x_r, x_s)$, cannot be evaluated without knowledge of $P$. Consequently, $RV_F$ is not an empirical quantity in the realistic situation where $P$ is unknown. The empirical transition matrix $\hat{P}$ is given by $\hat{P}_{r,s} = n_{r,s} / n_{r,.}$, where $n_{r,.} = \sum_s n_{r,s}$, and by substituting $\hat{P}$ for $P$ we obtain the feasible estimator
\[
RV_{\hat{F}} = \sum_{r,s} n_{r,s} \hat{y}_{(r,s)}^2, \quad \text{with} \quad \hat{y}_{(r,s)} = e'_r (I - \hat{Z}) f + e'_s \hat{Z} f,
\]
and $\hat{Z} = (I - \hat{P} + \hat{\Pi})^{-1}$. We derive the asymptotic properties of $RV_F$ and $RV_{\hat{F}}$ in the next Section and show that the latter is essentially equal to $MC^\# = n \langle f, (2\hat{Z} - I) f \rangle_{\hat{g}}$. 
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4 Asymptotic Analysis

In the previous Section we established a feasible filtering of high frequency prices with Markov chain methods. This lead to the quantities, $RV_F$, $RV_\hat{F}$, and (as we shall see) $MC^# = n(\dot{f}, (2\dot{Z} - I)f)\hat{x}$. Now we now seek the asymptotic properties of these quantities.

We shall derive limit results using the following asymptotic scheme, which is similar to the one in Delattre & Jacod (1997) and Li & Mykland (2006).

**Assumption 3 (asymptotic design)**

As $n \to \infty$ we have: $f = \frac{1}{\sqrt{n}} \xi$, where $\xi \in \mathbb{R}^S$ is held constant.  

\begin{equation}
(4)
\end{equation}

It may seem odd to fiddle with the state-space as $n \to \infty$. Yet, the assumption is quite natural in the present context with infill asymptotics, and analogous to local-to-unity and local-to-zero asymptotics that are commonly seen in the literature. The asymptotic design in (4) can be motivated by the following scenario. Suppose that price changes of 10 cents in the stock price are common if we sample 100 times per day. Whereas if we sample 3,000 times per day, the typical size of a price change will be around 2 cents. To reconcile the two asymptotic theories, we need to assume that the state-values shrink towards zero with the sampling frequency. Furthermore, (4) makes our asymptotic analysis compatible with the standard BNS framework. In the BNS framework, squared intraday returns are $\Delta Y^2_{Ti} = O_p(n^{-1})$ and the corresponding situation in the Markov framework in the absence of noise (absence of autocorrelation $\Delta Y_{Ti}$) is that where $P = \nu \pi'$. So in this Markov framework we have

\[ E(\Delta Y^2_{Ti}) = \sum_{s=1}^{S_k} \pi_s x_s^2 = x'\Lambda x = \langle x, x \rangle_\pi, \]

and in order for the RV $= \sum_{i=1}^{n} \Delta Y^2_{Ti}$ not to diverge to infinity as $n \to \infty$, we need $x'\Lambda x \propto n^{-1}$. This is achive by (4). Alternatively one could fiddle with $P$, so that the stationary distribution becomes concentrated about zero as $n \to \infty$. However, this approach seems more complicated because $P_n$ would be specific to the state vector $x$, and will require one to introduce additional states as $n \to \infty$ – states that were not observed in the sample.

4.1 Asymptotic Properties of Filtered Realized Variance

First, we derive the asymptotic properties of the infeasible filtered realized variance. This will form the basis for the analysis of the feasible estimator.
Theorem 2 (Consistency of RV$_F$) For the Markov filtered realized variance we have

$$\text{RV}_F \xrightarrow{a.s.} \langle \xi, (2Z - I) \xi \rangle_\pi, \quad \text{as } n \to \infty.$$  

where $Z = (I - P + \Pi)^{-1}$.

We now turn to the limit distribution of RV$_F$. A classical result within the theory of Markov chains is the following.

Proposition 1 Let \{V_i\} be an ergodic Markov chain with states \{v_1, \ldots, v_S\}, and let $P_V$ and $\pi_V$ denote the transition matrix and stationary distribution, respectively. For any real function, $g(\cdot)$, we have

$$\sqrt{n} \left\{ \frac{1}{n} \sum_{i=1}^{n} g(V_i) - \langle g, \pi_V \rangle \right\} \xrightarrow{d} N \left\{ 0, \langle g, (2Z_V - \Pi_V - I)g \rangle_{\pi_V} \right\},$$

where $g = (g(v_1), \ldots, g(v_S))'$, $Z_V = (I - P_V + \Pi_V)^{-1}$, and $\Pi_V = i\pi_V'$.

The central limit theorem for ergodic Markov chains is valid quite generally, see e.g. Duflo (1997, theorem 8.3.21) for the case with positive recurrent Markov chains on measurable spaces. In its most general formulation, the variance of the limiting normal distribution is given implicitly from a solution to a Poisson equation. For finite spaces, such as the present one, most of the formulas can be elegantly written in closed form in terms of the fundamental matrix, $Z$, of Kemeny & Snell (1976). In this paper we follow the presentation of Brémaud (1999, chapter 6).

An interesting observation that can be made from Proposition 1 is that our estimator, RV$_F$ is related to the long-run variance. This is evident from

$$\sqrt{n} \left\{ \frac{1}{n} \sum_{i=1}^{n} \sqrt{n} \Delta X_{T_i} - \langle \xi, \pi \rangle \right\} \xrightarrow{d} N \left\{ 0, \langle \xi, (2Z - I)\xi \rangle_\pi \right\},$$

where $\langle \xi, (2Z - I)\xi \rangle_\pi = \langle \xi, (2Z - I)\xi \rangle_\pi - \langle \xi, \Pi \xi \rangle_\pi = \langle \xi, (2Z - I)\xi \rangle_\pi - (\xi'\pi)^2$. So in the absence of a drift, $\xi'\pi = 0$, the long-run variance coincides with the probability limit of RV$_F$, see Theorem 2. This is a common feature of estimators in this literature.

We will now apply Proposition 1 to obtain the asymptotic distribution of the filtered realized variance, $\text{RV}_F = \sum_{i=1}^{n} \{y(\Delta X_{T_{i-1}}, \Delta X_{T_i})\}^2$. First we note that $\{y(\Delta X_{T_{i-1}}, \Delta X_{T_i})\}^2$ only depends on the $k + 1$-tuple, $(\Delta X_{T-k}, \ldots, \Delta X_{T_i})'$. So we have

$$\text{RV}_F = \sum_{i=1}^{n} \{y(\Delta X_{T_{i-1}}, \Delta X_{T_i})\}^2 = \sum_{i=1}^{n} g(\Delta X_{T-k}, \ldots, \Delta X_{T_i}),$$
for some real function $g$. In our asymptotic framework, $\{n^{1/2} \Delta X_{T_i}\}$ is (for any fixed $n$) an ergodic Markov chain with state-values given by the vector $\xi$. So it follows that $Z_{T_i} = (n^{1/2} \Delta X_{T-i-k}, \ldots, n^{1/2} \Delta X_{T_i})'$ is also an ergodic Markov chain, and we denote the corresponding $S^{k+1} \times S^{k+1}$ transition matrix $P_Z$, and let $\pi_Z$ denote the corresponding stationary distribution. Next we note that

$$g(\Delta X_{T-k}, \ldots, \Delta X_{T_i}) = \frac{1}{n} g(n^{1/2} \Delta X_{T-k}, \ldots, n^{1/2} \Delta X_{T_i}) = \frac{1}{n} g(Z_{T_i}).$$

So we can apply Proposition 1 to $RV_F = n^{-1} \sum_{i=1}^{n} g(Z_{T_i})$, which yields the expression for the asymptotic variance,

$$\Sigma_{RV_F} = \langle g, (2Z - \Pi_Z - I)g \rangle_{\pi_Z},$$

where $Z_{\mathcal{Z}}$ is the fundamental matrix associates with $P_Z$ and $\Pi_Z = \nu \pi_Z$. The vector $g \in \mathbb{R}^{S^{k+1}}$ is here defined by $g_s = g(z_s)$, for $s = 1, \ldots, S^{k+1}$ where $z_s$ is the state value of $Z_{T_i}$ that corresponds to the $s$-th row of $P_Z$. So $g$ contains all the possible values of the squared filtered returns, $\{y(n^{1/2} \Delta \mathcal{X}_{T_i-1}, n^{1/2} \Delta \mathcal{X}_{T_i})\}^2 = n \{y(\Delta \mathcal{X}_{T_i-1}, \Delta \mathcal{X}_{T_i})\}^2$. In Theorem 3 we derive a more transparent expression for $\Sigma_{RV_F}$.

Because the underlying process for $Z_{T_i}$ is a Markov chain of order $k$, its transition matrix, $P_Z$, has a particular structure, where each element of $P$ appears $S$ times. Naturally we have $Z_{T_i} = (\Delta X_{T-k}, \Delta \mathcal{X}_{T_i})' = (\Delta \mathcal{X}_{T-1}, \Delta X_{T_i})'$, so for $z = (x_r, x_s)$ and $\bar{z} = (x_j, x_r)$, we have

$$\Pr(Z_{T_{i+1}} = z | Z_{T_i} = \bar{z}) = \Pr(\Delta X_{T_{i+1}} = x_s | \Delta \mathcal{X}_{T_i} = x_r).$$

This is true for any $x_j \in \{x_1, \ldots, x_S\}$ which simply reflects that the underlying process is a Markov chain of order $k$, so that the $(k+1)$-th lagged value, $\Delta X_{T_{i-k}}$, is redundant for the conditional probability.

**Theorem 3 (Limit distribution for $RV_F$)** For the infeasible realized variance, $RV_F$, we have

$$\sqrt{n} \left\{ RV_F - \langle \xi, (2Z - I) \xi \rangle_{\pi} \right\} \xrightarrow{d} N \{0, \Sigma_{RV_F}\},$$

where $\Sigma_{RV_F} = \sum_{r,s,u,v} \sum_{s_{r,s,u,v}} \{e'_r (I - Z) \xi + e'_s Z \xi \} \{e'_u (I - Z) \xi + e'_v Z \xi \}^2$, with $\Sigma_{s_{r,s,u,v}} = P_{r,s} P_{u,v} (\pi_r Z_{s,u} + \pi_u Z_{u,v} - 3 \pi_r \pi_u) + \pi_r P_{r,s} \delta_{r,s} \delta_{u,v}$.

**Comment.** Theorem 3 is stated for a homogeneous Markov chain with fixed parameters. However, in relation to Section 2 the exact specification of the Markov chain is define as to the realization of $\{Y_t, U_t\}$, so both the probability limit, $\langle \xi, (2Z - I) \xi \rangle_{\pi}$, and the
asymptotic variance $\Sigma_{RV_F}$, may be thought of as random quantities, as is common in this literature.

4.2 Asymptotic Properties of Markov Chain Estimator

So far we have established results for $RV_F$ that cannot be computed in practice because it depends on the unknown transition matrix, $P$. Substituting an estimate $\hat{P}$ for $P$ leads to the feasible estimator,

$$RV_F = \sum_{r,s} n_{r,s}\hat{y}_{(r,s)}^2,$$

where $\hat{y}_{(r,s)} = e_r'(I - \hat{Z})f + e_s'\hat{Z}f$.

We will derive the asymptotic properties of this estimator and another estimator defined by,

$$MC^\# = \xi'\Lambda^\#(2\hat{Z} - I)\xi.$$

We use the $\#$-superscript to indicate that $MC^\#$ is a volatility estimator for prices (in levels) that live on a grid. The notation $MC$ will be reserved for our estimator of the volatility for log-prices. Next, we derive some intermediate results that serve two purposes. First to establish that $RV_F$ and $MC^\#$ are asymptotically equivalent; and second, to derive the limit distribution of $MC^\#$ (and hence that of $RV_F$).

4.2.1 Asymptotic Distribution by Delta Method

Since $MC^\# = \langle \xi,(2Z - I)\xi \rangle_{\pi}$ is a differentiable function of $P$ alone, we can obtain a closed form expression for the asymptotic variance by the delta method. We will need the derivative of $\langle \xi,(2Z - I)\xi \rangle_{\pi}$ with respect to $P$, and the asymptotic distribution for $\hat{P}$. The latter is well known and stated in the following Proposition.

**Proposition 2** Given Assumptions 2 and 3, the asymptotic distribution $\hat{P}$ is given by

$$\sqrt{n}(\hat{P} - P) \overset{d}{\rightarrow} N(0, \Sigma_P),$$

where $(\Sigma_P)_{(r,s)(u,v)} = 1_{\{r=u\}} \frac{1}{\pi_r} \left( (\Lambda_{Pr.} - P'_{r,Pr.}) \right)_{s,v}.$

The analogy with the covariance of the maximum likelihood estimator of a multinomial distribution is obvious, with $\pi_{s,n}$ playing the role of the number of trials.

Next, we derive the differential that is needed for the delta method, and then the limit distribution of $MC^\#$.  
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Lemma 3 Let $\mu = \langle \xi, \pi \rangle$. The differential of $\langle \xi,(2Z-I)\xi \rangle_\pi$ is given by

$$\left( \frac{\partial \langle \xi,(2Z-I)\xi \rangle_\pi}{\partial P} \right) = Z\{\Lambda_\xi(I + P - \Pi) - 2\mu I\}Z\xi + 2Z\xi'\Lambda_\pi Z.$$ 

The differential in Lemma 3 is not a partial derivative in the usual sense, due to the constraints on the transition matrix $P$. In particular, we have $\sum_s dP_{r,s} = 0$ for all $r$.

Theorem 4 Let $MC^\# = \langle \xi,(2\hat{Z} - I)\xi \rangle_\pi$ then

$$\sqrt{n} \left\{ MC^\# - \langle \xi,(2Z - I)\xi \rangle_\pi \right\} \xrightarrow{d} N(0, \Sigma_{MC}),$$

where

$$\Sigma_{MC} = \left\{ \frac{\partial \langle \xi,(2Z-I)\xi \rangle_\pi}{\partial P} \right\}' \Sigma_P \frac{\partial \langle \xi,(2Z-I)\xi \rangle_\pi}{\partial P}.$$ 

with $\Sigma_P$ defined as in Proposition 2.

Using Lemma 3 and the expression for $\Sigma_P$ given in Proposition 2, we can now write the variance $\Sigma_{MC}$ in the following way.

Corollary 1 The asymptotic variance of $MC^\#$ can be expressed as,

$$\Sigma_{MC} = \sum_r \pi_r u_r V_r u_r,$$

with

$$V_r = \Lambda_{P_r} - P_r^r P_r \quad \text{and} \quad u_r = Z\{\Lambda_\xi(I + P - \Pi) - 2\mu I\}Z\xi + 2Z\xi'\Lambda_\pi Z\Lambda_\pi^{-1}e_r.$$ 

The following result shows that the two estimators, $RV_{\hat{F}}$ and $MC^\#$, are asymptotically equivalent to first order. This is convenient because it shows that our asymptotic results for $MC^\#$ apply equally to $RV_{\hat{F}}$.

Theorem 5 $RV_{\hat{F}} - MC^\# = O_p(n^{-1})$. Furthermore, if the first observed state coincides with the last observed state then $RV_{\hat{F}} = MC^\#$.

In Theorem 3 we obtained an expression for the asymptotic variance of the infeasible quantity $RV_{\hat{F}}$. The difference between these two asymptotic variances, steams from the estimation error of $\hat{P}$. By replacing the true transition matrix with the empirical one we introduce an extrinsic variance that adds extra variation to the estimator.
4.2.2 Limit distribution of \( \log(\text{MC}) \)

Several studies have shown that the Gaussian limit distribution can be a poor approximation to the finite sample distribution of the realized variance, see e.g. Barndorff-Nielsen & Shephard (2005) and Goncalves & Meddahi (2008). To improve the finite sample properties Barndorff-Nielsen & Shephard (2002) advocated the use of the log transform, and Goncalves & Meddahi (2006) highlight the benefits of the log transform and related transformations. For the Markov chain estimator, the asymptotic distribution of the log-transformed estimator is simple to derive.

Corollary 2 The limit distribution of \( \log(\text{MC}^\#) \) is given by,

\[
\frac{n^{1/2}}{\log} \left\{ \log(\xi, (2\hat{Z} - I)\xi) - \log(\xi, (2Z - I)\xi) \right\} \xrightarrow{d} \mathcal{N} \left\{ 0, \frac{\Sigma_{\text{MC}}}{(\xi, (2\hat{Z} - I)\xi)^2} \right\}.
\]

In our framework, the log transformation need not improve the finite sample coverage probability to the same extend as is the case for the realized variance. The reason is that the Markov based estimator can utilize all observations, unlike the realized variance that typically is limited to less than 100 intraday returns, in order to avoid the problems arising from market microstructure noise.

4.2.3 Asymptotic Distribution by Bootstrap Methods

Bootstrap method for conducting inference about the realized variance are analyzed and discussed in Goncalves & Meddahi (2008). In this Section, we discuss how bootstrap methods can be used to conduct inference about \( \text{MC}^\# \). Fortunately, bootstrap results for our Markov chain framework are readily available. There are two standard ways to bootstrap the transition matrix of a discrete Markov chain given the empirical transition matrix \( \hat{P}_n \), see Shao & Tu (1995) for an introduction. The conventional scheme is to generate synthetic samples of length \( n \) using \( P^* = \hat{P}_n \), and then re-estimate the transition matrix \( \hat{P}^*_n \). It can be shown that \( \hat{P}^*_n - P^* \) will have the same asymptotic distribution as \( \hat{P}_n - P \). We can then plug it into our expression for \( \text{MC}^\# \). A more efficient bootstrap method is the conditional bootstrap of Basawa & Green (1990). Instead of sampling a whole run, it is recommended to bootstrap each row of the transition matrix separately, using a multinomial with parameters \( (n_{r,1}; \hat{P}_{r,1}, \ldots, \hat{P}_{r,S}) \).
We compare confidence intervals based on the bootstrap with those based on the delta method in Section 9.2. In our empirical application we find the three to produce almost identical confidence intervals.

5 Quadratic Variation of Log Prices

Up to now, we have assumed that the observed price $X_{T_i}$ lives on a discrete grid. This is true in practice, but the object of interest is typically the quadratic variation of log-prices, and $\log X_t$ does not live on a grid. The implication is that $\text{MC}^\#$ is estimating the wrong quantity. Let $y_{T_i} = \log Y_{T_i}$. We are estimating

$$\text{plim}_{n \to \infty} \sum_{i=1}^{n} (Y_{T_i} - Y_{T_{i-1}})^2 = \text{plim}_{n \to \infty} \sum_{i=1}^{n} \{\exp(\Delta y_{T_i} + y_{T_{i-1}}) - \exp(y_{T_{i-1}})\}^2$$

$$= \text{plim}_{n \to \infty} \sum_{i=1}^{n} \{[\exp(\Delta y_{T_i}) - 1] \exp(y_{T_{i-1}})\}^2$$

$$= \text{plim}_{n \to \infty} \sum_{i=1}^{n} \{\Delta y_{T_i} Y_{T_{i-1}}\}^2,$$

which equals $\int_0^T \sigma_u^2 y_u^2 du$ when the observations are equidistant, i.e. $T_i - T_{i-1} = T/n$.

Fortunately, the Markov chain framework can be adapted to estimate the appropriate quantity. We consider two ways to address this issue: An exact correction method and a simpler approximation. The drawback of the “exact” estimator is that its expression is path dependent, so that our asymptotic results of the previous Section do not apply. The approximate method simply amount to a scaling of $\text{MC}^\#$, and our asymptotic distribution theory is directly applicable to this estimator.

5.1 Exact Method

At the expense of having a closed form expression for the estimator, we can get an exact formula by computing the filtered log-increments as follows. The filtered realized variance we seek is given by,

$$\text{plim}_{h \to \infty} \sum_{i=1}^{n} \{\log E(X_{T_{i+h}} | \mathcal{F}_{T_i}) - \log E(X_{T_{i+h-1}} | \mathcal{F}_{T_{i-1}})\}^2.$$ 

First we observed that

$$E(X_{T_{i+h}} | X_{T_i} = y_0, X_{T_{i-1}} = y_{-1}, \ldots) = y_0 + \sum_{l=1}^{h} E(\Delta X_{T_{i+l}} | \Delta X_{T_i} = \Delta y_0, \Delta X_{T_{i-1}} = \Delta y_{-1}, \ldots),$$
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where $\Delta y_i = y_i - y_{i-1}$. In our Markov framework the conditional expectation only depends on the $k$ most recent price changes, $\Delta X_{T_i} = (\Delta X_{T_{i-k+1}}, \ldots, \Delta X_{T_i})$. Using that $X_{T_{i+h}} = X_{T_i} + \sum_{t=i}^{h} \Delta X_{T_{i+t}}$ we have

$$
\log E(X_{T_{i+h}} | \mathcal{F}_{T_i}) = \log \left( X_{T_i} + \sum_{s=1}^{S} \sum_{t=1}^{h} (P^t f)_s 1_{\{\Delta X_{T_i} = x_s\}} \right),
$$

which leads to the following result.

**Lemma 4** Let $\mu_h = h \cdot (\pi, f)$. Then we have

$$
\lim_{h \to \infty} \log \left\{ E(X_{T_{i+h}} - \mu_h | \mathcal{F}_{T_i}) \right\} = \log \left\{ X_{T_i} + \sum_{s=1}^{S} \{(Z-I)f\}_s 1_{\{\Delta X_{T_i} = x_s\}} \right\}.
$$

When computing log-increments of the filtered price series, we need to subtract the drift, $\mu_h$. The reason is that

$$
\lim_{h \to \infty} \frac{E(X_{T_{i+h}} - \mu_h | \mathcal{F}_{T_i})}{\sum_{t=1}^{h} (P^t x)_r} = \lim_{h \to \infty} \frac{\sum_{t=1}^{h} (P^t x)_r}{\sum_{t=1}^{h} (P^t x)_r} = 1,
$$

when $\langle \pi, f \rangle \neq 0$.

Previously, where we compute increments in filtered prices (in levels), it was not necessary to subtract the drift, because the constant, $\mu_h$, cancels out, since $E(X_{T_{i+h}} | \mathcal{F}_{T_i}) - E(X_{T_{i+h-1}} | \mathcal{F}_{T_i-1}) = E(X_{T_{i+h}} - \mu_h | \mathcal{F}_{T_i}) - E(X_{T_{i+h-1}} - \mu_h | \mathcal{F}_{T_i-1})$. By substituting our empirical estimate $\hat{Z}$ for $Z$, we obtain the exact expression

$$
MC^* = \sum_{i=1}^{n} \left[ \frac{X_{T_i}}{X_{T_{i-1}}} + \sum_{s=1}^{S} \{(\hat{Z}_i - I)f\}_s 1_{\{\Delta X_{T_i} = x_s\}} \right]^2.
$$

We note that the expression for the log increments is path dependent. So our asymptotic result in Section 4 are not easily adapted to this problem.

### 5.2 Approximate Method

Consider the case where $\Delta X_{T_{i-1}} = x_r$ and $\Delta X_{T_i} = x_s$ (so that $\Delta X_{T_i} = f_s$). Then

$$
\log \left( \frac{X_{T_i} + \{(\hat{Z}_i - I)f\}_s}{X_{T_{i-1}} + \{(\hat{Z}_i - I)f\}_r} \right) = \log \left( 1 + \frac{\{(\hat{Z}_i - I)f\}_s - \{(\hat{Z}_i - I)f\}_r}{X_{T_{i-1}} + \{(\hat{Z}_i - I)f\}_r} \right) \approx \frac{\{(\hat{Z}_i - I)f\}_s - \{(\hat{Z}_i - I)f\}_r}{X_{T_{i-1}} + \{(\hat{Z}_i - I)f\}_r},
$$

where we have used a Taylor expansion of $\log(1 + x)$. The numerator is simply $\hat{g}_{(r,s)}$, see (3), and the denominator is roughly equal to $X_{T_{i-1}}$, because $(Z - I)f = O(n^{-1/2})$. Since

---

3This is a minor issue in practice because empirically we find that $\pi' f \approx 0$. 20
\[
\sum_{i=1}^{n} g_{(r,s)}^2 \{ \Delta x_{i-1} = x_r, \Delta x_i = x_s \} = \text{RV}_F \quad \text{and} \quad \text{RV}_F - n(f,(2 \hat{Z} - I) \hat{f}) = O_p(n^{-1}),
\]
we should expect \( MC^* \) to be roughly equal

\[
MC = \frac{n^2(f,(2 \hat{Z} - I) \hat{f})}{\sum_{i=1}^{n} \hat{X}_{ti}^2}.
\]

In fact this approximation is very good as longs as \( X_{Ti} \) does not fluctuate dramatically over the estimation period. The advantage of the estimator, \( MC \), is that it allows for faster computations and it preserves the elegant asymptotic theory that we derived for \( MC^\# \). In the data we have analyzed, we found that \( MC \) and \( MC^* \) are empirically indistinguishable, and the difference between the two quantities is trivial compared to the confidence intervals we obtain for \( MC \).

6 Continuous Time Markov Chain and Zero Returns

In this Section we consider the case where the underlying process is a continuous time Markov chain (CTMC). We formulate conditions under which the increments of the discretely sampled process are stationary and homogeneous. Interestingly, in this framework we find an argument for discarding all zero-increments when estimating the discrete time Markov chain. Interesting aspects of zero-increments, also known as flat pricing, are analyzed in Phillips & Yu (2008).

Three types of time scales for the discretely sampled process are often used in this literature. Calendar time sampling refers to the case where prices are sampled equidistant in time, e.g. every 60 seconds. Event time (or tick time) is the case where we sample every \( K \)-th price observation. Volatility time (or business time) is a theoretical time scale with the characteristic that returns are homogeneous when sampled equidistant in volatility time. We will assume that there exist a suitable time change so that volatility time is well defined.

Sampling returns that are equidistant in volatility time is the ideal sampling scheme, because volatility time minimizes the asymptotic variance of \( RV \), see Hansen & Lunde (2006, section 3). This provides an argument for sampling in event time rather than calendar time, because the former is thought to better approximate volatility time. This is consistent with studies that have shown that realized variance behaves much better in event time, see e.g. Griffin & Oomen (2006). The CTMC framework used in this Section will give an elegant explanation to this phenomenon. We will, under certain conditions, show that event time
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and volatility time coincide as \( n \to \infty \). One of the requirements is that zero increments be discarded.

Suppose that the observed process, \( X_t \), is a CTMC with a countable state space. In calendar time, this chain is inhomogeneous with an infinitesimal generator, \( A(t) \), that may be random. So \( \Pr(X_{t+h} = j|X_t = i) = h[A(t)]_{ij} + o(h) \), and \( \Pr(X_{t+h} = i|X_t = i) = 1 + h[A(t)]_{ii} + o(h) \). In matrix form we can formulate this with the transition matrix from \( X_s \) to \( X_t \), which has the form

\[
P(s, t) = \mathbb{E} \left( e^{\int_s^t A(u)du} | \mathcal{F}_s \right).
\]

In the most general formulation, the time varying generator is infinitely dimensional, which makes it an arduous task to estimate the integrated variance without imposing some structure. A major simplification is achieved by assuming the existence of a volatility time scale, because it imposes a one dimensional time structure on the generator, i.e. \( A(t) = \lambda_t A \). When \( A(t) \) only depends on time through \( \lambda_t \), the finite state CTMC is \textit{uniformisable}, which enable us to represent the chain as two independent processes: a counting process \( N_t \) with intensity \( \lambda_t \) and jump times \( \tau_i \); and the embedded discrete time Markov chain, \( \tilde{X}_i = X_{\tau_i} \), with transition matrix \( P \). In this situation, \( P, A(t) \), and \( \lambda_t \) are linked by the relationship \( A(t) = \lambda_t (P - I) \), and we have \( X_t \overset{d}{=} \tilde{X}_{N_t} \).

In our sample, we do not know if the times where we observe transactions/quotes, \( T'_0, T'_1, \ldots, T'_N \), coincide with actually jump times, \( \tau_1, \ldots, \tau_N \), of the CTMC. However, by discarding zero increments we know that we have a subset of all the values taken by the underlying CTMC. For the resulting discrete time Markov chain to be homogeneous in the limit we further need that sampling becomes \textit{exhaustive} as \( N \to \infty \), such that we do not miss a price change in the limit. This result is formulated the following theorem.

**Theorem 6** Let \( X_t \) be a CTMC on a countable state space, with generator \( A(t) = \lambda_t A \) that is adapted to \( \mathcal{F}_t \). Let the observation times \( T'_i, 0 \leq i \leq N' \), be jump times from a Poisson process with continuous intensity \( \mu_t \), and suppose that \( \lambda_t = \lambda_t(\alpha) \) and \( \mu_t = \mu_t(\alpha) \) are functions of a parameter \( \alpha \), (\( \alpha \) can be tied to the grid size for instance). If \( \frac{\lambda_t(\alpha)}{\mu_t(\alpha)} \to 0 \), uniformly in \( t \), as \( \alpha \to \infty \), then with \( (T_0, T_1, \ldots, T_n) \) given by,

\[
\{T_i : T_i = T'_j \neq T'_{j-1} \text{ for some } 0 \leq j \leq N' \},
\]
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Figure 1: A continuous time Markov chain with three states. Jump times are identified by circles and observation times by crosses. These are generated by independent Poisson processes with intensities $\lambda$ and $\mu$, respectively, where $\lambda/\mu = 1/2$.

$$(X_{T_0}, X_{T_1}, \ldots, X_{T_n}) \overset{d}{=} (x_0, x_1, \ldots, x_n)$$ where $x_i$ is a homogeneous Markov chain with transition distribution given by $P_{i,j} = \frac{A_{i,j}}{A_{ii}}$ for $i \neq j$ and $P_{i,i} = 0$.

**Comment.** The asymptotic result is driven by $\alpha \to \infty$ that causes the number of jumps in the CTMC, $N \to \infty$, while the number of observation times, $N'$ grows at a uniformly faster rate. The implication is that the sequence of observed states (excluding zero increments) will be identical to that of the latent CTMC, as $\alpha \to \infty$.

The assumption that $\frac{\lambda(t^{(\alpha)})}{\mu(t^{(\alpha)})} \to 0$ uniformly in $t$ looks very stringent. In practice this is not an issue, because the observed sample will be indistinguishable from the sample obtained
by sampling exactly at jump times that led to a price change, as long as $\frac{\lambda_t}{\mu_t} \ll 1$. This is illustrated in Figure 1 where we have simulated a CTMC with three states. The circles are the jump times from the Markov chain (with intensity $\lambda_t$), whereas the red crosses are the observation times. Notice that the CTMC can “jump” without changing its value. The observation intensity $\mu_t$ is such that $\frac{\lambda_t}{\mu_t} = \frac{1}{2}$. The sampling only misses one change of state, so even moderate frequencies can lead to quasi time-homogeneous sampling.

Homogeneous intraday returns arise naturally in the CTMC framework laid out above. However this is within a specific framework and the homogeneity is established as an asymptotic feature of returns. So it is natural to ask what happens when the reality is far from this idealized setting. We address this in the next Section where we analyze the properties of $MC^\#$ when the underlying process is inhomogeneous.

7 Robustness to Inhomogeneous

The analysis of quantities estimated with high frequency data, are typically derived from assuming local constancy of volatility. A general treatment of this approach and its validity is analyzed in Mykland & Zhang (2008), for the case without market microstructure noise. In this Section we analyze the situation with an inhomogeneous Markov chain using this approach. Unlike the general analysis in Mykland & Zhang (2008), our analysis will be specific to Markov chain processes, but an advantage of our framework is that it allows for the presence of market microstructure noise. Local constancy of volatility and related quantities translate into a locally homogeneous Markov chain in our framework. So we consider the situation where the Markov chain is locally homogeneous, but globally inhomogeneous. Naturally, if the Markov chain is piecewise homogeneous, then we can simply compute the $MC^\#$ over the homogeneous subintervals, and add these estimates up. By increasing the number of subintervals as $n \to \infty$, this type of local estimation scheme can accommodate more general forms of inhomogeneity. We shall see that a local estimation approach is not needed here, because the full sample Markov chain estimator turns out to be surprisingly robust to inhomogeneity. The robustness is achieved by artificially increasing the order of the Markov chain that is being estimated with the full sample. After theoretical argument for the robustness, we consider a simple example where the data generating process is a Markov chain of order one with a transition matrix that is subject to structural changes. A simula-
tion study shows that estimating a Markov chain of order two yields an accurate estimate despite the Markov chain of order two being grossly misspecified. Due to misspecification, the framework is likely to produce poor estimates of many population quantities, but fortunately it will accurately estimated the quantity we seek. Somewhat surprisingly, we find that $MC_2$ estimated over the full sample can be more accurate than an “oracle” estimator that adds up the $MC_1$ estimates that are computed over homogeneous subsamples.

7.1 Theoretical Insight about Robustness

In this section we provide a heuristic argument for the robustness of the Markov chain estimator, by showing that an inhomogeneous Markov chain is well approximated by a homogeneous Markov chain of higher order, in the sense that the two are observationally equivalent when we let the order of the approximating Markov chain grow at a suitable rate.

If the true model is a homogeneous Markov chain of order $k$, but we estimate the Markov chain of an higher order, $k' > k$, then the estimator $MC_{k'}$ will still be consistent. The drawback of using too large an order is that the asymptotic variance of the estimator increases with $k$.

A Markov chain of order $k$ is characterized by the reduced form transition matrix,

$$Q_{i_1, \ldots, i_{k+1}} = \Pr \left\{ \Delta X_{T_{i+1}} = i_{k+1} | \Delta X_T = (i_1, \ldots, i_k)' \right\}.$$

Suppose that the true order of the chain is of lower order, $k - 1$ say, then it is simple to verify that $Q_{i_1, \ldots, i_{k+1}} = \tilde{Q}_{i_1, \ldots, i_{k+1}}$, where $\tilde{Q}$ is the reduced form transition matrix of the Markov chain of order $k - 1$. For instance, if the true order is one with transition matrix $P$, then

$$\tilde{Q}_{i_1, \ldots, i_{k+1}} = \frac{N_n(i_1, \ldots, i_{k+1})}{N_n(i_1, \ldots, i_k)} P_{i_{k+1}, i_k}.$$

Consider now the case where the transition matrix is inhomogeneous, so that $P(t) = P^1$ for $t \leq \omega n$ and $P(t) = P^2$ for $\omega n < t \leq n$, for some $\omega \in (0, 1)$. Let $N_n(i_1, \ldots, i_k)$ be the number of time state $(i_1, \ldots, i_k)$ is observed in the full sample, and let $N_{n_j}(i_1, \ldots, i_k)$ be the corresponding counts for the $j$-th subsample, $j = 1, 2$, where $n_1 = \lfloor \omega n \rfloor$, and $n_2 = n - n_1$. The empirical (reduced form) transitions probabilities are given by

$$\hat{Q}_{x_1, \ldots, x_{k+1}} = \frac{N_n(x_1, \ldots, x_{k+1})}{N_n(x_1, \ldots, x_k)} = \frac{N_{n_1}(x_1, \ldots, x_{k+1})}{N_{n_1}(x_1, \ldots, x_k)} + \frac{N_{n_2}(x_1, \ldots, x_{k+1})}{N_{n_2}(x_1, \ldots, x_k)},$$
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which has the probability limit,

\[
Q_{x_1, \ldots, x_{k+1}} = \frac{\omega \pi^1_{x_1} P^1_{x_1, x_2} \cdots P^1_{x_{k+1}, x_{k+1}}}{\omega \pi^1_{x_1} P^1_{x_1, x_2} \cdots P^1_{x_{k-1}, x_k} + (1 - \omega) \pi^2_{x_1} P^2_{x_1, x_2} \cdots P^2_{x_{k-1}, x_k}} + \frac{(1 - \omega) \pi^2_{x_1} P^2_{x_1, x_2} \cdots P^2_{x_{k+1}, x_{k+1}}}{\omega \pi^1_{x_1} P^1_{x_1, x_2} \cdots P^1_{x_{k-1}, x_k} + (1 - \omega) \pi^2_{x_1} P^2_{x_1, x_2} \cdots P^2_{x_{k-1}, x_k}}
\]

where \( \pi^j \) denotes the stationary distribution associated with \( P^j \), \( j = 1, 2 \). We define \( D_k = \frac{1}{k} \sum_{j=1}^{k} \log \frac{P^j_{x_j, x_{j+1}}}{P^j_{x_j, x_{j+1}}} \) and rewrite (7) as

\[
Q_{x_1, \ldots, x_{k+1}} = \frac{P^1_{x_k, x_{k+1}}}{1 + \frac{1 - \omega}{\omega} \pi^2_{x_1} \exp \{-kD_k\}} + \frac{P^2_{x_k, x_{k+1}}}{1 + \omega \pi^1_{x_1} \exp \{kD_k\}}.
\]

By the law of large numbers we have as \( k \to \infty \) that

\[
D_k \xrightarrow{p} D(P^1 || P^2) \text{ under } P^1 \quad \text{ and } \quad D_k \xrightarrow{p} -D(P^2 || P^1) \text{ under } P^2,
\]

where

\[
D(P^i || P^j) = E_{P^i} \left\{ \log \frac{P^i_{x_1, x_{i+1}}}{P^j_{x_1, x_{i+1}}} \right\} = \sum_{r=1}^{S} \left( \sum_{s=1}^{S} \log \frac{P^i_{r,s}}{P^j_{r,s}} \right).
\]

Observe that the constant, \( D(P^i || P^j) \), is a sum of \( S \) Kullback-Leibler divergence measures for pairs of multinomial distributions. Consequently \( D(P^i || P^j) \geq 0 \), with \( D(P^i || P^j) = 0 \iff P^i_{r,s} = P^j_{r,s} \) for all \( r, s \). So for large \( k \) we note that the Radon-Nikodym derivative is such that

\[
L_k = \frac{Q_{x_1, \ldots, x_{k+1}}}{P^1_{x_k, x_{k+1}}} \simeq \frac{1}{1 + \frac{1 - \omega}{\omega} \pi^2_{x_1} \exp \{-kD(P^1 || P^2)\}} \simeq 1 - \frac{1 - \omega}{\omega} \pi^1_{x_1} \exp \{kD(P^1 || P^2)\}.
\]

Consider the two stochastic processes with the labels “homogeneous” and “inhomogeneous”. The “homogeneous” process, \( Y_{k,n} = (Y_{k,n_1}, Y_{k,n_2}) \), where \( Y_{k,n_1} \) and \( Y_{k,n_2} \) are both generated by \( Q \), with \( Y_{k,n_1} \) being \( n_1 \) observations with an initial observation drawn from \( \pi(P^1) \), whereas the first of then \( n_2 \) observations in \( Y_{k,n_2} \) are drawn from \( \pi(P^2) \). The “inhomogeneous” process, \( Z_n = (Z_{n_1}, Z_{n_2}) \), is such that \( Z_{n_1} \) consists of \( n_1 \) observations generated by \( P^1 \) starting with a draw from \( \pi^1 \), and \( Z_{n_2} \) denotes \( n_2 \) observations generated by \( P^2 \) where the initial observation is drawn from \( \pi^2 \).

Let \( \varphi \) be an arbitrary bounded function, then by a change of measure, we have

\[
E \{ g(Y_{k,n}) \} = E \{ g(Z_n) (L^1_k)^{n_1} (L^2_k)^{n_2} \}.
\]
When we set \( k = \alpha \log n \) we find that
\[
(L_k^1)^{n_1} \simeq \left( 1 - \frac{1 - \omega \pi_2}{\omega} \frac{\pi_1}{x_1} n^{\alpha D(P_1 \Vert P_2)} \right)^{n_1} \simeq \exp \left( -\frac{1 - \omega \pi_2}{\omega} \frac{\pi_1}{x_1} n^{1-\alpha D(P_1 \Vert P_2)} \right), \quad n \to \infty.
\]
So when \( \alpha \) is sufficiently large, \( \alpha > \max \left\{ \frac{1}{D(P_1 \Vert P_2)}, \frac{1}{D(P_2 \Vert P_1)} \right\} \), we have \((L_k^1)^{n_1} (L_k^2)^{n_2} \to 1\) as \( n \to \infty \), which establishes the weak convergence. So \( Y_{k,n} \) is observational equivalent to \( Z_n \), in an asymptotic sense, provided that \( k \) satisfies the requirement above.

The argument we have given in this Section can be generalized to piecewise constant non-homogeneous transition matrices.

### 7.2 Simulation Results

To analyzed the robustness of MC\(^\#\) we consider a simple simulation design, where the transition matrix changes over time. Consider the class of transition matrices,
\[
P(\lambda) = \frac{1}{2} \begin{pmatrix} 1 + \lambda & 1 - \lambda \\ 1 - \lambda & 1 + \lambda \end{pmatrix}, \quad \text{with } \lambda \in (-1, 1),
\]
so that \( \pi = (\frac{1}{2}, \frac{1}{2})' \) for all \( \lambda \). When \( \xi = (\kappa, -\kappa)' \) it can be shown that \( V(\lambda) = (\xi, (2Z(\lambda) - I)\xi)' = \kappa^2 \frac{1+\lambda}{1-\lambda} \), where \( Z(\lambda) \) is the fundamental matrix for \( P(\lambda) \).

Suppose that \( \xi = (1, -1)' \) and we have a single break in the middle of the sample, where the transition matrix in the first and second half of the sample are
\[
P(-\frac{1}{2}) = \begin{pmatrix} 1 \choose 3 \end{pmatrix}, \quad \text{and} \quad P(\frac{1}{2}) = \begin{pmatrix} 5 \choose 3 \end{pmatrix},
\]
respectively. The object of interest is here given by,
\[
QV = \frac{1}{2} V(-\frac{1}{2}) + \frac{1}{2} V(\frac{1}{2}) = \frac{1}{2} (\frac{1}{3} + \frac{5}{3}) = 1.
\]
When estimating a Markov chain of order one, the expected frequencies of the possible transitions are given by
\[
\frac{1}{2} \left( \begin{pmatrix} 1 \choose 3 \end{pmatrix} + \begin{pmatrix} 5 \choose 3 \end{pmatrix} \right) = \begin{pmatrix} 7 \choose 3 \end{pmatrix},
\]
which shows that the estimated transition matrix is such that
\[
\hat{P}_{(k=1)} \xrightarrow{P} \begin{pmatrix} 7 \choose 3 \end{pmatrix}/\left(7 \choose 3 \right) = \begin{pmatrix} \frac{7}{16} \choose \frac{9}{16} \end{pmatrix},
\]
from which it follows that \( \text{MC}_{1}^{\#} \xrightarrow{P} \frac{7}{9} = 0.7778 \). So the estimator based on a homogeneous Markov chain of order one is inconsistent for QV.
Table 1: Simulate and analytical quantities of, $MC_k^\#$, estimated with the full (inhomogeneous) sample, when returns are driven by different Markov chains in the first and second half of the sample. With $n = 1,000$ observations the most accurate estimator is $MC_2^#$ (excluding the infeasible “oracle” estimator). With $n = 23,400$ observation $MC_4^#$ is the most accurate. The results are based on 50,000 simulations.

Suppose instead we estimate a Markov chain of order two. We order the four states as follows, $(1, 1), (1, -1), (-1, 1), \text{and} (-1, -1)$, so that $\xi = (1, -1, 1, -1)'$. Now, the Markov chains for the two subsamples imply different stationary distributions, $(\frac{1}{8}, \frac{3}{8}, \frac{3}{8}, \frac{1}{8})'$ and $(\frac{5}{16}, \frac{3}{16}, \frac{3}{16}, \frac{5}{16})'$, respectively, and the expected ratios of the various transition in the full sample are given by

$$\frac{1}{2} \begin{pmatrix} \frac{1}{32} & \frac{3}{32} & 0 & 0 \\ 0 & 0 & \frac{9}{32} & \frac{3}{32} \\ \frac{3}{32} & \frac{9}{32} & 0 & 0 \\ 0 & 0 & \frac{3}{32} & \frac{1}{32} \end{pmatrix} + \frac{1}{2} \begin{pmatrix} \frac{25}{128} & \frac{15}{128} & 0 & 0 \\ 0 & 0 & \frac{9}{128} & \frac{15}{128} \\ \frac{15}{128} & \frac{9}{128} & 0 & 0 \\ 0 & 0 & \frac{15}{128} & \frac{25}{128} \end{pmatrix}. $$
So that the probability limit for the estimated transition matrix is

\[
\hat{P}_{(k=2)} \xrightarrow{P} \begin{pmatrix}
\frac{29}{56} & \frac{27}{56} & 0 & 0 \\
0 & 0 & \frac{5}{8} & \frac{3}{8} \\
\frac{3}{8} & \frac{5}{8} & 0 & 0 \\
0 & 0 & \frac{27}{56} & \frac{29}{56}
\end{pmatrix},
\]

that implies the “stationary” distribution, \( \pi = \left( \frac{7}{32}, \frac{9}{32}, \frac{9}{32}, \frac{7}{32} \right) \), and \( \text{MC}_2^\# \xrightarrow{P} \frac{28}{27} = 1.037 \), which is far closer to one than the limit for \( \text{MC}_1^\# \). By further increasing \( k \), the plim of \( \text{MC}_k^\# \) approaches \( \text{QV} = 1 \). In Table 1 we have listed the theoretical limit of \( \text{MC}_k^\# \), for \( k = 1, \ldots, 7 \) along with the analytical standard deviation, where the latter is given as the square-root of \( \Sigma_{\text{MC}} \), see (5). Table 1 also reports an “Oracle” estimator. This estimator is defined by \( \text{Oracle} = \text{MC}_1^\#(1) + \text{MC}_1^\#(2) \), where \( \text{MC}_1^\#(j) \) is the Markov chain estimator computed with the \( j \)-th subsample, \( j = 1, 2 \). This estimator has the advantage of knowing that a structural change occurs in the middle of the sample, and computes \( \text{MC}_1^\#(j) \) with homogeneous returns from the two subsamples.

Importantly, do we see that the analytical and simulation-based standard deviations are largely in agreements. So computing the asymptotic variance for \( \text{MC}_k^\# \), as if the Markov chain was homogeneous continues to be valid even if the chain is, in fact, homogeneous, provided that the estimator is robustified by increasing \( k \). Not only is the estimator robust to inhomogeneity, so is our expressions for its standard deviation.

Next we study a less homogeneous process, where the transition matrix alternates between,

\[
\left( \begin{array}{cc}
\frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2}
\end{array} \right), \quad \left( \begin{array}{cc}
\frac{3}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{3}{4}
\end{array} \right), \quad \left( \begin{array}{cc}
\frac{4}{5} & \frac{1}{5} \\
\frac{1}{5} & \frac{4}{5}
\end{array} \right), \quad \text{and} \quad \left( \begin{array}{cc}
\frac{1}{4} & \frac{4}{4} \\
\frac{4}{4} & \frac{1}{4}
\end{array} \right),
\]

which correspond to \( \lambda = 0, \frac{1}{2}, \frac{3}{5}, \) and \(-\frac{3}{5} \), respectively. In the first simulation design we divide the sample into four subsamples using the following ratios, \( \frac{1}{4}, \frac{1}{4}, \frac{7}{30}, \) and \( \frac{8}{30} \), respectively. With \( \xi = (1/\sqrt{2}, -1/\sqrt{2})' \) the object of interest is normalized to one, because

\[
\frac{1}{2} \left( \frac{1}{4} + \frac{11+0.5}{4} - \frac{1}{0.5} + \frac{7}{30} + 0.6 + \frac{8}{30} \frac{1-0.6}{1+0.6} \right) = 1.
\]

In a second design we have 16 regimes, i.e. 15 structural changes. These are obtained by shorten each of the four subintervals by a factor of four and repeating the sequence of subintervals four times. Since each of the four transition matrices are “active” in the same fraction of the sample, the object of interest is also one in this design.

The simulation results are reported in Table 2 for \( n = 400, 1,000, \) and \( 10,000 \). The \( \text{MC}_k^\# \) estimator applied to the full sample is denoted by \( \text{MC}_k^\# \), where we consider \( k = 1, \ldots, 4 \).
### Table 2: Estimation results for inhomogeneous Markov chains.

The accuracy of the estimator, $MC_2^*$, that is based on a highly misspecified model, is on par with the Oracle estimator. The results are based on 50,000 simulations.

We also compute the oracle estimator for the case with four regimes. With four regimes, we again see that $MC_1^*$ fails at estimating $QV$, but interestingly, we find that the oracle estimator is inferior to $MC_2^*$. Thus, in this design, the misspecified Markov chain or order two yields a more accurate estimate than the oracle estimator, that is based on a correctly specified models. This shows that even if we know that the Markov chain is inhomogeneous, there may not be an advantage from estimating the volatility by adding up estimators computed over homogeneous subsamples. It would be interesting to study this issue in more depth in future research.

The properties of $MC_k^*$ for the case with 16 regimes approaches those seen with 4 regimes. This is consistent with our theoretical results, because each of the four transition matrices are “active” in the same fraction of the sample.

<table>
<thead>
<tr>
<th>$n$</th>
<th>4 Regimes</th>
<th>16 Regimes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Oracle</td>
<td>$MC_1^*$</td>
</tr>
<tr>
<td></td>
<td>$n = 400$</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>0.9740</td>
<td>0.6128</td>
</tr>
<tr>
<td>Std.dev.</td>
<td>0.1593</td>
<td>0.0544</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.1612</td>
<td>0.3894</td>
</tr>
<tr>
<td>$n = 1,000$</td>
<td>Oracle</td>
<td>$MC_1^*$</td>
</tr>
<tr>
<td>Average</td>
<td>0.9886</td>
<td>0.6151</td>
</tr>
<tr>
<td>Std.dev.</td>
<td>0.0969</td>
<td>0.0343</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.0975</td>
<td>0.3858</td>
</tr>
<tr>
<td>$n = 10,000$</td>
<td>Oracle</td>
<td>$MC_1^*$</td>
</tr>
<tr>
<td>Average</td>
<td>0.9989</td>
<td>0.6171</td>
</tr>
<tr>
<td>Std.dev.</td>
<td>0.0302</td>
<td>0.0109</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.0303</td>
<td>0.3830</td>
</tr>
</tbody>
</table>
8 Empirical and Computational Issues

8.1 Jumps and Infrequently States

Jumps in the form of large price changes are not uncommon in high-frequency returns. Jumps of this kind have implications for the analysis, essentially because one cannot rely on asymptotics with a single observation. In the absence of noise it is well known that the finite activity jump contributions to the quadratic variation is consistently estimated by the difference between the realized variance and the bipower variation (or a related multipower variation), see Barndorff-Nielsen & Shephard (2004).

In the present context we suggest a simple ad-hoc method for classifying intraday returns as jumps. Specifically, we can define jumps to be price changes whose absolute value exceeds a certain threshold. (In our empirical application we use a 10 cents threshold). The idea is then to estimate the Markov chain with the remaining intraday returns. The contribution to the quadratic variation from the increments classified as jumps, $J_t$, can then be added separately. One possibility is to model the jumps separately if the number of jumps is relatively large. For instance, one could model positive jumps and negative jumps as two independent compound Poisson processes $J_t^+$ and $J_t^-$, with rates $\lambda_t^+$ and $\lambda_t^-$, and exponentially distributed jump sizes. A simpler approach is to compute the realized variance of the jumps separately (i.e. $\sum_t J_t^2$). However, it is our experience that many of the price changes that are classified as jumps are caused by outliers, where a large increment in one direction is followed by a large increment in the opposite direction. So an alternative measure is $(\sum_t J_t)^2$ that offers robustness to outliers. A potential drawback of this measure is that it will also offset real jumps that happened to have opposite signs. Naturally this is only an issue if the number of real jumps is two or more.

Infrequent medium large returns can be aggregated in to a single state. For instance in our empirical application we bundle increments between 5 and 10 cents into a single state with their average as the common state value (increments between $-10$ and $-5$ cents are combined similarly). This aggregations can be justified by viewing the medium large returns as a single state where the actual increment is drawn from a multinomial distribution. The aggregations help reduce the number of states which is particular beneficial when estimating higher order chains. In our empirical application we found that the aggregation had a negligible impact on the MC estimator.
8.2 Dimension Reduction

The number of distinct states in a Markov chain of order $k$ is $S^k$. So the dimension of the transition matrix, $P$, which is $S^k \times S^k$, increases dramatically with $k$. However, in practice, most states will not be observed, so the dimension of the matrix that must be dealt with can be quite manageable even if $k$ is large. In such cases we define $\hat{P}$ to be the submatrix of $P$, that results from deleting the $s$-th row and $s$-th column if state $s$ were not observed in the sample. In our empirical analysis we analyze high-frequency data for an exchange traded fund for each of the trading days in June 2008. On June 1st, 2007 we have $n = 4,065$ non-zero intraday returns with price changes ranging from $-5$ cents to $+4$ cents. With $S = 9$ basic states, the potential number of distinct states, $S^k$, is given in Table 3 for $k = 1, \ldots, 7$. The number of observed states, $S_k$, is given right below and we see that for $k = 4$ we only observe 391 out of the 6,561 possible states, which simplifies the computational burden substantially.

<table>
<thead>
<tr>
<th>$k$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S^k$</td>
<td>9</td>
<td>81</td>
<td>729</td>
<td>6,561</td>
<td>59,049</td>
<td>531,441</td>
<td>4,782,969</td>
</tr>
<tr>
<td>$S_k$</td>
<td>9</td>
<td>44</td>
<td>151</td>
<td>391</td>
<td>801</td>
<td>1,370</td>
<td>2,022</td>
</tr>
</tbody>
</table>

Table 3: The number of potential states, $S^k$, and that number of observed states, $S_k$, with the $n = 4,065$ high frequency returns we have in our June 1st, 2007 sample.

8.3 The Empirical Stationary Distribution and Ergodicity

Computing the empirical stationary distribution, $\hat{\pi}$, for a high-dimensional transition matrix can be computationally burdensome, in particular in simulation studies where this must be done repeatedly. A simple modification that makes the computation of $\pi$ a simple matter is to ensure that the first observed state and last observed state are identical. This can be done by artificially extending the sample with $k$ (or less) observations. For instance, with $k = 2$ and the sample is $x_1, x_2, \ldots, x_{n-1}, x_n$, we extend the sample with two observation, and use the sample $x_1, x_2, \ldots, x_{n-1}, x_n, x_1, x_2$ to estimate $P$, etc. Let $n_{r,s}$ be the number of transitions from state $r$ to state $s$. There will be exactly $n$ observed transitions, where the first transition is the one from state $(x_1, x_2)$ to state $(x_2, x_3)$ and the last observe transition is that from $(x_n, x_1)$ to $(x_1, x_2)$. Our estimator of $P$ is given by $\hat{P}_{r,s} = n_{r,s}/n_{r,\cdot}$, where
Because the first and last observed states are identical, we have the same number of transitions in and out of every state, i.e. \( n_{r,s} = \sum_s n_{r,s} \). In is now simple to verify that the stationary distribution associated with \( \hat{P} \) is given by \( \hat{\pi} = \left( \frac{n_{1,s}}{n}, \ldots, \frac{n_{S,s}}{n} \right) \), because

\[
(\hat{\pi}' \hat{P})_s = \sum_r \hat{\pi}_r \hat{P}_{r,s} = \sum_r \frac{n_{s,r} n_{r,s}}{n} = \frac{n_{s,s}}{n} n_{r,r} = \hat{\pi}_s,
\]

since \( n_{r,s} = n_{s,r} \) by construction.

Another advantage from this sample extension is that no state will be absorbing under \( \hat{P} \), which is reasonable to rule out in this context. This guarantees that the empirical transition matrix is within the class of ergodic transition matrices almost surely.

### 8.4 Order Selection

Selecting the order of the Markov chain, \( k \), is not a simple matter in practice. While selection methods, such as AIC and BIC, can be justified as \( n \to \infty \) they are not useful in the present context where the number of free parameters is large relative to the sample size. Even with thousands of high-frequency returns to estimate the Markov chain, the number of free parameters becomes large, even with \( k = 2 \) or \( k = 3 \). The reason is that the number of parameters grows exponentially with \( k \), and the number of free parameters is a very poor indicator of the “effective” degrees of freedom in this context. We are currently working on theoretically sound methods for choosing \( k \) for the present problem. In our empirical application we recommend \( k = 3 \) or \( k = 4 \) because Markov chains of higher orders produce similar estimates which suggests that a higher order is not needed in order to capturing the dependence structure.

### 9 Empirical Analysis

In this Section we apply the MC estimator to high-frequency data for the SPDR Trust, Series 1 (AMEX:SPY) which is an exchange traded fund that tracks the S&P 500 index. We use transaction prices and bid and ask quotes for the 21 trading days in June 2007. The data were extracted from the TAQ data base, using the cleaning procedures advocated by Barndorff-Nielsen, Hansen, Lunde & Shephard (2008c). We will focus on several aspects of our estimator, specifically:

- How the MC estimator compares with our exact estimator, MC*.
- Sensitivity to the choice of $k$ (the order of the Markov chain).

- Compare the three methods for constructing confidence intervals for MC.

Some summary statistics are computed in Table 4. We see that the majority of the price changes are small, between -2 and +2 cents. In terms of trade and quote data, the main difference is the larger number of zero intraday returns for the quote data. In fact the larger sample sizes for quote data are largely due to a larger number of zero returns. Thus by omitting zero returns the three price series will result in similar sample sizes.
<table>
<thead>
<tr>
<th>Date</th>
<th>10^-5</th>
<th>5^-4</th>
<th>-4</th>
<th>-3</th>
<th>-2</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5^+</th>
<th>10^+</th>
<th>min</th>
<th>max</th>
<th>RV_{5\text{min}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>20070601</td>
<td>T</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>26</td>
<td>297</td>
<td>1684</td>
<td>3795</td>
<td>1756</td>
<td>263</td>
<td>26</td>
<td>7</td>
<td>0</td>
<td>-5</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>14</td>
<td>172</td>
<td>1564</td>
<td>16129</td>
<td>1506</td>
<td>184</td>
<td>27</td>
<td>2</td>
<td>1</td>
<td>-4</td>
<td>6</td>
</tr>
<tr>
<td>20070604</td>
<td>B</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>14</td>
<td>135</td>
<td>1116</td>
<td>16089</td>
<td>1232</td>
<td>123</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>-4</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>11</td>
<td>103</td>
<td>1219</td>
<td>16017</td>
<td>1223</td>
<td>128</td>
<td>16</td>
<td>1</td>
<td>0</td>
<td>-4</td>
<td>4</td>
</tr>
<tr>
<td>20070605</td>
<td>B</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td>46</td>
<td>333</td>
<td>2045</td>
<td>4433</td>
<td>1978</td>
<td>337</td>
<td>52</td>
<td>9</td>
<td>2</td>
<td>-6</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>26</td>
<td>258</td>
<td>1893</td>
<td>16086</td>
<td>1953</td>
<td>224</td>
<td>23</td>
<td>1</td>
<td>1</td>
<td>-4</td>
</tr>
<tr>
<td>20070606</td>
<td>B</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>26</td>
<td>201</td>
<td>1962</td>
<td>16235</td>
<td>1724</td>
<td>278</td>
<td>41</td>
<td>3</td>
<td>0</td>
<td>-5</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>22</td>
<td>201</td>
<td>1962</td>
<td>16235</td>
<td>1724</td>
<td>278</td>
<td>41</td>
<td>3</td>
<td>0</td>
<td>-5</td>
<td>4</td>
</tr>
<tr>
<td>20070607</td>
<td>B</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>21</td>
<td>203</td>
<td>1353</td>
<td>3287</td>
<td>1445</td>
<td>194</td>
<td>20</td>
<td>1</td>
<td>0</td>
<td>-5</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>14</td>
<td>172</td>
<td>1564</td>
<td>16129</td>
<td>1506</td>
<td>184</td>
<td>27</td>
<td>2</td>
<td>1</td>
<td>-4</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 4: Some descriptive statistics for the high-frequency data.
9.1 Exact vs Approximate

First we will compare the two estimators, MC and MC*. We compute both estimators using three price series, transaction prices, ask quotes, and bid quotes, and six different orders for the Markov chain. This leads to 18 pairs of estimates for each of the 21 trading days. These estimates are given in Table 5.

The two estimators are empirically indistinguishable. So we will recommend the MC estimator, because its expression is given in closed form and therefore much faster to compute.

Next we compare the estimates across different values for $k$. We note that MC$_1$ (and in some cases both MC$_1$ and MC$_2$) can be quite different from those based on a larger $k$. We attribute the to inhomogeneity, that cannot be accounted for by small $k$.

<table>
<thead>
<tr>
<th></th>
<th>$k = 1$</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 4$</th>
<th>$k = 5$</th>
<th>$k = 6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>0.2395</td>
<td>0.2394</td>
<td>0.2558</td>
<td>0.2557</td>
<td>0.2393</td>
<td>0.2392</td>
</tr>
<tr>
<td>B</td>
<td>0.2393</td>
<td>0.2393</td>
<td>0.2535</td>
<td>0.2534</td>
<td>0.2381</td>
<td>0.2381</td>
</tr>
<tr>
<td>A</td>
<td>0.2397</td>
<td>0.2396</td>
<td>0.2584</td>
<td>0.2583</td>
<td>0.2307</td>
<td>0.2307</td>
</tr>
<tr>
<td>20070604</td>
<td>T</td>
<td>0.1663</td>
<td>0.1664</td>
<td>0.1784</td>
<td>0.1785</td>
<td>0.1686</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.1638</td>
<td>0.1638</td>
<td>0.1832</td>
<td>0.1832</td>
<td>0.1746</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>0.1681</td>
<td>0.1681</td>
<td>0.1943</td>
<td>0.1944</td>
<td>0.1685</td>
</tr>
<tr>
<td>20070605</td>
<td>T</td>
<td>0.3299</td>
<td>0.3295</td>
<td>0.3157</td>
<td>0.3155</td>
<td>0.2900</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.2948</td>
<td>0.2948</td>
<td>0.3101</td>
<td>0.3102</td>
<td>0.2825</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>0.2946</td>
<td>0.2945</td>
<td>0.2968</td>
<td>0.2967</td>
<td>0.2731</td>
</tr>
<tr>
<td>20070606</td>
<td>T</td>
<td>0.2877</td>
<td>0.2877</td>
<td>0.3088</td>
<td>0.3088</td>
<td>0.2856</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.2917</td>
<td>0.2917</td>
<td>0.2922</td>
<td>0.2921</td>
<td>0.2677</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>0.2876</td>
<td>0.2876</td>
<td>0.2949</td>
<td>0.2949</td>
<td>0.2585</td>
</tr>
<tr>
<td>20070607</td>
<td>T</td>
<td>0.6197</td>
<td>0.6196</td>
<td>0.6581</td>
<td>0.6579</td>
<td>0.6053</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.6632</td>
<td>0.6632</td>
<td>0.6635</td>
<td>0.6635</td>
<td>0.6016</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>0.6677</td>
<td>0.6676</td>
<td>0.6722</td>
<td>0.6722</td>
<td>0.6009</td>
</tr>
</tbody>
</table>

Table 5: A comparison of MC and MC* estimated with six different orders, $k$, using SPY trade and quote data for the the first five trading days of June, 2007.
Figure 2: Three 95% confidence intervals (CI) for each daily estimate of MC₄. The first two CIs are computed with the δ-method, using the central limit results for MC and log MC, respectively. The last CI is based on the bootstrap with B = 5,000.

9.2 Confidence Interval by the δ-Method and the Bootstrap

We construct 95% confidence intervals for MC using the three methods we discussed in Section 4. These are the two confidence intervals based on the central limit theorems we obtained for MC and log(MC), which basically amounts to computing estimate of their asymptotic variance. The third confidence interval is constructed with the bootstrap, using B = 5,000 resamples. The confidence intervals for the estimator based on transaction data with k = 4 are plotted in Figure 2. We see a remarkable agreement between the three confidence intervals. So in situations, such as the present one, with thousands of intraday returns, we recommend to use one of the asymptotic methods for constructing confidence intervals, because these can be compute from analytical expressions.
Numerical values for the end point of the confidence intervals are given in a table (Table 7) in a separate appendix, both for the case \( k = 3 \) and \( k = 4 \). The confidence intervals for the estimator based on \( k = 3 \) are very similar to those for \( k = 4 \).

### 9.3 Sensitivity to Censoring

The jump on June 28, 2007, changes the transaction price from 151.00 to 150.54, corresponding to a log-return of \(-0.3051\%\), that would contribute about 0.093 to the quadratic variations. Figure 3 displays the MC\(_3\) estimator using different state censoring schemes.

The first estimator is the one presented earlier, where the jump on June 28th is omitted and infrequent states are aggregated into fewer states, specifically \( \Delta X_{T_i} \in [+5, +10] \) cents are combined into a single state, and similarly for \( \Delta X_{T_i} \in [-10, -5] \). The second estimator is computed with intraday returns, excluding the jump, but without any aggregation of the infrequent states. The third and last estimator is computed with all intraday returns, including the jump. The similarity across the estimators shows that the aggregations has little effect on the MC estimator, and by adding the squared jump to the first two estimates on 6/28 (as illustrated in Figure 3) make these two estimates quite similar to the third MC estimate that is computed with all intraday returns, including the jump.

### 10 Extensions and Related Estimators

#### 10.1 Quadratic Form Expression

Our Markov chain estimator for the volatility of log-prices is given by

\[
MC_k = \frac{n^2 \langle f, (2 \hat{Z} - I) f \rangle}{\sum_{i=1}^{n} X_i^2} = c_{\log} f' \{ \Lambda_{\hat{\sigma}} (2 \hat{Z} - I) \} f, \quad \text{with} \quad c_{\log} = \frac{n^2}{\sum X_i^2},
\]

where \( k \) refers to the order of the Markov chain. First we note that

\[
f' \{ \Lambda_{\hat{\sigma}} (2 \hat{Z} - I) \} f = f' \{ \frac{1}{2} \Lambda_{\hat{\sigma}} (2 \hat{Z} - I) + \frac{1}{2} (2 \hat{Z}' - I) \Lambda_{\hat{\sigma}} \} f = f' \{ \Lambda_{\hat{\sigma}} \hat{Z} + \hat{Z}' \Lambda_{\hat{\sigma}} - \Lambda_{\hat{\sigma}} \} f.
\]

Recall that \( f_s = \mathbf{f}(x_s) \) is the last element of the \( k \)-dimensional vector, \( x_s \). Thus, if we define the matrix

\[
D_{i,j} = 1 \{ f_{i,x_j} \}, \quad \text{for} \quad i = 1, \ldots, S^k \quad \text{and} \quad j = 1, \ldots, S,
\]

then \( f = Dx \). Consequently \( MC_k = x' M x \), where

\[
M = \frac{n^2}{\sum X_i^2} D' \left\{ \Lambda_{\hat{\sigma}} \hat{Z} + \hat{Z}' \Lambda_{\hat{\sigma}} - \Lambda_{\hat{\sigma}} \right\} D,
\]
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Figure 3: The MC estimator is barely influenced by reducing the state space by combining infrequent states into fewer states. Adding the jump on June 28th to the data increases the estimator by about the same amount as the jump’s contribution to the quadratic variation.

is a symmetric $S \times S$ matrix. We could, for example, study how $M = M_k$ varies as we increase the order of the Markov chain, $k$.

10.2 The Simplest Case ($S = 2$ and $k = 1$) and the Alternation Estimator

In this Section we consider the simplest case with two states and a Markov chain of order one. We consider the case where the state vector is $f = (\kappa, -\kappa)'$ so that $\Delta X_{T_i} = \pm \kappa$. The transition matrix is here

$$P = \begin{pmatrix} p & 1-p \\ 1-q & q \end{pmatrix},$$

where $p, q < 1$ ensures that $P$ is ergodic, and leads to the stationary distribution $\pi = \left(\frac{1-q}{2-p-q}, \frac{1-p}{2-p-q}\right)'$. Over a short interval of time, such as a day, is reasonable to assume that
the price process is drift-less, \( E(\Delta X_{T_i}) = 0 \). This leads to the requirement that \( p = q \) so that \( \pi = \left( \frac{1}{2}, \frac{1}{2} \right) \). The eigenvalues of \( P \) are then 1 and \( \lambda = 2p - 1 \) and it is simple to verify that\(^4\)

\[
\text{cov}(\Delta X_j, \Delta X_{j+h}) = \lambda^h \kappa^2.
\] (8)

It is well known that the RV \( \sum_{i=1}^{n}(\Delta X_{T_i})^2 = n\kappa^2 \) suffers from autocorrelation in the returns, and here we note that \( \{\Delta X_{T_i}\} \) is autocorrelated unless \( \lambda \neq 0 \). With \( p = q \) it is convenient to write the transition matrix as

\[
P = \frac{1}{2} \begin{pmatrix} 1 + \lambda & 1 - \lambda \\ 1 - \lambda & 1 + \lambda \end{pmatrix}.
\]

The fundamental matrix is in this notation given by

\[
Z = \frac{1}{1-\lambda} \begin{pmatrix} 1 - \lambda/2 & -\lambda/2 \\ -\lambda/2 & 1 - \lambda/2 \end{pmatrix}, \quad \text{so that} \quad \Lambda_\pi(2Z - I) = \frac{1}{1-\lambda} \begin{pmatrix} 1/2 & -\lambda/2 \\ -\lambda/2 & 1/2 \end{pmatrix}.
\]

So the Markov-based estimator is simply given by

\[
MC^\# = \langle f, (2\hat{Z} - I)f \rangle^\# = \frac{1 + \hat{\lambda}}{1 - \lambda} n\kappa^2,
\] (9)

where \( \hat{\lambda} \) is an estimator of \( \lambda \). Not surprisingly is the RV = \( n\kappa^2 \) biased (unless \( \lambda = 0 \)), so the scaling-factor \( \frac{1 + \hat{\lambda}}{1 - \lambda} \), serves to offsets the bias that is induced by serial correlation in \( \{\Delta X_{T_i}\} \).

### 10.2.1 The Alternation Estimator

Large (2006) was one of the first paper to propose an estimator that takes advantage of the discreteness of return data. He counts the number of consecutive increments in the same direction as *continuations*, \( c \), and consecutive changes in opposite directions as *alternations*, \( a \), so that \( n = a + c \).\(^5\) The *alternation estimator* by Large (2006) is given by

\[
\text{ALT} = \frac{c}{a} n\kappa^2.
\]

We now show that the alternation estimator by Large (2006) is identical to \( MC^\# \), with the implicit assumptions that \( k = 1 \) and the particular requirements that \( S = 2 \) with \( f = (+\kappa, -\kappa)' \).

\(^4\)An exercise in Campbell et al. (1997, p. 145) asks the reader to derive properties of returns in this model.

\(^5\)A common terminology for \( c \) and \( a \) is concordant and discordant, respectively.
The maximum likelihood estimator of $P$, subject to the constraint that $p = q$ is

$$
\hat{P} = \begin{pmatrix}
\frac{c}{n} & \frac{a}{n} \\
\frac{a}{n} & \frac{c}{n}
\end{pmatrix},
$$

so that (by invariance) the maximum likelihood estimator of $\lambda$ is $\hat{\lambda} = \det \hat{P} = \frac{c^2 - a^2}{n^2}$. The implication is that

$$
\frac{1 + \hat{\lambda}}{1 - \hat{\lambda}} = \frac{n^2 + c^2 - a^2}{n^2 - c^2 + a^2} = \frac{2ac + 2c^2}{2ac + 2a^2} = \frac{c}{a},
$$

which shows that ALT is a special case of the Markov estimator, (9). The noise permitted in Large’s framework is limited by the requirement that $\{\Delta X_t\}$ has an AR(1) autocorrelation structure, see (8). The framework of the present paper allows for higher-order Markov chains and more than two states.

### 10.3 Markov Estimator by Eigenvalues and Eigenvectors

In the simple two-state Markov chain of order one the estimator of the quadratic variation is simply the realized variance scaled by a constant that depends on $\lambda$, which is the second eigenvalue of $P$, see (9). Thus an interesting question is whether the Markov estimator can be expressed in terms of the eigenvalues of $P$ in general. The answer is yes when $P$ is diagonalizable.

Let $\lambda_1 = 1 > \lambda_2 \geq \ldots \lambda_S > -1$ be the eigenvalues of $P$ and suppose that $P = VAV'$ where $\Lambda = \text{diag} (\lambda_1, \ldots, \lambda_S)$. It can then be shown that

$$
\text{MC}^\# = \langle \xi, \xi \rangle_\pi + 2 \sum_{s=2}^S \frac{\lambda_s}{1 - \lambda_s} \langle \xi, v_s w'_s \xi \rangle_\pi,
$$

where $V = (v_1, \ldots, v_S)$ and $W = (w_1, \ldots, w_S)$. However, $\text{MC}^\# = \langle \xi, (2I - I)\xi \rangle_\pi$ is simpler to compute and can be applied even in the case where $P$ cannot be diagonalized.

### 11 Conclusion

In this paper we have established some general results concerning filtering a semimartingale that is contaminated with measurement errors. We have shown that filtering with a theoretical information set, can eliminate the problems that are caused by market microstructure noise, under very weak assumptions. However, while the realized variance computed with returns of the filtered price produce a good estimator, the realized variance of the filtered
returns will not be a proper estimator of the quadratic variation. We have shown that the Markov chain framework offers a convenient and simple way to implement the filtering of high frequency data. Fortunately, the Markov chain estimator is easily adapted to estimate volatility of log-prices, which is usually the object of interest. The estimator does not appear to be hurt by the vast number of parameters that are estimated in higher-order Markov chains, and the estimator is surprisingly robust to inhomogeneity, and the presence of infrequent states, such as jumps.

The Markov chain estimator has many attractive features. It is very simple to compute and the same can be said about our estimator of the asymptotic variance. A choice variable is the order of the Markov chain, \( k \). Information criteria may offer useful guidance about the choice for \( k \), but \( k = 3 \) has worked well in all our simulations and empirical studies. Developing a data dependent procedure for selecting \( k \) is an interesting problem that we leave for future research. Further experience gained from applying the estimator to additional data, including other types of data, will offer useful guidance to this problem. Selecting \( k \) is similar to selecting the bandwidth parameter that is needed for the implementation of related estimators. Empirical methods for selecting the bandwidth are rather complex, and depend on preliminary estimates of features of the noise and the underlying process. Here, we have found the Markov chain estimator to be quite insensitive to the choice of \( k \), once \( k \geq 2 \). In empirical situations where the estimator is found to be very sensitive to the choice for \( k \), beyond the case \( k = 1 \), we recommend computing MC locally over time-intervals where inhomogeneity is less of an issue, and then combine the subsample estimates into an estimate for the whole period.

We have discussed that jumps can be dealt with by censoring large price changes, using an ad-hoc threshold. Price increments that are classified as jumps in this way can then be modelled separately as we discussed in Section 8.1.

It is our experience that the Markov chain estimator is remarkable resilient to inhomogeneity and the presence of jumps. In fact, removing the most extreme values does not affect the estimator much. We are only aware of one issue that can seriously affect the Markov chain estimator. The problem arises when the empirical transition matrix has an absorbing state, which happens when the last observed state is the only observation of that state. This phenomenon is increasingly relevant as we increase the order of the Markov chains. Fortunately, the remedy for this problem is very simple. By artificially extending the sam-
ple with \( k \) observations, as explained in Section 8.3, we can make the last observed state identical to the first observed state, which eliminates the possibility of \( \hat{P} \) having absorbing states.

There are several interesting extensions of the analysis presented here. For instance, the Markov chain filtered price may be used to compute other quantities, including properties of the implied noise process, or semi-variance, see Barndorff-Nielsen, Kinnebrock & Shephard (2008). Though we suspect that estimators of such quantities will be more sensitive to inhomogeneity than is the case for our estimator of the volatility. There are a number of ways that the Markov chain framework can be extended to estimate covolatility, that would enable the estimation of quadratic variation of multivariate processes. We will pursue this extensions in future research.
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Appendix of Proofs

Proof of Lemma 1. We need to show that \( E(|E(U_{t+h}|G_t) - E(U_t)| \rightarrow 0 \) when \( h \rightarrow \infty \).

\[
E |E(U_{t+h}|G_t) - E(U_{t+h})| = \int |E(U_{t+h}|d\omega) - E(U_{t+h})| \mu(d\omega \in G_t)
\]
\[
= \int | \int U_{t+h}(\omega')(Pr(U_{t+h} \in d\omega')|d\omega) - Pr(U_{t+h} \in d\omega')\mu(d\omega')| \mu(d\omega \in G_t) \leq E(|U_{t+h}|)\phi(h),
\]
which converges to 0 as \( h \rightarrow \infty \), by the definition of \( \phi \)-mixing. \( \square \)

Proof of Theorem 1. By the martingale property \( E(M_{t+h}|G_t) = M_t \) we have,
\[
E(X_{t+h}|G_t) = M_t + E(FV_{t+h}|G_t) + E(U_{t+h}|G_t),
\]
where the last term is assumed to be continuous finite variation process. Now complete the proof by showing that \( E(FV_{t+h}|G_t) \) is a continuous finite variation process.

Let \( 0 = T_0 < \cdots < T_n = T \) be a partition of \([0,T]\). We need to show that
\[
\sum_{i=2}^{n} |E(FV_{T_i}|G_{T_{i-1}}) - E(FV_{T_{i-1}}|G_{T_{i-2}})| < \infty,
\]
when \( \sup_{1 \leq i \leq n} |T_i - T_{i-1}| \rightarrow 0 \). First we note that
\[
|E(FV_{T_i}|G_{T_{i-1}}) - E(FV_{T_{i-1}}|G_{T_{i-2}})| \leq |E(FV_{T_i}|G_{T_{i-1}}) - FV_{T_{i-1}}| + |FV_{T_{i-1}} - FV_{T_{i-2}}| + |FV_{T_{i-2}} - E(FV_{T_{i-1}}|G_{T_{i-2}})|.
\]
By summing over \( i \) we get:
\[
\sum_{i=2}^{n} |E(FV_{T_i}|G_{T_{i-1}}) - E(FV_{T_{i-1}}|G_{T_{i-2}})| \leq 2 \sum_{i=1}^{n} E(|FV_{T_i} - FV_{T_{i-1}}| | G_{T_{i-1}}).
\]
\[ + \sum_{i=1}^{n} |FV_{T_i} - FV_{T_{i-1}}| . \]

The last term is finite, since \( FV_t \) has finite variation, and if \( \sum_{i=1}^{n} E(\{ FV_{T_i} - FV_{T_{i-1}} | G_{T_{i-1}} \} \) \( \not\to \infty \) would imply \( E(\sum_{i=1}^{n} |FV_{T_i} - FV_{T_{i-1}}|) \) \( \not\to \infty \) which contradicts the fact that \( FV_t \) has locally integrable variation. Next we address continuity.

\[ |E(FV_{t+\epsilon + h}|G_{t+\epsilon}) - E(FV_{t+h}|G_t)| \leq |E(FV_{t+\epsilon + h}|G_{t+\epsilon+h}) - E(FV_{t+h}|G_{t+\epsilon+h})| \]
\[ + |E(FV_{t+h}|G_{t+\epsilon+h}) - E(FV_{t+h}|G_{t+h})| , \]

where the first term of the right hand side is bounded by

\[ |E(FV_{t+\epsilon + h}|G_{t+\epsilon+h}) - E(FV_{t+h}|G_{t+\epsilon+h})| \leq E(\{ FV_{t+h+\epsilon} - FV_{t+h} | G_{t+h+\epsilon} \} , \]

which vanishes because \( \lim_{\epsilon \to 0} \{ FV_{t+h+\epsilon} - FV_{t+h} \} = 0 \) by continuity of \( FV_t \). For the second term we have \( |E(FV_{t+h}|G_{t+\epsilon+h}) - E(FV_{t+h}|G_{t+h})| \) \( \to 0 \) by continuity of \( G_t \) at \( t+h \). \( \square \)

**Proposition A.1** Some properties of \( Z^{(h)} = I + \sum_{j=1}^{h} (P^j - \Pi) \), when \( P \) generates an ergodic Markov chain.

(i) \( (P - \Pi)^j = P^j - \Pi \) so that \( Z^{(h)} = I + \sum_{j=1}^{h} (P - \Pi)^j \).

(ii) \( Z = \lim_{h \to \infty} Z^{(h)} = (I - P + \Pi)^{-1} \).

(iii) \( Zt = \nu, \pi'Z = \pi' \), and \( PZ = ZP = Z - I + \Pi \).

**Proof.** We prove (i) by induction. The identity is obvious for \( j = 1 \). Now suppose that the identity holds for \( j \). Then

\[ (P - \Pi)^{j+1} = (P - \Pi)(P^j - \Pi) = P^{j+1} - \Pi P^j + \Pi^2 - P\Pi = P^{j+1} - \Pi \],

where the last identity follows from \( \Pi P^j = \Pi^2 = P\Pi = \Pi \).

(ii) Since the chain is ergodic we have \( |P - \Pi| < 1 \). By the Perron-Frobenius theorem, \( P^h \)

converges geometrically to \( \Pi \) with rate given by the second largest eigenvalue of \( P \), namely \( \|P^h - \Pi\| = O(\lambda_2^h) \). The series \( I + \sum_{j=1}^{\infty} (P^j - \Pi) = I + \sum_{j=1}^{\infty} (P - \Pi)^j \) is therefore

absolutely convergent with \( I + \sum_{j=1}^{\infty} (P - \Pi)^j = (I - (P - \Pi)^{-1}) = Z \).

(iii) \( P^j t = \nu \) and \( \pi'P^j = \pi' \) for any \( j \in \mathbb{N} \); and \( \Pi t = \nu \) and \( \pi'\Pi = \pi' \), so that have \( (P^j - \Pi)t = \pi'(P^j - \Pi) = 0 \). The first two results follow from \( Z = I + \sum_{j=1}^{\infty} (P^j - \Pi) \). Next, \( PZ = ZP = P + \sum_{j=1}^{\infty} (P^j+1 - \Pi) \) and

\[ P + \sum_{j=1}^{\infty} (P^j+1 - \Pi) = P + \sum_{j=1}^{\infty} (P^j - \Pi) - P + \Pi = Z - I + \Pi. \]

\[ \square \]

**Proof of Lemma 2.** We have \( E(\Delta X_{T+h}|\Delta X_{T_i} = x_r) = (P^h x)_r = e_r' P^h x \) so that for \( (\Delta X_{T_i}, \Delta X_{T_{i-1}}) = (x_r, x_s) \) we have

\[ y^{(h)}(x_r, x_s) = f_s + \sum_{l=1}^{h} E(\Delta X_{T_i}|\Delta X_{T_i} = x_s) - \sum_{l=1}^{h} E(\Delta X_{T_{i+l-1}}|\Delta X_{T_{i-1}} = x_r) \]
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and the result follows. □

Proof of Theorem 2. Since \( \Delta X_{T_k} \) is ergodic, then so is the overlapping chain \( (\Delta X_{T_1}, \ldots, \Delta X_{T_{k-1}}) \).

So by the ergodic theorem, we simply need to compute the expected value, as this will be the limit almost surely. The stationary distribution of \( (\Delta X_{T_1}, \ldots, \Delta X_{T_{k-1}}) \) is given by

\[
\Pr\{ (\Delta X_{T_{i+1}}, \Delta \mathcal{X}_{T_i}) = (x_s, x_r) \} = \pi_{r,s} P_{r,s},
\]

Now we will show that \( \text{RV}_T^{(h)} \xrightarrow{a.s.} \langle \xi, (2Z(h) - I)\xi \rangle_{\pi} + 2\langle (I - Z(h))\xi, (P^{h+1} - \Pi)\xi \rangle_{\pi} \). To simplify our expressions, we write \( \Delta Y_{T_i} = y^{(h)}(\Delta \mathcal{X}_{T_{i-1}}, \Delta \mathcal{X}_{T_i}) \), and recall that \( y^{(h)}(x_r, x_s) = e_r'(I - Z(h))f + e_r'Z(h)f \), such that

\[
\mathbb{E}\{(\Delta Y_{T_i})^2 \} = \sum_{r,s} \pi_{r,s} \left\{ y^{(h)}(x_r, x_s) \right\}^2 = \int f' (I - Z(h))^2 \sum_{r,s} \pi_{r,s} e_r e'_s (I - Z(h))f
\]

\[
+ 2\int f' (I - Z(h))^2 \sum_{r,s} \pi_{r,s} e_r e'_s Z(h)f + \int f' Z(h)^2 \sum_{r,s} \pi_{r,s} e_r e'_s Z(h)f.
\]

The identities

\[
\sum_{r,s} \pi_{r,s} e_r e'_s = \sum_{r,s} \pi_{r,s} e_r e'_s = \Lambda_{\pi}, \quad \text{and} \quad \sum_{r,s} \pi_{r,s} e_r e'_s = \Lambda_{\pi} P,
\]

simplifies our expression to

\[
\mathbb{E}\{(\Delta Y_{T_i})^2 \} = \langle (I - Z(h))f, (I - Z(h))f \rangle_{\pi} + 2\langle (I - Z(h))f, PZ(h)f \rangle_{\pi} + \langle Z(h)f, Z(h)f \rangle_{\pi}
\]

\[
= \langle (I - Z(h))f, (I - Z(h))f \rangle_{\pi} + \langle f, Z(h)f \rangle_{\pi} + 2\langle (I - Z(h))f, PZ(h)f \rangle_{\pi}
\]

Next we note that

\[
PZ^{(h)} = P + \sum_{l=1}^{h} (P^{l+1} - \Pi) = \Pi + \sum_{l=1}^{h+1} (P^l - \Pi) = \Pi + Z^{(h+1)} - I,
\]

and that \( \langle (I - Z(h))f, \Pi f \rangle_{\pi} = f'(I - Z(h))\Lambda_{\pi} f = f'(I - Z(h))\pi f = 0 \) since

\[
\pi' Z(h) = \pi + \pi' \sum_{l=1}^{h} (P - \Pi)^l = \pi'.
\]
So
\[
E((\Delta Y_t)_t^2) = \langle f, Z(h)f \rangle_\pi + \langle (I - Z(h))f, (I + 2(\Pi - I + Z(h+1) - Z(h))f \rangle_\pi
= \langle f, Z(h)f \rangle_\pi + \langle (I - Z(h))f, (-I + 2Z(h+1) - 2Z(h))f \rangle_\pi
= \langle f, (2Z(h) - I)f \rangle_\pi + \langle (I - Z(h))f, 2(Z(h+1) - Z(h))f \rangle_\pi,
\]
and since \(Z(h+1) - Z(h) = P^{h+1} - \Pi\), we have established that \(RV_F^{(h)} \xrightarrow{d} \langle \xi, (2Z(h) - I)\xi \rangle_\pi + 2\langle (I - Z(h))\xi, (P^{h+1} - \Pi)\xi \rangle_\pi\).

Finally, \(RV_F = \lim_{n \to \infty} RV_F^{(h)}\), follows from \(\|Z(h) - Z\| = \|\sum_{t>h} P^t - \Pi\| = O(|\lambda_2|^h)\), where \(\lambda_2\) is the second largest eigenvalue of \(P\), so that \(Z(h)\) converges to \(Z\) geometrically.

\[\square\]

**Lemma A.1** Asymptotic distribution of the empirical stationary distribution.

Let \(n_{s, r} = \sum_{t=1}^n 1_{\{S_t = s, \Delta X_{T_t} = r\}}\). Then
\[
\sqrt{n} \left\{ \left( \frac{n_{1, r}}{n}, \ldots, \frac{n_{S, r}}{n} \right) - \pi \right\} \xrightarrow{d} N(0, \Lambda Z + Z' \Lambda - \pi \pi' - \Lambda \pi).
\]

**Proof of Lemma A.1** By a Cramér-Wold argument it follows by Proposition 1 that the limiting distribution is Gaussian, because any linear combination of \(\left( \frac{n_{1, r}}{n}, \ldots, \frac{n_{S, r}}{n} \right)\) can be expresses as a function \(\sqrt{n} \Delta X_{T_t}\) using the indicator functions, \(1_{\{\Delta X_{T_t} = s\}}, s = 1, \ldots, S\). So we simply need to derive the asymptotic variance. Denote the asymptotic variance matrix by \(\Sigma\). For the \(s\)-th diagonal element, we use \(g(\sqrt{n} \Delta X_{T_t}) = 1_{\{\Delta X_{T_t} = s\}}\), so that the state vector is the \(s\)-th unit vector, \(g = e_s\). By Proposition 1 we obtain the asymptotic variance
\[
\Sigma_{s, s} = \langle e_s, (2Z - I - \Pi)e_s \rangle_\pi = 2\pi_s Z_{s, s} - \pi_s (1 + \pi_s).
\]

Next, for \(r \neq s\), we consider \(g(\sqrt{n} \Delta X_{T_t}) = 1_{\{\Delta X_{T_t} = r\}} + 1_{\{\Delta X_{T_t} = s\}}\), which leads to \(g = e_r + e_s\), and the asymptotic variance,
\[
\langle e_r + e_s, (2Z - I - \Pi)(e_r + e_s) \rangle_\pi.
\]

Similarly with \(g(\sqrt{n} \Delta X_{T_t}) = 1_{\{\Delta X_{T_t} = r\}} - 1_{\{\Delta X_{T_t} = s\}}\) we obtain the asymptotic variance
\[
\langle e_r - e_s, (2Z - I - \Pi)(e_r - e_s) \rangle_\pi.
\]

We now obtain the covariances by the identity \(\text{cov}(X, Y) = \frac{1}{4} \{\text{var}(X + Y) - \text{var}(X - Y)\}\), so that
\[
\Sigma_{r, s} = \frac{1}{4} \{\langle e_r + e_s, (2Z - I - \Pi)(e_r + e_s) \rangle_\pi - \langle e_r - e_s, (2Z - I - \Pi)(e_r - e_s) \rangle_\pi \}
= \frac{1}{4} \{2\langle e_r, (2Z - I - \Pi)e_s \rangle_\pi + 2\langle e_s, (2Z - I - \Pi)e_r \rangle_\pi \}
= \frac{1}{4} \{2\langle e_r, (2Z - \Pi)e_s \rangle_\pi + 2\langle e_s, (2Z - \Pi)e_r \rangle_\pi \}
= \pi_r Z_{r, s} + \pi_s Z_{s, r} - \pi_r \pi_s.
\]

This completes the proof. \(\square\)

We have the following results for \(n_{r, s}\), which is used extensively in our proofs.
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Proposition A.2 Let

\[ \Sigma_{n_{r,s,n_{u,v}}} = \lim_{n \to \infty} \text{cov} \left( \frac{n_{r,s}}{\sqrt{n}}, \frac{n_{u,v}}{\sqrt{n}} \right) \quad \text{and} \quad \Sigma_{n_{r,s,n_{u,v}}} = \lim_{n \to \infty} \text{cov} \left( \frac{n_{r,s}}{\sqrt{n}}, \frac{n_{u,v}}{\sqrt{n}} \right). \]

Then

\[ \begin{align*}
\Sigma_{n_{r,s,n_{u,v}}} &= P_{r,s}P_{u,v}(\pi_{r}Z_{s,u} + \pi_{u}Z_{v,r} - 3\pi_{r}\pi_{u}) + \pi_{r}P_{r,s}\delta_{r,u}\delta_{s,v}, \\
\Sigma_{n_{r,s,n_{u,v}}} &= \pi_{r}P_{r,s}Z_{s,u} - 2\pi_{r}\pi_{u}P_{r,s} + \pi_{u}P_{r,s}Z_{u,r}. 
\end{align*} \tag{A.1} \tag{A.2} \]

The results is due to Derman (1956). Here we state and prove the results with a modern notation, such as the fundamental matrix, Z.

Proof of Proposition A.2. We have

\[
\frac{\text{cov}(n_{r,s}, n_{u,v})}{n} = n^{-1} \sum_{i<j} \pi_{r}P_{r,s}(p^{j-i-1})_{s,u}P_{u,v} + \pi_{r}P_{r,s}\delta_{r,u}\delta_{s,v} + n^{-1} \sum_{j<i} \pi_{u}P_{u,v}(p^{j-i-1})_{v,r}P_{r,s} - n\pi_{r}P_{r,s}\pi_{u}P_{u,v} = \pi_{r}P_{r,s}Z_{s,u}P_{u,v} + \pi_{u}P_{u,v}Z_{v,r}P_{r,s} + \pi_{r}P_{r,s}\delta_{r,u}\delta_{s,v} - 3\pi_{r}P_{r,s}\pi_{u}P_{u,v},
\]
as \( n \to \infty \). This proves (A.1). Next, summing (A.1) over \( v \) yields

\[
\sum_{u} P_{r,s}P_{u,v}(\pi_{r}Z_{s,u} + \pi_{u}Z_{v,r} - 3\pi_{r}\pi_{u}) + \pi_{r}P_{r,s}\delta_{r,u}\delta_{s,v} = \pi_{r}P_{r,s}Z_{s,u} + \pi_{u}P_{r,s} \sum_{u} P_{u,v}Z_{v,r} - 3\pi_{r}\pi_{u}P_{r,s} + \pi_{r}P_{r,s}\delta_{r,u}
\]
and the identity \( \sum_{u} P_{u,v}Z_{v,r} = (PZ)_{u,r} = (Z - I + \Pi)_{u,r} \) leads to

\[
\pi_{r}P_{r,s}Z_{s,u} + \pi_{u}P_{r,s}Z_{v,r} - \pi_{u}P_{r,s}\delta_{r,u} + \pi_{u}\pi_{r}P_{r,s} - 3\pi_{r}\pi_{u}P_{r,s} + \pi_{r}P_{r,s}\delta_{r,u},
\]
which simplifies to (A.2). □

Proof of Theorem 3. The Gaussian limit follows from Proposition 1 that also yields the expression, \( \langle g, (2Z_{\mathcal{Z}} - I)g \rangle_{\mathcal{Z}} \), for the asymptotic variance. To obtain the expression for \( \Sigma_{RV} \), that is stated in the Theorem, we note that the variance of \( RV_{F} = \sum_{r,s=1}^{S_{k}} n_{r,s}y_{(r,s)}^{2} \) is given from the variance-covariance of \( (n_{r,s})_{r,s=1,\ldots,S_{k}} \) that are denoted by \( \Sigma_{n_{r,s,n_{u,v}}} \). The expression for \( \Sigma_{n_{r,s,n_{u,v}}} \) are derived in Proposition A.2. □

Proof of Proposition 2. We know that \( \sqrt{n}\left( (n_{r,s}/n, n_{u,v}/n, n_{u,v}/n) - (P_{r,s}/\pi_{r}, P_{r,s}/\pi_{r}, P_{r,s}/\pi_{u}) \right) \) \( \to \) \( \mathcal{N}(0, A) \), where the elements of \( A \) is given from Proposition A.2. Since \( P_{r,s} = \frac{n_{r,s}}{n} \), we can obtain the asymptotic variance by the delta method. Applying the mapping \( (x, y, z, w) \mapsto (\frac{x}{\sqrt{n}}, \frac{y}{\sqrt{n}}, \frac{z}{\sqrt{n}}, \frac{w}{\sqrt{n}}) \) to \( (\frac{n_{r,s}}{n}, \frac{n_{r,s}}{n}, \frac{n_{u,v}}{n}, \frac{n_{u,v}}{n}) \), leads to the following gradient:

\[
\nabla' = \begin{pmatrix}
\pi_{r}^{-1} & -\pi_{r}^{-1}P_{r,s} & 0 & 0 \\
0 & 0 & \pi_{u}^{-1} & -\pi_{u}^{-1}P_{u,v}
\end{pmatrix}.
\]
The asymptotic covariance of \( \hat{P}_{r,s} = \frac{n_{r,s}}{n_{r}} \) and \( \hat{P}_{u,v} = \frac{n_{u,v}}{n_{u,v}} \) is given as the upper-right (or lower-left) element of \( \nabla' A \nabla \), which is given by

\[
(\Sigma_P)_{(r,s)(u,v)} = \left( \pi^{-1} - \pi^{-1} P_{r,s} \right) \begin{pmatrix} \sum_{n_{r,s},n_{u,v}} \sum_{n_{r,s,n_{u,v}}} \left( \frac{1}{\pi_u} \right) \left( \frac{1}{\pi_u - P_{u,v}} \right) \end{pmatrix}.
\]

Next, we substitute the expressions we determined in Proposition A.2. This yields

\[
= \frac{1}{\pi_r \pi_u} \left\{ P_{r,s} P_{u,v} (\pi_r Z_{s,u} + \pi_u Z_{v,r} - 3 \pi_r \pi_u) + \pi_r P_{r,s} \delta_{r,u} \delta_{s,v} \right\} - P_{r,s} (\pi_u P_{r,s} Z_{s,u} - 2 \pi_r \pi_u P_{r,s} + \pi_u P_{r,s} Z_{u,r}) - P_{r,s} (\pi_r P_{u,v} Z_{v,r} - 2 \pi_u \pi_r P_{u,v} + \pi_r P_{u,v} Z_{r,v}) + P_{r,s} P_{u,v} (\pi_r Z_{r,u} + \pi_u Z_{u,r} - \pi_r \pi_u - \delta_{r,u} P_{r,s}) \right\}.
\]

\[
= \frac{P_{r,s} \delta_{s,v}}{\pi_r} P_{u,v} + \frac{P_{r,s} P_{u,v}}{\pi_r} \{\pi_r Z_{s,u} + \pi_u Z_{v,r} - 3 \pi_r \pi_u \}
\]

So we immediately see that \( (\Sigma_P)_{(r,s),(u,v)} = 0 \) if \( r \neq u \), \( (\Sigma_P)_{(r,s),(u,v)} = -\frac{1}{\pi_r} P_{r,s} P_{r,v}, \) if \( s \neq v \), and that \( (\Sigma_P)_{(r,s),(r,s)} = \frac{1}{\pi_r} P_{r,s} (1 - P_{r,s}) \). This completes the proof. □

**Proof of Lemma 3.** Schweitzer (1968) perturbs finite Markov chains and computes, in particular, the derivatives of the stationary distribution and of the fundamental matrix with respect to \( P \),

\[
\frac{\partial \pi_v}{\partial P_{r,s}} = \pi_r Z_{s,v} \quad \text{and} \quad \frac{\partial Z_{u,v}}{\partial P_{r,s}} = Z_{u,v} Z_{s,v} - \pi_r (Z^2)_{s,v}.
\]

So we have,

\[
\frac{\partial (\xi_i Z \xi_l)}{\partial P_{k,l}} = \sum_i (Z \xi_i) \xi_i \frac{\partial \pi_l}{\partial P_{k,l}} + \sum_i \sum_j \pi_i \xi_i \xi_j \frac{\partial Z_{i,j}}{\partial P_{k,l}}.
\]

The first term can be expressed as

\[
\sum_i (Z \xi_i) \xi_i \frac{\partial \pi_l}{\partial P_{k,l}} = \pi_k \sum_i (Z \xi_i) Z_{i,l} \xi_i = \pi_k [Z \Lambda \xi \xi]_l,
\]

and the second term can be written as

\[
\sum_i \sum_j \pi_i \xi_i \xi_j \frac{\partial Z_{i,j}}{\partial P_{k,l}} = \sum_{i,j} \pi_i \xi_i \xi_j Z_{i,k} Z_{j,l} - \sum_{i,j} \pi_i \xi_i \pi_k (Z^2)_{i,j} \xi_j = \langle \xi, Z \rangle_{\pi} (Z \xi)_{l} - \pi_k (Z^2)_{l} \langle \pi, \xi \rangle.
\]
Next we find that \( \frac{\partial (\xi, (2Z - I)\xi)}{\partial P_{k,l}} = \pi_k \sum_i Z_{i,k} \xi_i Z_{i,l} = \pi_k (Z\xi)^2 \). Adding up the three terms and defining \( \mu = \langle \pi, \xi \rangle \), we have

\[
\frac{\partial (\xi, (2Z - I)\xi)}{\partial P_{k,l}} = 2\pi_k [Z\Lambda_\xi Z\xi]_l + (Z\xi)_l \langle \xi, Z\xi \rangle - \pi_k \mu (Z\xi^2) = \pi_k (Z\xi^2)_l
\]

and the result follows from the expression derived in Lemma 3.

Following the same steps as those used in the proof of Theorem 2, we find

\[
\Sigma_{MC} = \sum_{r,s,u,v} \xi_{r,s}(\Sigma_P)_{(r,s)(u,v)} \xi_{u,v} = \sum_{r,s,v} \xi_{r,s} \left\{ \frac{1}{\pi_r} (\Lambda_{P_{r,v}} - P'_{r,v}, P_r) \right\} \xi_{r,v}
\]

and the result follows from the expression derived in Lemma 3.

**Proof of Corollary 1.** To simplify notation set \( \Xi_{r,s} = \partial (\xi, (2Z - I)\xi)_\pi / \partial P_{r,s} \). From Proposition 2 we find

\[
\Sigma_{MC} = \sum_{r,s,u,v} \xi_{r,s}(\Sigma_P)_{(r,s)(u,v)} \xi_{u,v} = \sum_{r,s,v} \xi_{r,s} \left\{ \frac{1}{\pi_r} (\Lambda_{P_{r,v}} - P'_{r,v}, P_r) \right\} \xi_{r,v}
\]

and hence

\[
\text{RV}_F = \sum_{r,s} \tilde{n}_{r,s} \tilde{y}_{(r,s)}^2 = \sum_{r,s} \tilde{\pi}_r \tilde{P}_{r,s} n \left\{ e_r'(I - \tilde{Z})f + e_r' \tilde{Z} f \right\}^2 = \sum_{r,s} \tilde{\pi}_r \tilde{P}_{r,s} \left\{ e_r'(I - \tilde{Z})f + e_r' \tilde{Z} f \right\}^2.
\]

Following the same steps as those used in the proof of Theorem 2, we find that \( \text{RV}_F = (\xi, (2Z - I)\xi) / \gamma = MC^# \). Next, we turn to the general situation, where we establish the asymptotic equivalence of \( \text{RV}_F \) and \( MC^# \) by relating both estimators to a third estimator. The third estimator is defined by \( \tilde{MC} = \xi'\Lambda_\tilde{Z}(2Z - I)\xi \), where \( \tilde{\pi} \) and \( \tilde{Z} \) are associated with the transition matrix, \( \tilde{P} \). Here \( \text{MC} = MC^# \) is the maximum likelihood estimator of \( P \), that is compute with the extended sample

\[
(x_1, x_2, \ldots, x_{n-1}, x_n, x_1, \ldots, x_k).
\]

In comparison, \( \tilde{P} \) is computed with the sample \( (x_1, x_2, \ldots, x_{n-1}, x_n) \). Artificially adding a finite number of observations implies that \( \tilde{P} - \tilde{P} = O_p(n^{-1}) \). The two estimators are given by \( g(\tilde{P}) \) and \( g(\tilde{P}) \) for some continuous function \( g \), and we derived the differential \( \partial g(\tilde{P}) / \partial P \) in Lemma 3 from which it follows that \( MC^# - \tilde{MC} = O_p(n^{-1}) \). Finally we show that \( \text{RV}_F - \tilde{MC} = O_p(n^{-1}) \). Since the first and last observed state in the extended sample are identical, we have \( \tilde{MC} = \text{RV}_F = \sum_{r,s} \tilde{n}_{r,s} \tilde{y}_{(r,s)}^2 \), where \( \tilde{y}_{(r,s)} = e_r'(I - \tilde{Z})f + e_r' \tilde{Z} f \) and \( \tilde{n}_{r,s} \) is the number of transitions from \( r \) to \( s \) in the extended sample. Since \( f = n^{-1/2} \xi \) we have \( \tilde{y}_{(r,s)}^2 = O_p(n^{-1}) \) so that

\[
\text{RV}_F = \sum_{r,s} \tilde{n}_{r,s} \tilde{y}_{(r,s)}^2 - \sum_{r,s} n_{r,s} \tilde{y}_{(r,s)}^2 = O_p(n^{-1}).
\]
So the proof is completed by showing \( \sum_{r,s} n_{r,s} (\hat{y}_{r,s}^2 - y_{r,s}^2) = O_p(n^{-1}). \) First we note that \( \{e'_p(I - \tilde{Z}) + e'_s \tilde{Z}\} - \{e'_p(I - \hat{Z}) + e'_s \hat{Z}\} = O_p(n^{-1}) \) because \( Z = Z(P) \) is continuous differentiable in \( P. \) Since \( G(x) = xx' \) is also “smooth” we have \( G\{e'_p(I - \hat{Z}) + e'_s \hat{Z}\} - G\{e'_p(I - \hat{Z}) + e'_s \hat{Z}\} = O_p(n^{-1}). \) It now follows that

\[
\sum_{r,s} n_{r,s} (\hat{y}_{r,s}^2 - y_{r,s}^2) = \sum_{r,s} n_{r,s} f' \left[ G\{e'_p(I - \hat{Z}) + e'_s \hat{Z}\} - G\{e'_p(I - \hat{Z}) + e'_s \hat{Z}\} \right] f \\
= \sum_{r,s} n_{r,s} f' \left[ G\{e'_p(I - \hat{Z}) + e'_s \hat{Z}\} - G\{e'_p(I - \hat{Z}) + e'_s \hat{Z}\} \right] \xi,
\]

is \( O_p(n^{-1}), \) which completes the proof. □

**Proof of Corollary 2.** Follows by the delta method. □

**Proof of Theorem 6.** To simplify notation, write “\( \int \)” as short for “\( \int_{T_k}^{T_k+h} \).” First notice that

\[
\Pr(X_{T_k+h} = j|X_{T_k} = i) = \left[ \mathbb{E} \left\{ e^{A \int_0^1 \mu_d u | \mathcal{F}_{T_k}} | \right. \right]_{i,j},
\]

so by Bayes’ formula we have for \( i \neq j, \)

\[
\Pr(X_{T_k+h} = j|X_{T_k} = i, X_{T_k+h} \neq i) = \frac{\Pr(X_{T_k+h} = j, X_{T_k+h} \neq i|X_{T_k} = i)}{\Pr(X_{T_k+h} \neq i|X_{T_k} = i)} \\
= \frac{\Pr(X_{T_k+h} = j|X_{T_k} = i)}{1 - \Pr(X_{T_k+h} = i|X_{T_k} = i)} \\
= \frac{\left[ \mathbb{E} \left\{ e^{A \int_0^1 \mu_d u | \mathcal{F}_{T_k}} \right. \right]_{i,j}}{1 - \left[ \mathbb{E} \left\{ e^{A \int_0^1 \mu_d u | \mathcal{F}_{T_k}} \right. \right]_{i,i}},
\]

Since \( \mathbb{E} \left\{ e^{A \int_0^1 \mu_d u | \mathcal{F}_{T_k}} \right. \right] = I + \lambda_{T_k} A + o(h), \) we have (for \( i \neq j \))

\[
\Pr(X_{T_k+h} = j|X_{T_k} = i, X_{T_k+h} \neq i) = \frac{[I + \lambda_{T_k} A + o(h)]_{i,j} \neq i}{[\lambda_{T_k} A + o(h)]_{i,i}} \rightarrow A_{i,j},
\]

as \( h \to 0. \) Consider two observations at time \( T_k \) and \( T_{k+1}, \) and recall that \( \Pr(T_{k+1} - T_k \in dh|\mathcal{F}_{T_k}) = \mathbb{E} \{ \mu_{T_k+h} e^{-j\mu_d u | \mathcal{F}_{T_k}} \}. \) So that

\[
\Pr(X_{T_{k+1}} = j|X_{T_k} = i, X_{T_k+h} \neq i) = \frac{P(T_{k+1}|T_k)}{1 - P(T_{k+1}|T_k)}
\]

where \( P(T_k, T_{k+1}) = \mathbb{E} (\int_0^\infty e^{A \int_0^1 \mu_d u \mu_{T_k+h} e^{-j\mu_d u} dh | \mathcal{F}_{T_k}}). \) Next we use that \( e^{A \int_0^1 \mu_d u} = \sum_{k=0}^\infty \frac{(f\lambda_d u)^k}{k!} (j\lambda_d u)^k, \) so that

\[
\int_0^\infty \frac{(f\lambda_d u)^k}{k!} \mu_{T_k+h} e^{-j\mu_d u} dh = \int_0^\infty \lambda_{T_k+h} \frac{(f\lambda_d u)^{k-1}}{(k-1)!} e^{-j\mu_d u} dh,
\]

and

\[
\left\| \int_0^\infty e^{A \int_0^1 \mu_d u \mu_{T_k+h} e^{-j\mu_d u} dh - I} - A \int_0^\infty \lambda_{T_k+h} e^{-j\mu_d u} dh \right\|
\]
\[ \leq \sum_{k \geq 2} \frac{\|A\|^k}{(k-1)!} \int_0^\infty \lambda_{T_k+h} (f \lambda_u du)^{k-1} e^{-f \mu_u du} dh \]

Having assumed that \( \frac{\lambda(n)}{\mu(n)} \to 0 \) uniformly, we know that there exists \( C_n \to \infty \), such that \( \mu_1(n) \geq C_n \lambda_1(n) \).

\[ \sum_{k \geq 2} \frac{\|A\|^k}{(k-1)!} \int_0^\infty \lambda_{T_k+h} (f \lambda_u du)^{k-1} e^{-f \mu_u du} dh \]
\[ \leq \sum_{k \geq 2} \frac{\|A\|^k}{(k-1)!} \int_0^\infty \lambda_{T_k+h} (f \lambda_u du)^{k-1} e^{-C_n f \lambda_u du} dh \]
\[ = \sum_{k \geq 2} \frac{\|A\|^k}{(k-1)!} \int_0^\infty v^{k-1} e^{-C_n v} dv = \sum_{k \geq 2} \frac{\|A\|^k}{C_n^k} = \frac{\|A\|^2}{C_n^2 - C_n \|A\|} = O\left( \frac{1}{C_n^2} \right). \]

Thus, \( \int_0^\infty e^{Af \lambda_u du} \mu_{T_k+h} e^{-f \mu_u du} dh = I + A \int_0^\infty \lambda_{T_k+h} e^{-f \mu_u du} dh + o\left( \frac{1}{C_n^2} \right) \), and taking expected value we have

\[ P(T_k, T_{k+1}) = I + AE(\int_0^\infty \lambda_{T_k+h} e^{-f \mu_u du} dh | \mathcal{F}_T) + o\left( \frac{1}{C_n} \right). \]

Finally we can conclude that

\[ \Pr(X_{T_{k+1}} = j | X_T = i, X_{T_k} \neq i) = \frac{\left[ I + AE(\int_0^\infty \lambda_{T_k+h} e^{-f \mu_u du} dh | \mathcal{F}_T) + o\left( \frac{1}{C_n^2} \right) \right]}{1 - \left[ I + AE(\int_0^\infty \lambda_{T_k+h} e^{-f \mu_u du} dh | \mathcal{F}_T) + o\left( \frac{1}{C_n^2} \right) \right]} \cdot \frac{A_{i,j}}{A_{i,i}}. \]

This completes the proof. \( \square \)
12 Separate Appendix (Not-for-Publication)
<table>
<thead>
<tr>
<th></th>
<th>k = 1</th>
<th>k = 2</th>
<th>k = 3</th>
<th>k = 4</th>
<th>k = 5</th>
<th>k = 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>0.2395</td>
<td>0.2394</td>
<td>0.2558</td>
<td>0.2557</td>
<td>0.2393</td>
<td>0.2392</td>
</tr>
<tr>
<td></td>
<td>0.2393</td>
<td>0.2392</td>
<td>0.2385</td>
<td>0.2381</td>
<td>0.2381</td>
<td>0.2224</td>
</tr>
<tr>
<td></td>
<td>0.2397</td>
<td>0.2396</td>
<td>0.2584</td>
<td>0.2583</td>
<td>0.2307</td>
<td>0.2210</td>
</tr>
<tr>
<td></td>
<td>0.1663</td>
<td>0.1664</td>
<td>0.1784</td>
<td>0.1785</td>
<td>0.1686</td>
<td>0.1652</td>
</tr>
<tr>
<td></td>
<td>0.1638</td>
<td>0.1638</td>
<td>0.1832</td>
<td>0.1832</td>
<td>0.1746</td>
<td>0.1644</td>
</tr>
<tr>
<td></td>
<td>0.1681</td>
<td>0.1681</td>
<td>0.1943</td>
<td>0.1944</td>
<td>0.1685</td>
<td>0.1823</td>
</tr>
<tr>
<td></td>
<td>0.3299</td>
<td>0.3295</td>
<td>0.3157</td>
<td>0.3155</td>
<td>0.2900</td>
<td>0.2882</td>
</tr>
<tr>
<td></td>
<td>0.2948</td>
<td>0.2948</td>
<td>0.3101</td>
<td>0.3102</td>
<td>0.2825</td>
<td>0.2826</td>
</tr>
<tr>
<td></td>
<td>0.2946</td>
<td>0.2945</td>
<td>0.2968</td>
<td>0.2967</td>
<td>0.2731</td>
<td>0.2731</td>
</tr>
<tr>
<td></td>
<td>0.2877</td>
<td>0.2877</td>
<td>0.3088</td>
<td>0.3088</td>
<td>0.2856</td>
<td>0.2857</td>
</tr>
<tr>
<td></td>
<td>0.2917</td>
<td>0.2917</td>
<td>0.2922</td>
<td>0.2921</td>
<td>0.2677</td>
<td>0.2677</td>
</tr>
<tr>
<td></td>
<td>0.2876</td>
<td>0.2876</td>
<td>0.2949</td>
<td>0.2949</td>
<td>0.2585</td>
<td>0.2585</td>
</tr>
<tr>
<td></td>
<td>0.6197</td>
<td>0.6196</td>
<td>0.6581</td>
<td>0.6579</td>
<td>0.6053</td>
<td>0.6051</td>
</tr>
<tr>
<td></td>
<td>0.6632</td>
<td>0.6632</td>
<td>0.6635</td>
<td>0.6635</td>
<td>0.6016</td>
<td>0.6017</td>
</tr>
<tr>
<td></td>
<td>0.6677</td>
<td>0.6676</td>
<td>0.6722</td>
<td>0.6722</td>
<td>0.6009</td>
<td>0.6009</td>
</tr>
<tr>
<td></td>
<td>0.5166</td>
<td>0.5173</td>
<td>0.5288</td>
<td>0.5288</td>
<td>0.5179</td>
<td>0.5177</td>
</tr>
<tr>
<td></td>
<td>0.5581</td>
<td>0.5584</td>
<td>0.5745</td>
<td>0.5746</td>
<td>0.5143</td>
<td>0.5141</td>
</tr>
<tr>
<td></td>
<td>0.5310</td>
<td>0.5312</td>
<td>0.5610</td>
<td>0.5612</td>
<td>0.4967</td>
<td>0.4968</td>
</tr>
<tr>
<td></td>
<td>0.4627</td>
<td>0.4629</td>
<td>0.5500</td>
<td>0.5501</td>
<td>0.5526</td>
<td>0.5528</td>
</tr>
<tr>
<td></td>
<td>0.4921</td>
<td>0.4922</td>
<td>0.5500</td>
<td>0.5501</td>
<td>0.5636</td>
<td>0.5638</td>
</tr>
<tr>
<td></td>
<td>0.4820</td>
<td>0.4822</td>
<td>0.5557</td>
<td>0.5557</td>
<td>0.5577</td>
<td>0.5577</td>
</tr>
<tr>
<td></td>
<td>0.4609</td>
<td>0.4612</td>
<td>0.4785</td>
<td>0.4785</td>
<td>0.4324</td>
<td>0.4322</td>
</tr>
<tr>
<td></td>
<td>0.4841</td>
<td>0.4842</td>
<td>0.4863</td>
<td>0.4865</td>
<td>0.4235</td>
<td>0.4237</td>
</tr>
<tr>
<td></td>
<td>0.4827</td>
<td>0.4829</td>
<td>0.4977</td>
<td>0.4978</td>
<td>0.4572</td>
<td>0.4574</td>
</tr>
<tr>
<td></td>
<td>0.2496</td>
<td>0.2496</td>
<td>0.2644</td>
<td>0.2645</td>
<td>0.2447</td>
<td>0.2448</td>
</tr>
<tr>
<td></td>
<td>0.2550</td>
<td>0.2551</td>
<td>0.2626</td>
<td>0.2626</td>
<td>0.2362</td>
<td>0.2362</td>
</tr>
<tr>
<td></td>
<td>0.1831</td>
<td>0.1831</td>
<td>0.1917</td>
<td>0.1916</td>
<td>0.1777</td>
<td>0.1777</td>
</tr>
<tr>
<td></td>
<td>0.1725</td>
<td>0.1724</td>
<td>0.1735</td>
<td>0.1735</td>
<td>0.1514</td>
<td>0.1514</td>
</tr>
<tr>
<td></td>
<td>0.1750</td>
<td>0.1751</td>
<td>0.1716</td>
<td>0.1716</td>
<td>0.1596</td>
<td>0.1596</td>
</tr>
</tbody>
</table>

Table continued on next page...
Table 6: A comparison of MC and MC\* for 21 trading days of high-frequency data, using six different orders for the Markov chain being estimator.
<table>
<thead>
<tr>
<th>Date</th>
<th>( k = 3 )</th>
<th>( k = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC</td>
<td>Delta</td>
<td>LogDelta</td>
</tr>
<tr>
<td>20070601</td>
<td><strong>0.239</strong></td>
<td>0.209 0.269</td>
</tr>
<tr>
<td>20070604</td>
<td><strong>0.169</strong></td>
<td>0.146 0.192</td>
</tr>
<tr>
<td>20070605</td>
<td><strong>0.290</strong></td>
<td>0.258 0.322</td>
</tr>
<tr>
<td>20070606</td>
<td><strong>0.286</strong></td>
<td>0.257 0.314</td>
</tr>
<tr>
<td>20070607</td>
<td><strong>0.605</strong></td>
<td>0.549 0.662</td>
</tr>
<tr>
<td>20070608</td>
<td><strong>0.518</strong></td>
<td>0.463 0.573</td>
</tr>
<tr>
<td>20070611</td>
<td><strong>0.258</strong></td>
<td>0.228 0.288</td>
</tr>
<tr>
<td>20070612</td>
<td><strong>0.553</strong></td>
<td>0.496 0.609</td>
</tr>
<tr>
<td>20070613</td>
<td><strong>0.432</strong></td>
<td>0.390 0.475</td>
</tr>
<tr>
<td>20070614</td>
<td><strong>0.245</strong></td>
<td>0.217 0.272</td>
</tr>
<tr>
<td>20070615</td>
<td><strong>0.178</strong></td>
<td>0.158 0.198</td>
</tr>
<tr>
<td>20070618</td>
<td><strong>0.146</strong></td>
<td>0.127 0.164</td>
</tr>
<tr>
<td>20070619</td>
<td><strong>0.215</strong></td>
<td>0.189 0.242</td>
</tr>
<tr>
<td>20070620</td>
<td><strong>0.429</strong></td>
<td>0.385 0.473</td>
</tr>
<tr>
<td>20070621</td>
<td><strong>0.656</strong></td>
<td>0.593 0.718</td>
</tr>
<tr>
<td>20070622</td>
<td><strong>0.761</strong></td>
<td>0.683 0.839</td>
</tr>
<tr>
<td>20070625</td>
<td><strong>0.769</strong></td>
<td>0.684 0.854</td>
</tr>
<tr>
<td>20070626</td>
<td><strong>0.745</strong></td>
<td>0.677 0.812</td>
</tr>
<tr>
<td>20070627</td>
<td><strong>0.565</strong></td>
<td>0.511 0.618</td>
</tr>
<tr>
<td>20070628</td>
<td><strong>0.646</strong></td>
<td>0.571 0.721</td>
</tr>
<tr>
<td>20070629</td>
<td><strong>0.706</strong></td>
<td>0.636 0.775</td>
</tr>
</tbody>
</table>

Table 7: A comparison of 95% confidence intervals for MC using three different methods: The \( \delta \)-method applied to MC and log(MC) and the bootstrap method, here computed with \( B = 5,000 \) resamples. We present results for \( k = 3 \) and \( k = 4 \). The point estimates are listed in bold font and the upper end of the 95% confidence intervals are identified by a gray background. We note that the three types of confidence intervals are very similar in all cases.