Abstract

In this paper, we implement and evaluate a one-sided communication-based distributed-memory sparse triangular solve (SpTRSV). SpTRSV is used in conjunction with Sparse LU to affect preconditioning in linear solvers. One-sided communication paradigms enjoy higher effective network bandwidth and lower synchronization costs compared to their two-sided counterparts. We use a passive target mode in one-sided communication to implement a synchronization-free task queue to manage the messaging between producer-consumer pairs. Whereas some numerical methods lend themselves to simple performance analysis, the DAG-based computational graph of SpTRSV demands we construct a critical path performance model in order to assess our observed performance relative to machine capabilities. In alignment with our model, our foMPI-based one-sided implementation of SpTRSV reduces communication time by $1.5 \times$ to $2.5 \times$ and improves SpTRSV solver performance by up to $2.4 \times$ compared to the SuperLU_DIST’s two-sided MPI implementation running on 64 to 4,096 processes on Cray supercomputers.

1 Introduction

The sparse triangular solve (SpTRSV) is an indispensable task in a wide range of applications from numerical simulation [1] to machine learning [2]. Walking through their long history that originates from the first numerical linear algebra developed by computer pioneers like John von Neumann, we see massive parallel methods and optimization efforts that involve hundreds or even thousands of contributors with immense coding efforts [3][11]. Along with the development process of these efforts, massive performance analysis is conducted by developers to guide the performance optimization.

With more scientific insights derived from software, the demand for ever finer-resolution problems calls for SpTRSV to use ever larger scales of parallelism. While the demands from the application side continue to grow, the memory capacity per node of HPC architectures has barely changed from Titan [12] to Sunway [13] with 32GB memory per node. The newly announced NO.1 supercomputer Summit [14] has 512GB per node, but it’s still insufficient to fit the whole application and its intermediate data within one node. Thus, as distributed-memory parallelism has become an essential component in scientific computing, communication has become a critical performance bottleneck for SpTRSV as well as other directed acyclic graph (DAG) based methods [15].

Parallel scalability of SpTRSV is increasingly expensive due to (1) the complex data dependencies and limited parallelism, and (2) high inter-node communication costs. In recent years, substantial efforts have focused on the distributed-memory parallelization of SpTRSV including efforts that focus on analyzing the matrix structure to exploit more parallelism [9]. Unfortunately, such approaches limit (strong) scaling. By restructuring the communication patterns to reduce the latency and balance the communication volume among processors, others have enabled scalability to 4000 processes [4]. Despite their effectiveness, inter-node communication time still dominates the total SpTRSV time. This makes the performance of parallel SpTRSV far from satisfactory.

As an attractive methodology to improve the communication efficiency, one-sided communication has started to gain popularity since modern interconnects offer remote direct memory access (RDMA) features. RDMA enables a process to directly access memory on remote processes without involvement of the activities at the remote side [16][18]. foMPI [19] is a fast, MPI-3.0 RDMA library interface on Cray systems. It uses distributed-memory application (DMAPP [20]) and XPMEM [21] for fast inter-node and intra-node one-sided communication. The light-weight asynchronous one-sided communication primitives enable a powerful programming model that provides a pathway to efficient DAG execution and accelerator-based exascale solvers thereby opening a new frontier for numerical methods in high-performance distributed computing.
Aligned with the advances in hardware and communication paradigms, performance modeling of SpTRSV is critical to assess potential performance gains in terms of machine capability. Modeling SpTRSV depends heavily on the structure of a given matrix and the underlying architecture. Whereas the roofline model [22] can effectively bound performance and identify bottlenecks for well-structured, load-balanced codes, it can only provide a very loose bound on performance for codes like SpTRSV. To that end, Wittmann et al. analyzed SpTRSV in the sparse direct solver package PARDISO [23] focusing on data transfers and floating point operations. This served as inputs for the Roofline to establish realistic bandwidth ceilings.

In this paper, we implement and evaluate a one-sided communication-based distributed-memory SpTRSV and construct a critical path performance model in order to assess our observed performance relative to machine capabilities. We (1) exploit the higher effective network bandwidth and lower synchronization costs of one-sided communication paradigms, and use a passive target mode in one-sided communication to implement a synchronization-free task queue to manage the messaging between producer-consumer pairs within the DAG. This task queue mechanism can support any DAG execution; (2) construct a critical path performance model in order to assess our observed performance relative to machine capabilities and drive future code optimization; (3) reduce SpTRSV communication time by up to 2.5× compared to the Cray MPI two-sided implementation through the use of foMPI one-sided communication, and (4) integrate our foMPI one-sided implementation of SpTRSV into SuperLU_DIST and attain up to 2.4× SpTRSV speedup from a scale of 64 to 4,096 processes on Cray supercomputers.

2 Related Work

Exploring high performance of SpTRSV is becoming ever more crucial in the multi- and many-core era. Most existing parallel triangular solvers focus on optimizing the on-node performance on various parallel architectures [3] [5] [8] [10] [11]. Due to the complex data dependencies in SpTRSV, algorithm optimization has been mainly based on the level-set methods and color-set methods for various parallel architectures. Additionally, there is research focused on optimizing the block structure [9], or analyzing nonzero layout and selecting the best sparse kernels by using machine learning and deep learning methods [24] [26].

Despite their effectiveness on a single node, we can still see that the high inter-node communication costs associated with these techniques limit their performance. Totoni et al. [27] propose a non-blocked triangular solver using a 1D process layout with improved computation load balance. A 2D cyclic process layout is used to further improve the computation load balance for triangular solves [28] [29], and an asynchronous binary-tree is proposed to reduce the communication latency [3]. Raghavan et al. [30] computes inverse of the triangular matrices as a sequence of matrix factors to replace substitution steps via more efficient distributed matrix-vector multiplications. Venkat et al. [31] [32] developed several techniques that automatically generate wavefront parallelization of sparse matrix computations with faster level-set scheduling being one of the key targets of their research.

Our baseline is a two-sided SPTRSV implementation that uses a supernodal DAG [33] to express the computation dependency. However, whereas previous work leveraged highly-synchronized two-sided MPI communication, we use a passive target mode in one-sided communication to implement a synchronization-free task queue to manage the messaging between producer-consumer pairs within the DAG. To validate the proposed method, we construct a critical path performance model in order to assess our observed performance relative to machine capabilities.

3 Parallel Triangular Solvers

SpTRSV computes a solution vector \( x \) for an \( n \times n \) linear system \( Lx = b \) where \( L \) is a lower triangular matrix, and \( b \) is a \( n \times k \) right-hand side (RHS) matrix or vector (\( k = 1 \)). For a sparse matrix \( L \), the computation of \( x_i \) needs some or all of the previous solution rows \( x_j, j < i \), depending on the sparsity pattern of the \( i \)th row of \( L \). This computation dependency can be precisely expressed by a DAG. In SuperLU_DIST [4], a supernodal DAG [33] is used. For a lower triangular matrix \( L \), a supernode is a set of consecutive columns of \( L \) with the triangular block just below the diagonal being full, and the same nonzero structure below the triangular block. After a supernode partition is obtained along the columns of \( L \), we apply the same partition row-wise to obtain a 2D block partitioning. The nonzero block pattern defines the supernodal DAG. We assume \( b(K) \) and \( x(K) \) represent the subvector associated with supernode \( K \). \( L(I, K) \) denotes the nonzero submatrix corresponding to supernodes \( I \) and \( K \). Thus, the solution of subvector \( x(K) \) can be computed as Eq. (3.1).

\[
(3.1) \quad x(K) = L(K, K)^{-1} \left( b(K) - \sum_{I=1}^{K-1} L(K, I) \cdot x(I) \right)
\]

---

We use lower triangular matrix to formulate the problem in the paper. Note that the proposed methodology can be easily ported to solve an upper triangular system \( Ux = b \).
SuperLU_DIST partitions the matrix \( L \) among multiple processes using a 2D block cyclic layout. Each process is in charge of a subset of solution subvectors \( x(K) \). The solution of these subvectors and partial summation results need communication during the solve phase. Figure 1 describes the data flow of a sparse triangular solve using a 3 \( \times \) 3 process decomposition. Processes that assigned to the diagonal blocks (diagonal processes) compute the corresponding blocks of \( x \) components. Within one block column, the process owning \( x(I) \) sends \( x(I) \) to the process of \( L(K, I) \) as No. 1 in Figure 1. After receiving the required \( x(I) \) entries, each process computes its local summation. Within one row, the local sums are sent to the diagonal processes which performs the inversion (No. 2 in Figure 1). An asynchronous binary-tree is used to perform the column broadcast and row reduction to reduce the communication latency via MPI_Send/MPI_Recv. The binary tree is built in the setup phase that is executed once for multiple solves. A broadcast tree per supernode column \( K \) is built for the processes participating in the column broadcast. Similarly, one reduction tree is built per supernode row \( I \) within the processes participating the row reduction. Note that each process in a tree only keeps track of its parent and children.

Table 1 shows that despite all of SuperLU’s optimizations, communication still dominates the solve time — at 1024 processes, communication takes over 90% of the time. The communication fraction is calculated as total communication time divided by total solve time.

4 Experiment Setup

Throughout this paper, we conduct the experiments on the Cray XC40 system with two different kinds of nodes: (1) “Cori Haswell” system at NERSC, and (2) “Cori KNL” system at NERSC. Cori Haswell is a Cray XC40 system and consists of 2,388 dual-socket nodes with Intel Xeon E5-2698v3 processors with 16 cores per socket. Each node runs at 2.3 GHz and is equipped with 128GB of DDR4 memory at 2133MHz. The nodes are connected through the Cray Aries Dragonfly interconnect [34]. Cori KNL is on the same Cray Aries high speed inter-node network and consists of 9,688 nodes. Each Cori KNL node is a single-socket Intel Xeon Phi 7250 processor with 68 cores per node running at 1.4 GHz. All experiments in the paper use one thread per MPI process. We use 32 processes per node on Cori Haswell and 64 processes per node on Cori KNL. On both Cori Haswell and Cori KNL, we use the Intel Compiler version 18.0.2 with -Ofast, uGNI version 6.0.14, DMAPP 7.1.1, and XPMEM 2.2.15.

Table 2 presents the key facets of the matrices used in this paper. These matrices have also been used in various computational research [35–38]. Matrix A30 is generated from M3D-C1, a fusion simulation code used for magnetohydrodynamics modeling of plasma [36]. All other matrices are publicly available through the SuiteSparse Matrix Collection [39]. The selected matrices cover a wide range of matrix properties (i.e., matrix size, sparsity structure, the number of level-sets and application domain). The matrices are first factorized via SuperLU_DIST with METIS ordering for fill-in reduction [40]. The resultant lower triangular matrices are used with the proposed one-sided implementation.

5 Task Queues Using One-sided Communication

For SpTRSV, it is well-known that avoiding synchronization is important in attaining high performance. Moreover, such asynchronous communication patterns require a great deal of effort to manage producer-consumer pairings. The producer-consumer communications require two basic semantics: (1) data transmission and (2) “handshaking”. Both semantics are provided by the receiver. However, for many algorithms like SpTRSV, the additional network transactions (“handshaking”) from the consumers are not needed. To that end, we exploit one-sided communica-
Table 2: Test matrices. \( nnb \) is number of nonzero-blocks after factorization. Parallelism=\( nnb/\text{levels} \).

<table>
<thead>
<tr>
<th>Matrix</th>
<th>nnz in L</th>
<th>nnb</th>
<th>levels</th>
<th>avg. parallelism</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>chipcool0</td>
<td>4,051,030</td>
<td>22,068</td>
<td>43</td>
<td>513</td>
<td>Model Reduction Problem</td>
</tr>
<tr>
<td>A30</td>
<td>6,880,248</td>
<td>11,414</td>
<td>54</td>
<td>211</td>
<td>Magneto-hydrodynamics</td>
</tr>
<tr>
<td>g7jac160</td>
<td>9,297,606</td>
<td>403,144</td>
<td>3</td>
<td>134,381</td>
<td>Economic Problem</td>
</tr>
<tr>
<td>copter2</td>
<td>16,402,818</td>
<td>172,502</td>
<td>93</td>
<td>1,854</td>
<td>Computational Fluid Dynamics Problem</td>
</tr>
<tr>
<td>gas_sensorn</td>
<td>22,802,879</td>
<td>40,409</td>
<td>59</td>
<td>684</td>
<td>Model Reduction Problem</td>
</tr>
<tr>
<td>shipsec1</td>
<td>38,252,451</td>
<td>78,548</td>
<td>8</td>
<td>9,818</td>
<td>Structural Problem</td>
</tr>
</tbody>
</table>

One-sided MPI offers two synchronization modes: the active target mode and passive target mode [41]. The active mode requires four MPI operations per message: MPI\_Win\_post and MPI\_Win\_wait from the consumer, MPI\_Win\_start and MPI\_Win\_complete from the producer. In the passive target mode, only producers are involved in message transfers. There are two kinds of passive target mode: using locks or no lock. Using locks means that other processes can not access the exposed RMA buffer before unlock. No lock means that all processes can access the RMA buffer at any time. As a consequence, the active target mode has at least four times as many MPI operations as the passive target mode. Furthermore, in the passive target mode, using locks has at least twice as many MPI operations as no lock.

Due to the frequent and asynchronous messages in one solve, we use a passive target mode with no lock (MPI\_Win\_lock\_all and MPI\_Win\_unlock\_all) at the beginning and ending of one solve for each block column and each block row. All the enqueue operations and dequeue operations in one block column (or block row) are performed within a pair of MPI\_Win\_lock\_all and MPI\_Win\_unlock\_all. Therefore, we avoid the extra synchronization overhead compared to both passive target mode using locks and the active target mode.

For each message, we focus on two kinds of one-sided communication: MPI\_Put and MPI\_Accumulate with MPI\_Sum. These two operations are supported by both the Cray MPI [42, 43] and foMPI [19] implementations. Each task queue is allocated once using MPI\_Win\_create which exposes the local memory to RMA operations by other processes in a communicator. The resultant task queue is reused on multiple solves.

Figure 2 shows the computational structure for solving a lower triangular system when using a \( 3 \times 3 \) process decomposition. Process numbers are marked with colors, and the number in each circle is the block number. The dashed arrows represent the enqueue operation among different processes. Recall that there are two kinds of communication in SpTRSV: block column broadcasts and block row reductions. Processes participating in the block column broadcast send the corresponding components of the solution vector (\( x_i \)) to their children. Processes participating in the block row reduction send the corresponding partial sum (\( lsum_i \)) to the diagonal process. Reflecting these two communication patterns, we create two task queues for each process: a broadcast task queue (BTq) and a reduction task queue (RTq) to enqueue the ready tasks from block column broadcasts and block row reductions. We allocate the task queues of each process before entering the solving phase bounding the size of the task queue (TqS) according to the block size and process decomposition as Eq. (5.2) shows. The TqS is a function of the number of processes along block columns/rows (\( P_x/P_y \)) and the message count of the processes in each block column/row. In Eq. (5.2), \( C_i \) is the received number of tasks from process \( i \) and \( mz \) is the maximum size of an individual message.
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(5.2) \[ TqS = \begin{cases} \sum_{i=0}^{P_y} C_i \cdot mz, & \text{if BTq} \\ \sum_{i=0}^{P_x} C_i \cdot mz, & \text{if RTq} \end{cases} \]

Let us consider how BTq and RTq operate in the context of Figure 2. We commence solving the lower triangular system with the diagonal blocks (block 0,1 in Figure 2) that have no non-zero blocks within the same block row. We then enqueue the corresponding \( x \) components to the BTq of its children, e.g. 1 \( \rightarrow \) 2 and 1 \( \rightarrow \) 14. When it comes to row reductions, we enqueue the corresponding partial sum \( lsum \) to the diagonal process within the same block row, e.g. 2 \( \rightarrow \) 3, 7 \( \rightarrow \) 9 and 8 \( \rightarrow \) 9. Once each process fetches a new task from the task queue, the process will check whether it has children in the binary communication tree that was built in the setup phase. If it has children in BTq, the process will send the \( x \) components first and then begin local computation, e.g. process 0 (owns block 5) will enqueue its \( x \) components to process 3 (owns block 8) and process 6 (owns block 10), and then begins to compute block 5. When a process has more than one task in the BTq such as process 4 in Figure 2 process 4 will compute the leaf node block 1 first, and then send corresponding \( x \) components to process 7 (owns block 2). After that, process 4 begins to compute block 6. If it has children in the RTq, the process will send the corresponding partial sum \( lsum \) to its parent after the local computation completes.

Without two-sided MPI’s “handshaking” between the producer-consumer pairs, we provide two methods, \( EnQueue_{\text{payload}} \) and \( EnQueue_{\text{counter}} \), for the consumers to ensure data arrival completion. Figure 3 illustrates the task queue design for block column broadcasts using a \( 3 \times 3 \) process layout as an example. We split the global communicator into three sub-communicators. In each sub-communicator, processes will perform broadcasts within block columns with each process maintaining a broadcast task queue. The tasks from different producers have different offsets in the task queue. We compute these offsets according to the dependency graph in the setup phase. Reduction task queues within block rows use the same idea.

In the case of \( EnQueue_{\text{counter}} \), we keep counters for each producer. The value of the counter \( N_i \) indicates the total number of enqueued tasks for process \( i \) as Figure 2 shows. The size of the task queues using \( EnQueue_{\text{counter}} \) (Eq. (5.3)) needs an additional \( \sqrt{P} \) words for the counter compared to Eq. (5.2) when using a 2D process decomposition. Once the producer sends a message, it then performs an atomic read-modify-write operation that is implemented by \( MPI_{\text{Accumulate}} \) with \( MPI_{\text{Sum}} \). This atomic read-modify-write operation increases the counter of the corresponding task queue by one each time. We also track the number of dequeued tasks. Thus, the difference of these two values is the number of tasks that can be solved in the current queue. When \( N_i \) equals to \( C_i \), it indicates that the consumer has received all tasks from process \( i \).

(5.3) \[ TqS = \begin{cases} \sum_{i=0}^{P_y} (P_y + C_i \cdot mz), & \text{if BTq} \\ \sum_{i=0}^{P_x} (P_x + C_i \cdot mz), & \text{if RTq} \end{cases} \]

In the case of \( EnQueue_{\text{payload}} \), since each individual message may be split into packets for out-of-order transmission and certainly not delivered atomically, we employ a checksum [44] to determine when the data for each individual message has completely arrived. The checksum is a function of the summation of the block number and the corresponding components of \( x \) (or partial summation) in each message in BTq (or RTq). Once a message arrives, the consumer will conduct a checksum for the received task. If the checksum equals the payload at the end of this received task, the consumer deems that all data has arrived. The consumer spins until the checksum succeeds (data from the sender is RDMA’d). The TqS for the \( EnQueue_{\text{payload}} \) (Eq. (5.4)) needs an extra \( \sum C_i \) words compared to Eq. (5.2).

(5.4) \[ TqS = \begin{cases} \sum_{i=0}^{P_y} C_i \cdot mz + 1, & \text{if BTq} \\ \sum_{i=0}^{P_x} C_i \cdot mz + 1, & \text{if RTq} \end{cases} \]

6 SpTRSV Performance Model

We constructed a performance model (Algorithm 1) in order to understand SpTRSV performance and quantify the potential performance benefits without running the SpTRSV code. The challenge lies in how to abstract
that goes through every level. The initial critical path way, the initial critical path of the matrix is the path 
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the code behavior to characterize the performance features for such a complicated asynchronous code. To address this, we first conduct a critical path analysis. We then model the computation time and communication time separately based on the critical path.

Critical path analysis: The critical path analysis follows the task dependency graph of the sparse matrix based on the well-known level-set method [43,46] using a breadth-first search [17]. The critical path analysis has two phases: (1) find the initial critical path according to the task dependencies, and (2) refine the critical path in (1) according to the process decomposition.

Figure 4a shows the initial critical path of an 8×8 sparse lower triangular matrix based on the level-set method. The numbers represent the non-zero block number. We first find the task dependency of the matrix, and then group the blocks that can be solved in parallel. Thus, blocks in the same level (Li) in Figure 4a can be solved concurrently. In this way, the initial critical path of the matrix is the path that goes through every level. The initial critical path is 0 → 4 → 5 → 10 → 11 → 12 → 13 → 15 → 16.

The next step in our performance modeling is to refine the critical path according to the process decomposition. The refined critical path could become longer due to limited resources. When a process owns multiple blocks in a level, timing is adjusted to reflect intra-process serialized execution of blocks as Figure 4b shows. Here we use the timing from the process who has the maximum number of blocks to represent the computation run time within a level. For example, the time cost of level 1 (L1 in Figure 4b) depends on block 4 and block 14 since these two blocks need to be executed sequentially in process 0. The time cost of level 3 depends on block 7 and block 8 since these two blocks are assigned to process 1 while process 0 has only one block. So the refined critical path using a 2×1 process decomposition has 11 blocks: 0 → 4, 14 → 5 → 7, 8 → 11 → 12 → 13 → 15 → 16. Similarly, in Figure 4c we use block 2 and block 6 (from process 1) to replace block 4 from process 3 in the initial critical path. Thus, the refined critical path using a 2×2 process decomposition (10 blocks) is 0 → 2, 6 → 5 → 10 → 11 → 12 → 13 → 15 → 16. With more processes being used, the length of the refined critical path using a 2×2 process decomposition is reduced by one compared to the refined critical path using a 2×1 process decomposition. Following this idea, we conduct the critical path analysis according to the matrix pattern and critical path refinement according to the process decomposition.

Modeling computation: We modeled the computation time using a lower bound (LB, line 4 in Algorithm 1) and an upper bound (UB, line 6 in Algorithm 1). The real run time lies in between this range. The closer to the lower bound, the better the task placement the current code achieves. Both UB and LB are bandwidth-constrained models. We use a fixed peak memory bandwidth per process (BW_mem) in the model to estimate the maximum number of processes the code can be scaled to. For each block, its computation time is modeled using total data movement (Bytes) divided by the BW_mem. The UB is modeled by accumulating the computation time of blocks on the critical path. Note that the LB is the maximum time among all processes. The LB is never a better estimate compared to the perfect parallelization because perfect parallelization is a simple, highly-optimistic linear scaling estimate from a sequential implementation that ignores any potential load imbalance, communications, or critical path dependencies.

Modeling communication: The communication time of a lower triangular matrix is modeled using the in-degree (#in) and out-degree (#out) of the diagonal blocks (#row = #col) on the critical path (line 7,13 in Algorithm 1). Here we count the #in and #out according to the process decomposition. No communication is needed if the blocks are assigned to the same process with the diagonal block. The #out refers to the number of messages this diagonal block will send to the others when performing block column broadcast. Each message has a size of the width of block column i (wi). The latency of multiple sends can be overlapped because all the messages are coming from the same producer. Let’s assume there are P processes partici-
Algorithm 1 Performance modeling SpTRSV

Model inputs: \( w_i \): width of block \( i \)
\( h_i \): height of block \( i \)
\( BW_{mem} \): peak memory bandwidth per process
(words/second)
\( BW_{net} \): inter-node network bandwidth
(words/second)
\( L_{net} \): inter-node network latency
\( P \): number of processes
Model outputs: \( LB \): Computation lower bound
\( UB \): Computation upper bound
\( COMM \): Communication time

1: procedure modeling
2: Analyze the critical path \( C \)
3: Count \( \#in \) and \( \#out \) of diagonal blocks
4: \( LB = \max(\sum \frac{w_i h_i}{BW_{mem}} \mid \text{blocks, } i \in P), 0 \leq i < P \)
5: while \( \text{block}([\text{row}, \text{col}]) \in C \) do
6: \( UB += \frac{w_i h_i}{BW_{mem}} \)
7: if \( \text{block}([\text{row}, \text{col}]) \) is a diagonal block then
8: if Binary-tree then
9: \( COMM += \log_2(\#in) \cdot \left( L_{net} + \frac{\text{roundup}(h_i, 2)}{BW_{net}} \right) \)
10: else
11: \( COMM += \#in \cdot \left( L_{net} + \frac{\text{roundup}(h_i, 2)}{BW_{net}} \right) \)
12: end if
13: end if
14: end while
15: end procedure

7 Performance and Analysis

In this section, we first illustrate how to use the proposed performance model to conduct performance analysis including the computation/communication time and the performance impact with different process decompositions. We then show the performance improvement of our one-sided implementation on Cori KNL and Cori Haswell.

7.1 Understanding the run time. Model-based performance analysis is critical to assess potential performance gains in terms of machine capability. In this section, we first demonstrate how we extract the model parameters. In order to affect a concise, yet detailed performance analysis of computation and communication time, we visualize the results of our critical path performance model and apply it to two representative matrices: \( A30 \) and \( g7jac160 \). The two selected matrices have different features (Table 2): e.g., number of non-zero blocks, number of levels, and number of parallelisms, which can cover a wide range of matrix properties.

Extracting model parameters: We evaluate four different implementations of SpTRSV:

- Cray’s two-sided MPI: MPI_Send and MPI_Recv
- Cray’s one-sided MPI: MPI_Put
- foMPI (Enqueue_payload): foMPI_Put
- foMPI (Enqueue_counter): foMPI_Accumulate with foMPI_Sum

Note, Cray’s two-sided MPI implementation is highly-optimized for the Aries network, is considered a gold-standard, and is the default at NERSC. It thus provides an exceptionally challenging baseline and forms the basis for our comparisons to foMPI in the rest of the paper.

The network parameters \( (BW_{net}, L_{net}) \) integral to our performance model are measured using a round-trip ping-pong within any two of the total processes. Figure 5 shows the results on Cori KNL using 16 nodes. The \( BW_{net} \) and \( L_{net} \) used in our model are averaged across multiple ping-pongs among all pairs of multiple nodes. The foMPI(Enqueue_payload) implementation achieves up to 3× and 8× speedup compared to the Cray MPI two-sided and Cray MPI one-sided implementations respectively.

The implementation with foMPI (Enqueue_counter) does not achieve better performance due to (1) the doubling of message counts (for each message the producer sends one message containing data and the other message with a counter), and (2) the reduced performance of the atomic read-modify-write operation via foMPI_Accumulate together with foMPI_Sum.

Figure 5: Microbenchmark showing \( BW_{net} \) on 16 Cori KNL nodes. The tan stripe highlights the typical message size in SpTRSV of 64 bytes to 256 bytes. Observe the substantial potential of foMPI over two-sided MPI for these sizes.
Table 3: Communication time (ms) of matrix A30 and g7jac160 on Cori KNL as a function of core concurrency and three implementations. Note that implementation of foMPI Enqueue counter has a low performance due to the atomic read-modify-write operation via MPI_Accumulate with MPI_Sum. Speedup (S) equals to the two-sided modeled/measured time divided by modeled (M)/measured (R) time of the other two implementations.

<table>
<thead>
<tr>
<th></th>
<th>A30</th>
<th>g7jac160</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>256</td>
<td>1024</td>
</tr>
<tr>
<td>Cray MPI</td>
<td>9.9</td>
<td>8.1</td>
</tr>
<tr>
<td>two-sided</td>
<td>9.2</td>
<td>7.1</td>
</tr>
<tr>
<td>foMPI</td>
<td>3.6</td>
<td>2.9</td>
</tr>
<tr>
<td>one-sided</td>
<td>3.2</td>
<td>3.4</td>
</tr>
<tr>
<td>with</td>
<td></td>
<td></td>
</tr>
<tr>
<td>payload</td>
<td>2.7 (\times)</td>
<td>2.7 (\times)</td>
</tr>
<tr>
<td>counter</td>
<td>2.2 (\times)</td>
<td>2.0 (\times)</td>
</tr>
</tbody>
</table>

Figure 6: Computation upper and lower bounds for matrix A30. The gap between the modeled lower bound and the measured data indicates the potential performance benefit from further optimizations that improve task placement.

**Computation:** Figure 6 shows the modeled upper bound and the lower bound of matrix A30. The measured data is close to the upper bound at first and then the gap with the upper bound becomes large. This reflects the fact that our implementation assigns blocks with smaller block row number higher execution priority. Thus, at low concurrency, each process has less idle time. This optimization will not shorten the critical path but will reduce the dependencies from critical path refinement, and will improve load balance. The gap between the modeled lower bound and the measured data indicates the potential performance benefit from further optimization that improve task placement. We can see there is a large gap between the modeled lower bound and perfect parallelization. Recall that perfect parallelization is a simple, highly-optimistic linear scaling estimate from a sequential implementation that ignores any potential load imbalance, communication, or critical path dependencies. As such, our model’s lower bound provides more realistic best case than the unrealistic perfect parallelization.

**Communication:** Table 3 shows the modeling results of matrix A30 and matrix g7jac160 using three different implementations: (1) Cray’s two-sided MPI, (2) foMPI (Enqueue(payload)), and (3) foMPI (Enqueue(counter)). The speedup is calculated by using the two-sided modeled/measured time divided by modeled/measured time of the other two implementations. The measured speedup of foMPI (Enqueue(payload)) is less than the modeled ones due to the overhead to check the data complete arrival.

As we discussed in Algorithm 1, we can determine that a smaller number of dependent diagonal blocks on the critical path leads to less communication time. Figure 7 is a visualization of the critical path of matrix A30 using 256(left) and 4096(right) processes. In essence, this is a sparsity plot of the matrix wherein grey points represent non-zero blocks, the blue line is the critical path using 256 processes, and dependent blocks are marked with orange dots according to the critical path refinement. Thus, all diagonal blocks (\#in and \#out) on the critical path contribute to the total communication time. When comparing Figure 7(left) and (right), both the number of off-diagonal blocks and diagonal blocks decrease as the number of processes increases. This indicates both computation time and communication time scale. We can use the model to estimate how total solve time scales. Assume that we use a 2D square process decomposition with three parallel decompositions: 8×8, 10×10, and 12×12. The corresponding numbers of blocks as observed on their critical paths are 192, 115, and 85 respectively. That is to say the total solve time can scale with √P. Moreover, the number of diagonal blocks are 125, 77, and 82 respectively which indicates that reductions in run time are derived from both improvements in communication computation from 256 to 1024 processes. However, from 1024 to 4096 processes, communication time increases. Nevertheless, there is still a performance benefit from 1024 to 4096 processes due to reductions in computation time.

### 7.2 Understanding the process decomposition.

An optimal process decomposition can achieve a faster solve time. In this section, we show how performance differentiates across varying process decompositions using two matrices with extreme sparsity patterns: a dense lower triangular matrix and a bi-diagonal lower triangular matrix. Note that the optimal process decomposition for a general sparse matrix depends heavily on the matrix size, pattern, and the architecture. We consider 2D square and 1D process decompositions here, but other irregular or adaptive decompositions can also be analyzed with the proposed performance model.

For the dense lower triangular matrix (Figure 8), we can still see the computation time and total solve time scale while the communication time does not. As for the bi-diagonal...
lower triangular matrix (Figure 10), both computation time and communication time do not scale. We use $m \times n$ to represent the 2D process decomposition, where $m$ is the number of processes in each block column. The dense lower triangular matrix is of size $1200 \times 1200$ stored in sparse format where each non-zero block is of size $1 \times 1$. Figure 9 shows the scalability as a function of process decomposition. The communication time does not scale because all the diagonal blocks and sub-diagonal blocks are on the critical path. The total solve time scales due to the increasing computation parallelism from the off-diagonal blocks.

We illustrate these effects by examining a small ($16 \times 16$ where each non-zero block is of size $1 \times 1$) dense matrix. Figure 9a shows the critical path of the small dense matrix with different process decompositions. We can see that all the diagonal blocks and sub-diagonal blocks are on the critical path regardless of process decomposition. The communication time using the $1 \times P$ process decomposition is larger than the $P \times 1$ process decomposition and the $\sqrt{P} \times \sqrt{P}$ process decomposition because the block row reduction for the diagonal processes serializes all incoming data. The total #in of all diagonal blocks using the $1 \times 9$ process decomposition is $2.2 \times$ larger than the one using the $1 \times 4$ process decomposition. Similarly, the $P \times 1$ process decomposition will not scale either. The difference is that the total network latency of the $1 \times P$ process decomposition is $P \times$ larger than the $P \times 1$ process decomposition. So the performance of the $P \times 1$ process decomposition is better than the $1 \times P$ process decomposition. The $3 \times 3$ process decomposition in Figure 9b shows fewer dependencies of off-diagonal blocks on the critical path, but its row reduction cost makes it slower than the $P \times 1$ process decomposition.

Figure 10 shows the scaling performance of a bi-diagonal matrix of $1000 \times 1000$ non-zeros where each non-zero block is of size $1 \times 1$. The communication time does not scale because all blocks of the matrix are on the critical path. Unlike the dense lower triangular matrix, the total solve time for the communication time using the $1 \times P$ process decomposition is larger than the $P \times 1$ process decomposition and the $\sqrt{P} \times \sqrt{P}$ process decomposition because the block row reduction for the diagonal processes serializes all incoming data. The total #in of all diagonal blocks using the $1 \times 9$ process decomposition is $2.2 \times$ larger than the one using the $1 \times 4$ process decomposition. Similarly, the $P \times 1$ process decomposition will not scale either. The difference is that the total network latency of the $1 \times P$ process decomposition is $P \times$ larger than the $P \times 1$ process decomposition. So the performance of the $P \times 1$ process decomposition is better than the $1 \times P$ process decomposition. The $3 \times 3$ process decomposition in Figure 9b shows fewer dependencies of off-diagonal blocks on the critical path, but its row reduction cost makes it slower than the $P \times 1$ process decomposition.
matrix does not scale either since there are no off-diagonal blocks in the matrix. That is, all the blocks in the matrix have to be executed sequentially. The performance of the $\sqrt{P} \times \sqrt{P}$ process decomposition is worse than the other two since the message count of the $\sqrt{P} \times \sqrt{P}$ process decomposition equals the sum of the number of block columns and the number of block rows. The message counts of the $1 \times P$ process decomposition and the $P \times 1$ process decomposition equal the number of block columns and block rows, respectively.

Figure 11 presents the critical path of a small bi-diagonal ($8 \times 8$ blocks). Once again, the critical path using different process decomposition is the same as the original matrix. In the example in Figure 11, the total message count of the $\sqrt{P} \times \sqrt{P}$ process decomposition is $2 \times$ larger than the one using $1 \times P$ (or $P \times 1$) process decomposition. To be more specific, the communication time with the $\sqrt{P} \times \sqrt{P}$ process decomposition equals to the sum of the communication time using $1 \times P$ process decomposition plus the communication time using $P \times 1$ process decomposition.

7.3 Overall Performance. Figure 12 shows the overall performance on Cori KNL. Our one-sided SpTRSV implementation using foMPI (enqueue payload) reduces communication time by $1.5 \times$ to $2.5 \times$ and attains a speedup of up to $2.4 \times$ on 256 to 4,096 processes compared against SuperLU_DIST’s two-sided implementation. Recall that microbenchmarks showed that Cray’s MPI one-sided is $8 \times$ slower than foMPI (and thus slower than Cray’s high-quality two-sided implementation). As such, we do not include Cray’s MPI one-sided in this discussion. Figure 13 presents performance on Cori Haswell where our one-sided SpTRSV implementation reduces communication time by $1.5 \times$ to $2.5 \times$ and improves SpTRSV performance by up to $2.3 \times$ on 64 to 1,024 processes. Note, the communication time in the figures contains both the one-sided MPI time and the checksum time used to verify data arrival. The total run time speedup is lower than the speedup from the model due to the computation cost. The one-sided implementation of task queues outperforms the two-sided producer-consumer implementation without too much coding effort ($3,500$ LOCs at software level).

8 Conclusions and Future Work

The low arithmetic intensity, complex data dependencies, and high inter-node communication present immense performance impediments for SpTRSV at high concurrency. In this work, we use foMPI one-sided communication to implement a synchronization-free task queue to manage the messaging between producer-consumer pairs in SpTRSV. We construct a critical path performance model in order to assess our observed performance relative to machine capabilities. The performance model takes the matrix sparsity, process layouts, network bandwidth/latency and memory bandwidth into account to validate the SpTRSV solve time. In alignment with our model, from a scale of 64 to 4,096 processes, our foMPI-based one-sided implementation of SpTRSV reduces communication time by $1.5 \times$ to $2.5 \times$ and improves SpTRSV performance by up to $2.4 \times$ when compared to SuperLU_DIST’s implementation using Cray’s optimized two-sided MPI.

It is worth noting that even though our work is conducted on manycore architectures, we believe that our proposed method can bring insightful experience for DAG-based computations on emerging accelerated architectures. To that end, in the future, we will extend our one-sided task queue methodology and evaluate other one-sided PGAS models like OpenSHMEM [17]. We will assess the efficacy
of generalizing and encapsulating our work into a one-sided task queue library to facilitate high-performance distributed memory DAG computations.
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