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Abstract

The dependence of the ®rst stage H+ plasmaspheric re®lling density on various parameters is examined using a
kinetic transport model. The ®rst stage of re®lling is de®ned as the time for the source cone to reach a quasi-steady-
state level. Three in¯uencing factors are examined in detail. The ®rst two factors are actually studying numerical
in¯uences of physical phenomena. That is, the method of including these processes in the calculation is varied to

determine the importance of calculational rigor. The two processes of interest are self-collisional feedback and the
ambipolar electric ®eld. The third in¯uencing factor to be examined is the e�ect of coexistent energetic populations
of the re®lling rate. It is found that the results greatly depend on the method of incorporating self-collisions into the

model, as the scattering and loss processes of the low-energy proton population interacting with itself has a
signi®cant in¯uence on the early stage density. This interaction is particularly strong in the low-altitude region
where the densities are high enough to substantially alter the distribution function. It is also found that the

ambipolar electric ®eld is the dominant force term, increasing the densities in the plasmasphere by accelerating the
particles through the low-altitude scattering zone. The hot populations are found to have only a minor in¯uence
near the equatorial region, where they slow the H+ streams down and cause the density to slightly increase. The
e�ects of hot ions are more pronounced in the streaming velocity and the temperature anistropy, but still con®ned

to the equatorial region. 7 2000 Elsevier Science Ltd. All rights reserved.
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1. Introduction

In the outer region of the plasmasphere, the cold ion

populations are often not in an isotropic equilibrium

state. This region is often depleted of its plasmaspheric

material during geomagnetic disturbances, and sub-
sequently re®lled upon a return to quiet activity levels

(e.g., Carpenter, 1966; Angerami and Carpenter, 1966;
Carpenter et al., 1969). This re®lling begins with ion
streams from the ionospheres. These particles undergo

pitch angle focusing as they move along the ®eld lines,
and thus this population has a source cone velocity
space distribution function. This distribution is far

from a Maxwellian (Singh, 1988), and its transition to
an isotropic Maxwellian is less than fully understood.
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Additionally, the density of this source cone popu-

lation plays a crucial role in the re®lling rate, as the
amount of scattering into the trapped zone is depen-
dent on the density of the scattering targets (the

streaming ions themselves). It is, therefore, necessary
to understand the nature of the early stages of the
plasmaspheric re®lling process in order to predict the

development of the later stages. Of particular interest
is the ®rst stage of re®lling, that is, the initial ¯ow of

particles from the ionospheres through the magneto-
sphere until the source cone reaches a quasi-steady-
state level. The characteristics at this time de®ne the

initial long-term rate of re®lling into the trapped zone.
De®ning the density in the source cone is not a

straightforward collisionless mapping of the iono-
spheric input ¯ux along the ®eld line. Because these
particles have low energies (less than or equal to a few

electron volts), they (1) readily scatter with themselves
and other particles, (2) are in¯uenced by even the
slightest parallel electric ®elds, and (3) can interact

with low-frequency plasma waves. The e�ects of these
processes on plasmaspheric re®lling have been exam-

ined in many modeling e�orts (see reviews by Singh
and Horwitz, 1992; Singh et al., 1994; Carpenter and
Lemaire, 1997), but conclusive determinations of some

issues are still unresolved.
For instance, plasmaspheric re®lling often manifests

itself in the midst of numerous other plasma constitu-

ents populating the inner magnetosphere. These other
populations include the remnants of the previous cold

isotropic plasmasphere, parallel-streaming superther-
mal electrons, warm highly-anisotropic ion popu-
lations, energetic ring current ions, and relativistic

electrons (see Sojka et al., 1983). These other popu-
lations can play a vital role in determining the density
of the source cone and the rate at which these particles

are scattered into the depleted trapped zone. The role
of these other coexistent plasma populations on the

plasmaspheric re®lling rates is unclear, especially their
in¯uence on the initial re®lling rates into the depleted
trapped zone.

This study expands on the recent study of Liemohn
et al. (1999) by investigating the relationship of various

e�ects on the early stages of plasmaspheric re®lling.
Here, the focus is on the ®rst 90 min of re®lling (the
initial stage of re®lling for H+ ions along an L � 4

®eld line). This will be done by simulating the ¯ow of
H+ along a chosen ®eld line with a kinetic transport
model. Several input parameters, background popu-

lation characteristics, and interaction terms will be
manipulated to investigate their in¯uence on the re®ll-

ing process. In particular, three things will be altered:
(1) the temperature used in the collision term for the
cold H+ self-interactions; (2) the ®eld-aligned force

term; and (3) the density of coexistent energetic par-
ticles.

2. Model

The model to be used in this study was initially
developed for superthermal electron transport in the
ionosphere and plasmasphere (along a single ¯ux tube)

to investigate the re®lling and depletion timescales for
that population (Khazanov et al., 1993). It solves the
time-dependent, gyration-averaged kinetic equation for

a plasma species' phase±space density distribution f (t,
s, E, m0� as a function of time t, ®eld-aligned distance
s, energy E, and cosine of the equatorial pitch angle m0
(Khazanov et al., 1993; Liemohn et al., 1997),
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with m being proton mass; Fk includes all parallel

forces acting on the plasma species, particularly the
®eld-aligned electric ®eld (in units of eV/cm); Q is the
source term; and Scoll represents the collisional terms.

Note that magnetic mirroring is included in this for-
mulation by the use of equatorial pitch angle as a vel-
ocity variable. In the s±m0 plane, particles travel along

lines of constant m0 (conserving the ®rst adiabatic
invariant). When the mirror point for a given m0 is
reached, that is, when m � 0, then
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At this spatial location, f �m0� is moved to ÿm0, m and

the particles proceed in the opposite direction along
the ®eld line. Of course, this collisionless bounce
motion is violated by the processes of electric ®eld in-
teractions and collisions, but these are relatively slow

compared to motion along the ®eld line, and thus this
transformation is advantageous because numerical dif-
fusion is greatly reduced. Please see Khazanov et al.

(1993) and Liemohn et al. (1997) for further details of
this transformation.
Because the low-altitude boundary is chosen to be

above the thermosphere (at 1000 km), atmospheric in-
teractions can be neglected. The collision term can
then be written as (Shkarofsky et al., 1966; Khazanov

et al., 1994)
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where na is the density of background species a, Fa is

M.W. Liemohn et al. / Journal of Atmospheric and Solar-Terrestrial Physics 62 (2000) 437±447438



the error function with argument x � v=uat, with uat �
�kBTa=ma�1=2 being the thermal speed of species a; and
Ga has the same argument and is de®ned as

Ga � G�x� � F�x�
2x 2
ÿ exp� ÿ x 2 �

x
���
p
p

Note that the sum over plasma species includes the ion
population being calculated by the kinetic equation
(H+). The values for this species will be either chosen

and held ®xed for the simulation or calculated from
the results of the previous time step (to be discussed
below). In this way, Eq. (3) is still linear, but can
include self-consistent collisional processes. Both the

pitch angle and the energy di�usion operators are
included in the calculation.
Of interest in this study is the dependence of the H+

re®lling rate on the self-collisional interaction terms.
That is, one of the species being summed in Eq. (3) is
the ionospheric H+ being calculated by Eq. (1). A rig-

orous approach involves calculating the density and
temperature of these particles along the ®eld line at
each time step and using these values in Eq. (3) for the
next time step. However, a simpler option will also be

used to examine the level of computational e�ort
needed to accurately determine the in¯uence of this
term. Speci®cally, a constant value for TH� will be

used in Eq. (3) for some of the calculations, regardless
of what the solution of Eq. (1) yields. Another method
will calculate a single temperature from the results of

Eq. (1) for use in Eq. (3). Still another approach to be
used is the calculation of two temperatures from the
solution of Eq. (1), one for each ion stream (split at

m � 0).
Investigation of the in¯uence of the force term is

also of interest in this study. Therefore, inclusion of
this term will vary depending on the simulation. Some

will have this quantity ®xed at zero, while some will
self-consistently include it along the ®eld line. Self-con-
sistent inclusion of F means determining F from the

solution at the previous time step using the electron
momentum equation, which is dominated by the ther-
mal electron pressure gradient (see, for example, Eq.

(9) in Liemohn et al. (1997)). This pressure gradient is
calculated from the spatial pro®le of the thermal elec-
tron density, ¯ux, and temperature. The thermal elec-
tron density and ¯ux are de®ned to balance the total

ion values (using the quasi-neutrality and currentless
assumptions), and the thermal electron temperature is
calculated from the electron energy equation (see, for

example, Eq. (27) in Khazanov et al. (1997)).
The kinetic equation is solved by replacing the de-

rivatives with a combination of ®rst and second order

discrete di�erences and advancing the solution on a
prede®ned grid in phase space. It uses a time-splitting
technique to solve each derivative separately. The inde-

pendent variable domains are as follows: ®eld-line dis-
tance from 1000 km altitude up along a symmetric

L � 4 dipole ®eld line to 1000 km altitude in the con-
jugate ionosphere; energies from 0.025 up to 12 eV;
and m0 from ÿ1 to 1. Note that there is a region in the

s±m0 plane that is inaccessible. This is the range from
ÿm0, m to m0, m de®ned in Eq. (2). No local pitch angles
are left out of the calculation, however, because this

gap is from the transformation from m to m0, and the
inner edges of the m0 region of existence are where m �
0: The values of f on each side of this gap are identi-

cal.
An input H+ phase space density from the iono-

sphere is prescribed, de®ned as a Maxwellian with den-
sity 2 � 103 cmÿ3 and temperature 0.3 eV. However,

the downward ¯ux at the boundaries are calculated by
the model, yielding a variable net ¯ux across the
boundary on the order of 108 cmÿ2 sÿ1 (typically 1±2

times of this). A thermal oxygen ion population was
imposed along the ®eld line, with a density ranging
from 8 � 103 cmÿ3 at the lower boundary to 0.2 cmÿ3

at the equatorial plane, held constant with time. This
time-independence assumption is valid because of the
much longer re®lling timescale of O+ compared to the

simulation length (90 min).
For several of the simulations, hot, trapped plasma

populations are imposed by de®ning an equatorial
plane density and using

n�s� � n0B0�B1 ÿ B�s���
AB�s� ÿ B0�Aÿ 1���B1 ÿ B0 �

�4�

to map it along the ®eld line (cf., Lemaire and Scherer,
1971; Liemohn and Khazanov, 1998). This density is
independent of the ®eld-aligned potential because the

characteristic energies of these populations are much
greater than the potential drop, so these terms were
omitted. In Eq. (4), A � T?=Tk of the hot population

at the equator and is assigned, and the subscript ``1''
denotes values at the lower altitude boundary. Note
that this density mapping is equal to the assumed n0 at

the equatorial plane, is equal to zero at the ionospheric
boundary, and imposes no net ¯ux for the hot popu-
lation. These values are included in the scattering oper-
ators and in the quasineutrality condition (thus,

contributing to the electric ®eld).
For comparison with the calculated results, the low-

altitude boundary condition will also be mapped along

the ®eld line. In the absence of collisions and nonmag-
netic ®eld-aligned forces, the only process acting on
the particles is pitch angle focusing due to the inhomo-

geneous geomagnetic ®eld. Thus, the density along the
®eld line (taking into account both source regions) is
given by (Liemohn and Khazanov, 1998).
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Because it is collisionless, this distribution has no
particles outside of the source cone in velocity space,
that is, the trapped zone is empty. This density pro®le

will be discussed in greater detail in the following sec-
tion.

3. Results and discussion

Simulations were conducted to investigate the e�ects

of various transport processes on the H+ density
during the ®rst stage of plasmaspheric re®lling. Table 1
lists the characteristics of the various simulation scen-

arios presented in this section.
The ®rst issue to be examined is the in¯uence of the

H+ temperature on the source cone density. Note that
this is an investigation of the numerical e�ect of the

value of this physical quantity. That is, self-collisions
are known to occur, but their signi®cance on the early
stage re®lling rate is debatable. If the in¯uence is

minor, then it may be desireable to choose a simple
approach for including this nonlinear process. Conver-
sely, if the in¯uence is major, then a sophisticated

approach is essential. Therefore, this study will exam-
ine the level of computational rigor necessary to obtain
a reasonable result.
Initially, the model is run with a given background

H+ temperature in the collision operator (3). Note
that the temperature of the injected H+ ions is kept at
0.3 eV; only the TH� in the scattering term is altered.

Also in these results, the ®eld-aligned force term F in
Eq. (1) is set to zero everywhere (magnetic focusing
and mirroring is still included). This is done to isolate

the in¯uence from the scattering term temperature.
While this is clearly not a self-consistent solution, it
will nonetheless help to quantify the e�ect of this term.

Fig. 1 shows the ®eld-line density distribution after 90
min for three simulations with di�erent scattering
population temperatures: 0.5, 0.3, and 0.05 eV. Also

plotted is the density computed from Eq. (5). It is seen
that as this background temperature increases, so does
the calculated plasmaspheric density. The values of

these densities at the equatorial plane after 90 min are
given in Table 1. This indicates that the self-collisional
H+ scattering is very important in de®ning the early

stage density. In the low-altitude regions, it is seen that
the 0.3 and 0.5 eV curves are higher than the density
from Eq. (5), a result of material rapidly scattering

into the trapped zone at these altitudes. At higher alti-
tudes, though, all of the simulated results are below
the density from Eq. (5) because the low-energy source
cone has been depleted compared to the collisionless

mapping.
To better illustrate this, Fig. 2 shows pitch angle dis-

tributions at the equatorial plane after 90 min at sev-

eral energies for the four results of Fig. 1. The source

Table 1

Simulation characteristics and equatorial plane densities at 90 min

Simulation scenario TH� scat used in Eq. (3) F used in Eq. (1) Included hot populations Density nH� , eq (90 min)

1 00.5 eV 00 None 8.2 cmÿ3

2 00.3 eV 00 None 5.9 cmÿ3

3 00.05 eV 00 None 2.5 cmÿ3

4 Single ®t from prev. Dt 00 None 3.7 cmÿ3

5 Double ®t from prev. Dt 00 None 4.5 cmÿ3

6 Single ®t from prev. Dt From prev. Dt None 9.0 cmÿ3

7 00.3 eV From prev. Dt None 11.52 cmÿ3

8 Single ®t from prev. Dt From prev. Dt Case 1 9.6 cmÿ3

9 Single ®t from prev. Dt From prev. Dt Case 2 10.6 cmÿ3

10 Single ®t from prev. Dt From prev. Dt Case 3 11.6 cmÿ3

Density from Eq. (5) ± ± ± 13.7 cmÿ3

Fig. 1. Re®lling densities after 90 min for three cases of given

background T�H values used in Eq. (3), as well as the density

pro®le from Eq. (5). See Table 1 for simulation scenario

descriptions.
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cone boundary is marked by the edge of the collision-
lessly-mapped distribution (dash±dotted line). It is

clear that substantial scattering and loss occurred at
low energies and the higher energies maintained more
of their source cone populations. This is due to the

large amount of pitch angle scattering occurring at low
altitudes, depleting the low-energy range of the ¯ux
function more so than the high-energy range. This

scattering causes particles to move from the source

cone through the trapped zone and into the other
source cone (now a loss cone, because the particles will

travel back down the ®eld line and out of the simu-
lation domain). At the equatorial plane, the low-energy
distributions are already approaching isotropy, while

the higher energy particles are still quite far from such
a state. This was also found for superthermal electrons
in the plasmaspheric trapped zone by Khazanov et al.

(1993) and Khazanov and Liemohn (1995). The kink
in the higher-energy distributions in the 30±508 region
is the remnants of the initial condition distribution

showing up in the results. The initial condition was
chosen to be quite a bit lower than the injected distri-
bution to minimize this e�ect, yet large enough to still
be realistic for the simulations. It is also interesting to

see that the 0.3 eV curve is close to the 0.5 eV curve
for low energies, but then is closer to the 0.05 eV
curve at higher energies. This is from the energy and

scattering temperature dependence in Eq. (3), which
a�ects not only the energy losses but also the pitch
angle scattering through the F and G coe�cients.

Another series of simulations were conducted to
examine the in¯uence of a self-consistently-calculated
temperature in the scattering term. Fig. 3 shows results

from these calculations, plotting density after 90 min
for several runs. Two of the results were shown in
Fig. 1: the density with a 0.3 eV imposed background
temperature; and the density from Eq. (5). The other

two results are from self-consistent calculations: one
with a single density and mean energy determined
from the previous time step and used as background

parameters in the collision operator; and the other
with two sets of moments taken from the previous
time step (one for m > 0 and another for m < 0� and
used as two separate background populations in Eq.
(3). In the following discussion, these two results will

Fig. 3. Density pro®les after 90 min for simulations with TH�

in Eq. (3) taken from the previous time step results, as well as

a given TH� case and the results from Eq. (5). See Table 1 for

simulation scenario descriptions.

Fig. 2. Equatorial pitch angle distributions at several energies

for the results shown in Fig. 1 (also at 90 min).
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be referred to as the single moment and double
moment self-consistent result sets, respectively. Com-

paring these two self-consistent methods is useful
because a single temperature value integrated over
both streams overestimates the actual temperature of

each individual stream. Therefore, this is another test
of the level of rigor needed to accurately incorporate
this term. It is seen that the amount of material along

the ®eld line is smallest for the single moment set
results, and that the double moment set results have
20% more protons at the equator than the single

moment results (see Table 1). This again illustrates the
importance of self-collisions in the development of the
low-energy H+ distribution, and that the choice of
feedback method matters. Here are two self-consistent

results with di�erent feedback methods yielding di�er-
ent results.
It is interesting that both of these results are less

than the results that used an imposed constant back-
ground temperature. This can be explained by examin-
ing the background temperature pro®les from these

simulations (that is, the temperature used in Eq. (3)).
These temperature pro®les are plotted in Fig. 4 for the
three simulations at a time 90 min into the simulation.

Note that while the self-consistently calculated back-
ground temperatures are higher than the imposed tem-
perature for most of the ®eld line, they are much lower
than the imposed value near the ionospheres. Because

this is the region of highest density, far more scattering
occurs in these low-altitude regions, and so these tem-
peratures play a larger role in determining the loss

rate. Also, the local pitch angle extent of the trapped
zone is smaller near the ionosphere compared to near
the equator. This means that particles have less Dm0 to

scatter through to turn around and re-enter the iono-
sphere. As noted in the ®rst set of simulations, lower
background temperatures lead to more scattering and
loss. This emphasizes the fact that it is the low-altitude

region that predominantly determines the early stage
density pro®le.

Another factor that in¯uences this early stage den-
sity is the presence of a parallel force term. While this
term includes gravity and the ambipolar electric ®eld,

the dominant term in F is the thermal electron pressure
gradient. Thus it is directed upwards for H+ (not
necessarily for O+, for which the gravitational poten-

tial is much larger), accelerating the streams towards
the equatorial plane and then decelerating them as
they continue towards the conjugate ionosphere. As

with the temperature investigations above, this is an
examination of the numerical e�ects from di�erent
levels of calculational rigor.
Because the electron density and temperature are

time dependent, the force term is calculated self-con-
sistently by using the pressure from the previous time
step. Results of two simulations with F included are

shown in Fig. 5, along with the density pro®les from
the corresponding simulations with F � 0 and the den-
sity from Eq. (5). These two sets of runs are for with

and without a self-consistently-calculated background
H+ temperature. The in¯uence of the electric ®eld is
clearly seen in this plot; the densities are greatly

enhanced, double the values at the equatorial plane
over those without a force term (see Table 1). Examin-
ing the spatial pro®les of these results indicates that
the ambipolar electric ®eld is strongest near the iono-

sphere. This causes the ions to move faster through the
collisional region near the lower boundaries, and thus
more particles remain in the stream.

Finally, the in¯uence of equatorially trapped popu-
lations on the rate of early stage re®lling is investi-
gated. Because feedback e�ects are important for this

interaction, all self-consistent processes are included in

Fig. 5. Density pro®les after 90 min for simulations with the

parallel force term F included and taken from the previous

time step (scattering T given and calculated), as well as corre-

sponding results without F and the results from Eq. (5). See

Table 1 for simulation scenario descriptions.

Fig. 4. Spatial pro®les of the scattering temperatures used in

Eq. (3) for the results shown in Fig. 3 (also at 90 min).
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this set of simulations. The three cases for the hot
population equatorial values are listed in Table 2, with
the three sets representing typical values of a moderate
storm-time ring current, a very strong ring current,

and a very strong ring current with an additional
warm ``pancake'' distribution (Olsen et al., 1994;
Kozyra et al., 1998). One would expect the presence of

an equatorially con®ned ion population to create an
electrostatic barrier to prevent other ions from reach-
ing this region. Therefore, these hot populations

should hinder the cold ion streams from reaching the
conjugate ionosphere. Fig. 6 shows density pro®les
after 90 min from these three simulations, from the

fully self-consistent simulation without a hot popu-

lation, and from Eq. (5). Rather than seeing a decrease
in density due to the presence of hot populations, an

increase in cold ion density with increasing hot ion
density is found (see also Table 1). This can be
explained by examining the ®eld-line pro®les of the po-

tential (integrated force term). Fig. 7 presents these po-
tential pro®les (after 90 min) for the simulations. Just
as expected, there is a barrier near the equator that

increases with hot ion density, but it is not enough to
overcome the potential drop at lower altitudes and
thus the out¯owing streams still penetrate through to

the conjugate ionosphere. The in¯uence of these poten-
tial barriers is seen in Fig. 6 as a plateau in density in
the equatorial region. This is due to the slowing of the
streaming ions, causing a build up coincident with the

barrier (pile-up e�ect). In fact, the low-altitude density
pro®les are all quite similar, and the in¯uence of the
hot populations does not reach much beyond the

equator. This is largely due to the greater density of
streaming particles compared to the hot populations
away from the equator, and the energetic particles are

simply overwhelmed. It could be conceived, however,
that if the in¯uence of the hot particles on the electric
®eld was increased to the point of creating a barrier

larger than the low-altitude drop, then a dramatic
change would occur in the cold ion density as they
would no longer increase but instead decrease rapidly
with hot ion density (as originally predicted).

This potential barrier also has an e�ect on the calcu-
lated temperature of the streaming protons. Fig. 8
shows temperature anisotropy ratios �Tk=T?� for the

same simulations presented in Figs. 6 and 7. First, con-
sider the upper panel, where the integrals were taken
over all m, thus including both streams in this calcu-

lation. The ratio is very high near the equator, with a
maximum value over 40 when no hot ion populations
are present (Scenario 6). Note that because the drift
speeds of the streams are substantially larger than the

Table 2

Hot population characteristics

m=mp n0 (cm
ÿ3) T_ (eV) T_/Tk Description

Case 1: moderate ring current (RC)

1 0.5 5000 5 Low-E RC H+

1 1.0 50,000 5 High-E RC H+

16 3.0 5000 5 Low-E RC O+

16 2.5 50,000 5 High-E RC O+

Case 2: strong RC

1 1.0 5000 5 Low-E RC H+

1 4.0 50,000 5 High-E RC H+

16 10.0 5000 5 Low-E RC O+

16 10.0 50,000 5 High-E RC O+

Case 3: strong RC with warm pancake ions

1 10.0 5000 5 Low-E RC H+

1 4.0 50,000 5 High-E RC H+

16 10.0 5000 5 Low-E RC O+

16 10.0 50,000 5 High-E RC O+

1 20.0 25 20 Pancake H+

Fig. 6. Density pro®les after 90 min for simulations with hot

populations included (T and F calculated), along with results

with a hot population and from Eq. (5). See Tables 1 and 2

for simulation scenario descriptions and hot population cases,

respectively.

Fig. 7. Potential energy di�erence pro®les after 90 min for the

results shown in Fig. 6.
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thermal velocities, the Tk value used in Fig. 8 (a) is
really a measure of the di�erential speed rather than

the thermal spread of the streams. The presence of the
hot ions slows the streams, decreasing Tk: In fact, this
anisotropy value drops below 20 for Scenario 10 at the

equatorial plane. However, this is still a large value.
To understand the in¯uence on the spread of the indi-
vidual ion streams, Fig. 8 (b) shows the same ratio but

for an integral over only m > 0: The footpoint values
of 0.5 are expected because the streaming velocity is
less than the thermal velocity at these values and the

integration limit of m > 0 does not capture the true
value of Tk at these altitudes. This is also the reason
for the bump near the conjugate ionospheric interface.
Near the equatorial plane, however, the plotted value

better depicts the single stream temperature anisotropy
(compared with Fig. 8 (a)) because of this integration
limit. The peak at the equator in the Scenario 6 results

is expected due to the electric and magnetic ®eld e�ects
on the velocity space distribution. An interesting result
is seen just prior to the equatorial plane crossing; the

anisotropy ratio increases due to the presence of the
hot ion populations. This is because the deceleration
from the potential barrier causes a spreading of the

stream in the parallel direction in velocity space. The
barrier reduces the parallel kinetic energy of each par-
ticle by an equal amount, but this has an unequal

e�ect on the particles' parallel velocities, reducing vk
more for the lower-energy protons than for the higher-
energy ones.
To better understand these density variations, the

velocity space ¯ux spectra in the equatorial plane are
shown for all of the simulations discussed above in

Fig. 9. Note that only half of the distribution is shown
(0±908), and that the colorscale bar has a logarithmic
scale. The basic shape of the velocity space distribution

is similar in all 10 plots, although the magnitude of the
number ¯ux varies widely. In each of the plots, the
lowest energies (below 0.5 eV) are already approaching

isotropy, while ions well above the energy of the ¯ux
peak are barely scattered beyond the source cone. The

energization in the plots on the right hand column is
quite clear, shifting the ¯ux peak in energy from less
than 1 eV (Fig. 9 (b, d, and e)) up to 2 eV (Fig. 9 (f)).

This peak location shifts back down slightly for the
cases with hot ions present (Fig. 9 (h±j)) due to the
small potential barrier at the equator (as seen in

Fig. 7).
It is interesting to note the similarities and di�er-

ences of these results with other computational studies
of plasmaspheric re®lling. For instance, both Lin et al.
(1992, 1994) and Singh (1996, 1998) included thermal

ion heating via wave±particle interactions in their cal-
culations of the early stage of plasmaspheric re®lling.

This is a process omitted from the present study. Lin
et al. (1994) demonstrated the dramatic in¯uence of
this energization term on the counterstreaming ions,

particularly that a warm anisotropic ion population
can be created out of the ionospheric plasma from
intense wave-induced perpendicular heating. Also, the

streams no longer interpenetrate but are re¯ected, leav-
ing no ®eld-aligned ¯ows at the equator. The waves

were externally imposed, however, and the heating was
allowed to continue throughout the early stages of the
re®lling process. In contrast, the self-consistent calcu-

lations of Singh (1996, 1998) showed that heating from
waves driven by the beam instability is best described

as pitch angle scattering rather than perpendicular
energization, and that it is quite short-lived, lasting
only a few cyclotron periods �tci10:1±1 s in this

region). This wave growth and decay results in a small
isotropic population. He found that the ionospheric
streams still interpenetrate, and in fact dominate over

the density of the created trapped population. There-
fore, the signi®cance of the wave±particle interactions

depends on whether or not the waves are internally or
externally generated. Based on the Singh (1996, 1998)
results, our assumption of neglecting the wave inter-

actions is valid, and their inclusion should not signi®-
cantly alter the main results of this study. An inclusion
of a wave source such as that used in the Lin et al.

(1992, 1994) studies will surely alter these results, and
so the present study is limited to those times when

Fig. 8. H+ temperature anisotropy ratios �Tk=T?� after 90

min for the results shown in Fig. 6. The integrals used in

determining the temperature values were taken (a) over all m
values and (b) only over m > 0 (one of the streams).
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Fig. 9. Energy-pitch angle number ¯ux spectra at the equatorial plane after 90 min for the 10 simulations discussed in the text (and

listed in Table 1). The source cone pitch angle is shown as a vertical white line in each plot.
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such waves are not present. As was shown by Jorda-
nova et al. (1997), however, low-frequency waves gen-

erated by the injected plasma sheet ions are con®ned
to the overlap region between the energetic tail par-
ticles and the plasmasphere. Therefore, this source of

intense plasma waves is thought to be infrequent in the
re®lling zone, located beyond the plasmapause.

4. Summary

It has been shown that the H+ density after the ®rst
stage of plasmaspheric re®lling depends on many pro-
cesses, and that the intensity of the controlling factors

can greatly alter the amount of cold plasma along a
re®lling ®eld line. From these simulations, it was seen
that the simulation results strongly depend on the

method of including self-collisions into the calculation.
It is therefore recommended that the most sophisti-
cated approach possible should be taken for this inter-
action. It was also seen that the parallel force term

increases the source cone density by up to a factor of
two, and should not be disregarded. In addition, the
inclusion of hot populations increases rather than

decreases the early stage cold ion density because the
potential barrier created by their presence is insu�cient
to overcome the potential drop in the low-altitude

region. Furthermore, it was seen that the equatorial
source cone density is never as large as the collisionless
mapping of the ionospheric boundary condition along
the ®eld line after 90 min of re®lling. This is a result of

low-altitude backscattering, and the in¯uence of the
various processes on the amount of backscattering was
determined.

There are still issues to investigate in the early stages
of plasmaspheric re®lling. One issue is that Eq. (3) was
derived assuming the background population moments

are Maxwellian parameters. Examination of the vel-
ocity space distributions shown above indicates that
better feedback methods are possible, and it has been

noted that the choice of feedback mechanism is criti-
cal. Another issue is the procedure used to couple the
hot and cold populations. More rigorous methods
exist for self-consistently coupling these populations

along the ®eld line (e.g., Liemohn and Khazanov,
1998; Khazanov et al., 1998). Improved coupling pro-
cedures may result in the simulations predicting either

more or less cold plasma along the ®eld line because of
the sensitivity of these ionospheric particles to the elec-
tric ®eld. These topics will be addressed in a later

study.

Acknowledgements

This work was funded by NASA grants NAG5-4771

and NAG5-6976, NSF grants ATM-9711381, ATM-
9710326, and ATM-9800830, and a Research Seed

Grant from the Michigan Space Grant Consortium.
Also, Dr. Liemohn held a National Research Council
Postdoctoral Resident Research Associateship at

NASA Marshall Space Flight Center while part of this
work was performed.

References

Angerami, J.J., Carpenter, D.L., 1966. Whistler studies of the

plasmapause in the magnetosphere, 2, electron density and

the total tube electron content near the knee in the magne-

tospheric ionization. Journal of Geophysical Research 71,

711±725.

Carpenter, D.L., 1966. Whistler studies of the plasmapause in

the magnetosphere, 1, temporal variations in the position

of the knee and some evidence of plasma motions near the

knee. Journal of Geophysical Research 71, 693±709.

Carpenter, D.L., Lemaire, J., 1997. Erosion and recovery of

the plasmasphere in the plasmapause region. Space Science

Reviews 80, 153±179.

Carpenter, D.L., Park, C.G., Taylor Jr, H.A., Brinton, H.C.,

1969. Multi-experiment detection of the plasmapause from

Ogo satellites and Antarctic ground stations. Journal of

Geophysical Research 74, 1837±1847.

Jordanova, V.K., Kozyra, J.U., Nagy, A.F., Khazanov, G.V.,

1997. Kinetic model of the ring current±atmosphere inter-

actions. Journal of Geophysical Research 102, 14279±

14291.

Khazanov, G.V., Liemohn, M.W., 1995. Non-steady-state

ionosphere±plasmasphere coupling of superthermal elec-

trons. Journal of Geophysical Research 100, 9669±9681.

Khazanov, G.V., Liemohn, M.W., Gombosi, M.W., Nagy,

A.F., 1993. Non-steady-state transport of superthermal

electrons in the plasmasphere. Geophysical Research

Letters 20, 2821±2824.

Khazanov, G.V., Neubert, T., Gefan, G.D., 1994. A uni®ed

theory of ionosphere±plasmasphere transport of suprather-

mal electrons. IEEE Transactions on Plasma Science 22,

187±198.

Khazanov, G.V., Liemohn, M.W., Moore, T.E., 1997.

Photoelectron e�ects on the self-consistent potential in the

collisionless polar wind. Journal of Geophysical Research

102, 7509±7521.

Khazanov, G.V., Liemohn, M.W., Krivorutsky, E.N., Moore,

T.E., 1998. Generalized kinetic description of a plasma in

an arbitrary ®eld-aligned potential energy structure.

Journal of Geophysical Research 103, 6871±6889.

Kozyra, J.U., Fok, M.-C., Sanchez, E.R., Evans, D.S.,

Hamilton, D.C., Nagy, A.F., 1998. The role of precipi-

tation losses in producing the rapid early recovery phase

of the Great Magnetic Storm of February 1986. Journal of

Geophysical Research 103, 6801±6814.

Lemaire, J., Scherer, M., 1971. Simple model for an ion-exo-

sphere in an open magnetic ®eld. Physics of Fluids 14,

1683±1694.

Liemohn, M.W., Khazanov, G.V., 1998. Collisionless plasma

M.W. Liemohn et al. / Journal of Atmospheric and Solar-Terrestrial Physics 62 (2000) 437±447446



modeling in an arbitrary potential energy distribution.

Physics of Plasmas 5, 580±590.

Liemohn, M.W., Khazanov, G.V., Moore, T.E., Guiter, S.M.,

1997. Self-consistent superthermal electron e�ects on plas-

maspheric re®lling. Journal of Geophysical Research 102,

7523±7536.

Liemohn, M.W., Khazanov, G.V., Craven, P.D., Kozyra,

J.U., 1999. Nonlinear kinetic modeling of early stage plas-

maspheric re®lling. Journal of Geophysical Research 104,

10295±10306.

Lin, J., Horwitz, J.L., Wilson, G.R., Ho, C.W., Brown, D.G.,

1992. A semikinetic model for early stage plasmaspheric

re®lling, 2, e�ects of wave±particle interactions. Journal of

Geophysical Research 97, 1121±1134.

Lin, J., Horwitz, J.L., Wilson, G.R., Brown, D.G., 1994.

Equatorial heating and hemispheric decoupling e�ects on

inner magnetospheric core plasma evolution. Journal of

Geophysical Research 99, 5727±5744.

Olsen, R.C., Scott, L.J., Boardsen, S.A., 1994. Comparison

between Liouville's theorem and observed latitudinal dis-

tributions of trapped ions in the plasmapause region.

Journal of Geophysical Research 99, 2191±2203.

Shkarofsky, I.P., Johnston, T.W., Bachynski, M.P., 1966. The

Particle Kinetics of Plasmas. Addison-Wesley, London.

Singh, N., 1988. Re®lling of a plasmaspheric ¯ux tube Ð

microscopic plasma processes. In: Moore, T.E., Waite,

J.H., Jr. (Eds.), Modeling Magnetospheric Plasma,

Geophysical Monograph Series, vol. 44. American

Geophysical Union, pp. 87±100.

Singh, N., 1996. E�ects of electrostatic ion cyclotron wave

instability on plasma ¯ow during early stage plasmaspheric

re®lling. Journal of Geophysical Research 101, 17217±

17227.

Singh, N., 1998. High-altitude trapping of beam ions by self-

generated plasma waves in interhemispheric plasma ¯ows.

Journal of Geophysical Research 25, 1829±1833.

Singh, N., Horwitz, J.L., 1992. Plasmaspheric re®lling: recent

observations and modeling. Journal of Geophysical

Research 97, 1047±1079.

Singh, N., Wilson, G.R., Horwitz, J.L., 1994. Comparison of

hydrodynamic and semikinetic treatments for a plasma

¯ow along closed ®eld lines. Journal of Geophysical

Research 99, 11495±11506.

Sojka, J., Schunk, R.W., Johnson, J.F., Waite, J.H.,

Chappell, C.R., 1983. Characteristics of thermal and

superthermal ions associated with the dayside plasma

trough as measured by the Dynamics Explorer retarding

ion mass spectrometer. Journal of Geophysical Research

88, 7895±7911.

M.W. Liemohn et al. / Journal of Atmospheric and Solar-Terrestrial Physics 62 (2000) 437±447 447


