Nonsteady state ionosphere-plasmasphere coupling of superthermal electrons

G. V. Khazanov and M. W. Liemohn
Space Physics Research Laboratory, Department of Atmospheric, Oceanic, and Space Sciences
University of Michigan, Ann Arbor

Abstract. Numerical solutions to the nonsteady state kinetic equation which describes the transport of superthermal electrons in the ionosphere and plasmasphere between the magnetically conjugate regions of the ionosphere are presented. The distribution function in time, distance along arbitrary geomagnetic field lines, energy, and pitch angle are among the parameters calculated by the model. This model represents a unified approach by self-consistently coupling the interaction of the two hemispheres and the trapping of superthermal electrons in the plasmasphere. Our calculations take into account the various ionization and excitation processes and the effect of an inhomogeneous magnetic field (i.e., magnetic mirroring of precipitating electrons and focusing of escaping electrons along magnetic field lines). Omnidirectional flux spectra and pitch angle distributions are shown for various L shells and situations, and the features are described in detail. Nonsteady state calculations predict that a depleted flux tube can take several hours to reach steady state levels again. Plasmaspheric transparencies are calculated for different conditions of illumination, scattering processes in the conjugate ionospheres, and field-aligned gradients of the thermal plasma density. Plasmaspheric transparency is found to be a complicated function of not only the plasmaspheric thermal plasma but also the ionospheric sources and scattering processes. A phenomenological model is used to describe the energy transmission, reflection, and deposition in the plasmasphere. By studying the ionosphere and plasmasphere as one system rather than two separate ones, substantial corrections are introduced in the values of key parameters describing photoelectron fluxes.

1. Introduction

A distinctive feature of the ionospheric plasma is a presence of superthermal electrons in the energy range of 1 to 500 eV. The superthermal electron population is formed due to ionization of neutral atmospheric atoms and molecules by photoionization (photoelectrons) or by impact ionization from energetic particles of magnetospheric origin (secondary electrons). Superthermal electrons play a very important role in a large number of ionospheric and plasmaspheric processes. A fairly detailed knowledge of the superthermal electron distribution function is required when modeling upper atmospheric phenomena, such as the heating of thermal plasma, optical emissions, ionization processes, plasma instabilities, or plasma wave generation.

Several methods have been used to calculate superthermal electron fluxes in the ionosphere (the differential flux is easily related to the distribution function). The simplest approach is a local equilibrium approximation [e.g., Victor et al., 1976], in which the photoelectron flux is determined by balancing local production and loss mechanisms. This approximation is only valid at altitudes which are sufficiently low for transport effects to be neglected. For altitudes above 250 km, a more sophisticated approach must be applied which can account for the electron transport as well as for the interaction of electrons with other constituents. Over the last few decades many models have been developed to describe photoelectron transport and energy degradation processes (inelastic collisions) of photoelectrons [cf. Banks and Nagy, 1970; Mantas, 1975; Oran and Strickland, 1978; Praher et al., 1978; Lejeune, 1979; Torr et al., 1990; Link, 1992; Khazanov et al., 1992] as well as the transport of auroral (secondary) electrons [Banks et al., 1974; Mantas and Walker, 1976; Strickland et al., 1976; Khazanov, 1979; Stennes, 1980; Gefen et al., 1985; Porter et al., 1987; Lammersheim et al., 1989]. Except for Khazanov [1979] and Torr et al. [1990], these calculations were based on the separate treatments of superthermal electrons in the ionosphere and in the plasmasphere (for a comprehensive review see Khazanov et al. [1994]).

Khazanov and Gefen [1982] and Khazanov et al. [1994] developed a comprehensive model which is equally valid in the ionosphere and in the plasmasphere and self-consistently couples the two hemispheres. Khazanov et al. [1994] have also shown that this self-consistent approach produces significant changes in the superthermal electron distributions compared to "pure" ionospheric or plasmaspheric calculations.

Among the numerous papers devoted to the superthermal electron transport between the magnetocojugate regions of the ionosphere, no results have yet been published which describe the evolution and formation of superthermal electron fluxes under nonstationary conditions. Such models may be needed when the local source of superthermal electrons increases or decreases rather sharply, such as during sunrise and sunset, auroral precipitation events, or plasmaspheric refilling. During these short periods, strongly anisotropic distributions of superthermal electrons are generated, which may be sources of plasma instabilities and anomalous heating of the thermal plasma.
Gefan and Khazanov [1990] have demonstrated the ability to model the time-dependent behavior of superthermal electrons. They simplified the problem by bounce-averaging the trapped population, and the time constants for filling the trapped region were found. The time to reach steady state for filling a flux tube with superthermal electrons was found to be shorter than, or of the order of, the time constant of the source for sunrise conditions. However, it was also shown that for the case when the flux tubes are depleted of thermal plasma, as after a magnetic storm, the time constants associated with the refilling may be considerably longer, thus meriting a time-dependent description of the problem. Recently, Khazanov et al. [1993a] have made the next step and considered the nonsteady state superthermal electron transport in the plasmasphere (at altitudes greater than about 1000 km) on the basis of kinetic equation in the guiding center approximation.

In this paper the first results of a numerical study of the nonsteady state ionosphere-plasmasphere coupling are presented. This new model is based on the generalization of the numerical codes by Khazanov et al. [1993a, 1994].

2. Mathematical Formulation

The kinetic equation includes the effects of elastic and inelastic collisions with both neutral and charged particles, transport in the inhomogeneous geomagnetic field, and particle sources can be written as [Khazanov et al., 1993a, b]

\[
\frac{\partial \phi}{\partial t} + \frac{\partial}{\partial E} \left( \frac{B}{\beta E} \frac{\partial \phi}{\partial E} \right) - \frac{1 - \mu^2}{2} \frac{\partial}{\partial B} \phi + \frac{1}{\beta E} \frac{\partial}{\partial B} \phi = 0
\]

\[ \mathcal{Q} + \mathcal{S}_{\text{ne}} + \mathcal{S}_{\text{ei}} + \mathcal{S}_{\text{ed}} + \mathcal{S}_{\text{ea}} + \mathcal{S}_{\text{ea}^*} \]

where \( \beta = 1.7 \times 10^{-8} \, \text{cm}^{1/2} \, \text{s} \), \( \phi = \phi(t, E, \mu, s) \) is the differential flux of electrons, \( \mu \) is the pitch angle cosine, \( E \) is the energy, \( s \) is the coordinate parallel to the geomagnetic field \( B \), and \( \mathcal{Q} \) is the electron production rate due to photoinization of neutral particles. The collisions are given by \( \mathcal{S}_{\text{ne}}, \mathcal{S}_{\text{ei}}, \mathcal{S}_{\text{ed}}, \mathcal{S}_{\text{ea}} \) and \( \mathcal{S}_{\text{ea}^*} \) in (1) and represent the collision integrals of superthermal electrons with thermal electrons, and

\[
\mathcal{S}_{\text{ne}} = A_n \left\{ \frac{\partial}{\partial E} \left( \frac{\phi}{E} + T_e \frac{\partial}{\partial E} \left( \frac{\phi}{E} \right) \right) + \frac{1}{4E^2} \frac{\partial}{\partial \mu} \left[ (1 - \mu^2) \frac{\partial \phi}{\partial \mu} \right] \right\}
\]

with thermal ions,

\[
\mathcal{S}_{\text{ei}} = A_n \left\{ \frac{m_e}{m_i} \frac{\partial}{\partial E} \left( \frac{\phi}{E} + T_i \frac{\partial}{\partial E} \left( \frac{\phi}{E} \right) \right) + \frac{1}{4E^2} \frac{\partial}{\partial \mu} \left[ (1 - \mu^2) \frac{\partial \phi}{\partial \mu} \right] \right\}
\]

elastic scattering with neutral particles,

\[
\mathcal{S}_{\text{ed}} = 2 \frac{m_i}{m_e} n_0 \frac{\partial}{\partial E} \left\{ \frac{\sigma_{\text{ei}}^{(1)}}{E^2} \left[ \frac{\phi}{E} + T_e \frac{\partial}{\partial E} \left( \frac{\phi}{E} \right) \right] \right\}
\]

inelastic excitation scattering with neutral particles,

\[
\mathcal{S}_{\text{ea}^*} = \gamma \sigma_{\text{ea}} \left( 1 + \frac{1}{2} \frac{a}{a^*} \right) \rho(E, \mu^*) \sigma_{\text{ea}^*}(E, \mu) \left( \frac{\partial \phi}{\partial \mu} \right)
\]

and inelastic ionization scattering with neutral particles,

\[
\mathcal{S}_{\text{ei}^*} = \rho \left( 1 - \mu^2 \right) \frac{1}{2} \frac{a}{a^*} \rho(E, \mu^*) \left( \frac{\partial \phi}{\partial \mu} \right)
\]

from Khazanov et al. [1994]. Here \( A = 2 \pi e^4 \ln \Lambda = 2.6 \times 10^{-12} \, \text{eV}^2 \, \text{cm}^2 \), where \( \ln \Lambda \) is the Coulomb logarithm, \( m \) is the electron mass, \( n_0, \rho_0, \) and \( n_0 \) are the density of electrons, ions and neutral particles of species \( \alpha, T_0, \) and \( T_0 \) with the temperatures of ions, electrons and neutral particles of species \( \alpha, T_0, \) and \( T_0 \) (the transport cross section, \( \chi \) is the scattering angle, and \( I_{\text{tr}}(E, \chi) \) the differential elastic cross section; \( \sigma_{\text{ea}^*} \) is the total cross section of scattering for bringing a neutral particle into an excited state characterized by a threshold energy \( E_{\text{th}}, \) \( E_{\text{th}} \) is the ionization energy, \( \epsilon \) is the azimuthal scattering angle, and \( \cos \theta = \cos \chi \cos \theta + \sin \chi \sin \theta \).

We also have

\[
\sigma_{\text{e}^*}^2(E) = \int_{E_{\text{th}}}^{E_{\text{th}}} \int_{E_{\text{th}}}^{E_{\text{th}}} I_{\text{tr}}(E, \chi) \left( 1 - \cos \chi \right) \, d\chi
\]

which is the total cross section of ionization by an electron with an energy \( E \), where \( I_{\text{tr}}(E, \chi) \) is the appropriate differential cross section, and \( E_2 \) is the energy of a secondary electron.

Terms of order \( m \mu \) and the second derivative with respect to energy will be omitted from the calculations [Khazanov et al., 1994].

In order to decrease undesirable computational effects associated with approximation errors of the derivatives \( \partial/\partial s \) and \( \partial/\partial \mu \), it is convenient to change variables from \( (\mu, s) \) to \( (\mu_0, s) \) [Khazanov et al., 1993a], where

\[
\mu_0 = \mu \left[ \frac{\mu B_0}{B(1 - \mu^2)} \right]
\]

with \( B_0 \) and \( \mu_0 \) denoting the magnetic field and the cosine of the pitch angle at the magnetic equator of the flux tube. This change of variables is desirable because \( \phi(\mu_0, s) \) now is a slowly varying function with \( s (\mu_0) \) (the adiabatic invariant). The region over which \( \phi(\mu_0, s) \) is defined in terms of \( s \) and \( \mu_0 \) is shown in Figure 1 of Khazanov et al. [1993a]. The loss cone is defined by \( \mu_0 \geq 1 \), \( \mu_0 \leq 1 \), \( s \leq 0 < s_0 \), and the trapping region by \( 1 - B_0 \mu < B(1 - \mu^2) \leq B(1 - \mu^2) \), where \( \mu_0 \geq 1 \) (the loss cone boundary and \( B(s) \) is the magnetic field at the low altitude boundary. The reflection point is determined from the condition \( \mu_0 = 0 \), \( B(\mu_0) = B_0(1 - B_0) \).

Using the numerical technique developed by Khazanov [1979], (1) has been solved for these new variables \( (t, E, \mu_0, s) \) under the following boundary conditions:

\[
\phi(t = 0, s, \mu_0, E) = \Psi_0(s, \mu_0, E)
\]
\[ \phi(t,s = -s_f, \mu_0, E) = \Psi^-(t, \mu_0, E); \]
\[ -1 \leq \mu_0 \leq -\sqrt{1 - B_0 / B(-s_f)} \]
\[ \phi(t,s = s_f, \mu_0, E) = \Psi^+(t, \mu_0, E); \]
\[ \sqrt{1 - B_0 / B(s_f)} \leq \mu_0 \leq 1 \]
\[ \frac{\partial \phi(t, 0, \pi)}{\partial \theta} = 0; \theta_0 = \cos^{-1} \mu_0 \]  
(10a)
\[ \phi^+(t, s, \mu_0 = \mu_0_b, E) = \phi^-(t, s, \mu_0 = -\mu_0_b, E) \]  
(10b)
\[ \frac{\partial \phi^+}{\partial \theta_0}(t, s, \mu_0 = \mu_0_b, E) = - \frac{\partial \phi^-}{\partial \theta_0}(t, s, \mu_0 = -\mu_0_b, E) \]  
(10c)
\[ \phi(t, s, \mu_0, E = 0, E = E_{\text{max}}) = 0 \]  
(11)

where \( \Psi_0 \) is the initial distribution in the flux tube (in the refilling case, which will be discussed later, \( \Psi_0 \) is taken to be zero everywhere); \( \Psi^\pm \) are the low altitude (in our case, 90 km) boundary fluxes which were calculated from (1) for the condition of local equilibrium; and \( \theta_0 \) is the equatorial pitch angle. The structure of the kinetic equation (1) and its solution was discussed in detail by Khasanov et al. [1993a, 1994].

To perform the calculations in this paper we used the following input for our superthermal electron model. Solar EUV and X-ray radiation spectra were obtained using the Hillerégue model, while neutral thermospheric densities and temperatures were given by MSIS-90 [Hedin, 1991]. The electron profile in the ionosphere was calculated based on the IRI model [Bilitza, 1990] and extended in the plasmasphere region using the assumption that the electron thermal density distribution in the plasmasphere is proportional to the geomagnetic field. To represent geomagnetically quiet times, we used the distribution \( n_e - B \) which corresponds to a filled plasmasphere [Newberry et al., 1989]. The case \( n_e - B \) will indicate some intermediate stage which will occur during plasmaspheric refilling [Khasanov et al., 1984]. Photoabsorption and photoionization cross sections for O, O2, and N2 were taken from Fennelly and Torr [1992]. Partial photoionization cross sections for O2 and N2 were obtained from Conway [1988], while partial photoionization cross sections of Bell and Stafford [1992] were adopted for atomic oxygen. Cross sections for elastic collisions, state-specific excitation and ionization were taken from Solomon et al. [1988]. All of the calculations were performed for a local time of noon at equinox, with \( F_{10.7} \) and \( <F_{10.7}> \) values of 150. chosen so that the atmospheric conditions are symmetric and the solar radiation is at an average intensity level.

### 3. Results

The main objective of this paper is to demonstrate the capabilities of the nonsteady state ionosphere-plasmasphere superthermal electron transport model and to indicate the possibilities for future research now available. One feature is that the model does not assume anything about the macroscopic magnetic field. The model is capable of handling an arbitrary geometry for the geomagnetic field; open or closed field lines; dipole or a more complex description; tilting of the geomagnetic axis; or any other configuration. For the results shown here, a dipole magnetic field was oriented symmetrically about the equator. For most of the results, symmetric atmospheric illumination was used, meaning that the conjugate atmospheres had the same density profiles and photoelectron production rates. However, a few nonsymmetric atmospheres were used, where the only difference is that the photoelectron production rate is set to zero in one of the atmospheres (referred to as dark).

Another feature of the model is that it can handle an arbitrary grid with respect to energy, distance, or pitch angle to facilitate efficient computation. For our applications, the step sizes with respect to energy, distance, and pitch angle were determined through successive trials of the code. The energy grid will determine the resolution of the fine structure in the superthermal electron spectrum, such as the photoelectron source peaks in the 20-30 eV range due to He II-304 Å. An energy step of 1 eV was used for the present study. The range of energies calculated is from 1 to 150 eV, and the fluxes at energies above 150 eV were assumed to be zero. The spatial grid was determined by first choosing a starting grid so 10 steps are less than the local mean free paths, and then decreasing the step size until the solution no longer changed significantly. It was found that 34 grid points in each ionosphere is sufficient and does not need to be altered for different L shells. Because of the lengthening of the magnetic flux tube, however, the number of plasmaspheric steps increases with L shell, ranging from 90 points for \( L = 2 \) up to 190 points for \( L = 6 \). The pitch angle grid, like the spatial grid, has a variable step size. Since the flux does not change much through the loss cone, five to ten points is sufficient in this region for any L shell. In contrast, a large gradient exists in the transition region between the loss cone and the trapped zone which depends on L shell, and so the total pitch angle grid points in the equatorial trapped zone (0° to 180°) ranges from 200 for \( L = 2 \) to 300 for \( L = 6 \). The number of spatial and pitch angle grid points is the optimum number for this numerical technique; less points change the results and more points are unnecessary.

The time step was chosen to be less than the characteristic timescales of all the processes in (1). For example, in the collision-dominated region, the time step must be much less than the time between elastic collisions, and in the transport-dominated region, the time step must satisfy the Courant stability condition, \( \Delta t \leq \Delta t_{\text{eV}} \), where \( \text{v} \) is the superthermal electron speed.

The numerical technique includes an iterative process due to the interplay between the upward and downward flowing particles at 90°. Thus, at each time step and each energy, the program iterates over the spatial and pitch angle calculations until the fluxes converge within a preset ratio to the previous iteration. This convergence factor is taken to be three percent in the present calculations.

Our numerical technique is similar to the techniques used by Khasanov et al. [1993a, 1994]. In order to check the validity of this numerical scheme, Khasanov et al. [1994] compared their results for "pure" plasmaspheric transport with analytical solutions by Khasanov et al. [1992] and Monte Carlo simulations by Takahashi [1973], and found good agreement in all cases. Also, in Khasanov et al. [1994], ionospheric comparisons showed good agreement with DE 2 data and other ionospheric models of superthermal electrons. Additionally, for the steady state calculation, we checked the energy conservation of our scheme, finding that the energy is conserved within the convergence criteria of three percent.

### 3.1. Steady State Results

It is useful to start our discussion with the case of steady state ionosphere-plasmasphere superthermal electron
coupling. The steady state solution was obtained by making the time step infinite, and tests concluded that this method of jumping to the steady state produces the same results as stepping slowly in time toward the convergent solution. Steady state results from the model for $L=3$ with the thermal density in the plasmasphere proportional to the magnetic field are shown in Figures 1 and 2. Figure 1a is the omnidirectional flux from the base of the plasmasphere ($h=800$ km) to the equator with symmetric conditions of illumination. The decrease at low energies is due to Coulomb collisions with the thermal plasma. The maximum in the spectrum near 20 eV is from the photoelectron source in that region, and the 20-30 eV range still contains some of the fine structure of the peaks due to the He II-304 Å resonance line. At several energies, the photoelectron production rate has a sharp decrease, and the spectrum shows these decreases in the 60-70 eV range and again near 110 eV. Except for these drops, the spectrum above 30 eV is smooth because there are no significant production peaks in this energy range and Coulomb collisions are slow because the cross section decreases proportional to $E^{-2}$. There are two reasons for the drop in omnidirectional flux toward the equator:

Coulomb collisions are transferring energy to the thermal plasma and the magnetic flux tube cross sectional area increases.

Figures 1b and 1c show the energy spectrum for nonsymmetric illumination of an $L=3$ flux tube. Figure 1b shows omnidirectional fluxes from the sunlit ionosphere to the equatorial plane, and the other half of the plasmasphere, from the equator to the dark ionosphere, is shown in Figure 1c, so the curve at the equator ($1.98 \times 10^4$ km) is the same for the two plots. These results demonstrate the difference in plasmaspheric flux depending on the ionospheric conditions; the fluxes near the sunlit atmospheres in Figures 1a and 1b have a similar energy spectrum, but the fluxes near the dark atmosphere in Figure 1c are lower than those in Figure 1a by almost an order of magnitude for low energies and by a factor of 2 for high energies ($E>70$ eV). For the energy grid used for these calculations, most of the structure in the 20-30 eV range due to the He II-304 Å resonance line has disappeared near the dark atmosphere. This occurs not only because there is no photoelectron source in the connected ionosphere but also because Coulomb collisions have smoothed the energy distribution as
the particles move through the plasmasphere from the sunlit hemisphere. The fine structure of these peaks would be more pronounced in the plasmaspheric spectrum if the energy resolution was higher. However, even for higher resolution grids, Coulomb collisions will still smooth away part of the fine structure. Since Coulomb collisions at this altitude are primarily with the thermal plasma, the amount of smoothing that the spectrum experiences through the plasmasphere may be an indication of the integral content of the flux tube.

Figure 2 contains a series of pitch angle distributions through the plasmasphere for an L=3 flux tube with symmetric conditions of illumination. The equatorial plane is located at the middle of each plot, with the two ionospheres connecting to each end of the plot. The distribution is plotted for equatorial pitch angles, and so the areas outside the region of existence of the solution (see Figure 1 of Khasanov et al. [1993a]) are shown as a flat surface at the bottom of the scale. Also, each plot is only half of the pitch angle distribution (0° to 90°), because the upward fluxes a given distance from its source ionosphere are identical to the downward fluxes that are the same distance from its source ionosphere. The loss cone region is located from 0° to 10°. The first surface Figure 2a shows 5 eV fluxes, the second surface Figure 2b shows 30 eV fluxes, and the third surface Figure 2c shows 100 eV fluxes.

The 5 eV particles, Figure 2a, are strongly influenced by Coulomb interactions with the thermal plasma. The distribution function has a drop of over an order of magnitude in the loss cone flux level from the ionosphere boundary to the equator because of Coulomb collisions, and the trapped zone shows an order of magnitude decrease from 10° to 90° at the equator due to Coulomb scattering. Notice that the 5 eV loss cone fluxes increase as the electrons approach the conjugate ionosphere. This increase is due to downward flowing electrons, streaming out of the conjugate ionosphere, backscattering into the upward flowing stream due to collisions with the thermal plasma.

In Figures 2b and 2c for 30 eV and 100 eV, respectively, Coulomb interactions are less effective because the cross section is proportional to $E^{-2}$, and this is seen in the loss cone and trapped zone fluxes in these two plots. The 30 eV surface plot shows a loss cone flux decrease of close to an order of magnitude throughout the entire plasmasphere, not after half of the plasmasphere as seen in the 5 eV fluxes of Figure 2a, and the 100 eV surface plot has a smaller drop in the loss cone, decreasing by a factor of 2 between the conjugate ionospheres. The trapped zones of Figures 2b and 2c have huge drops in flux, for 30 eV the drop is 7 orders of magnitude and 100 eV drops 20 orders of magnitude. Also notice that neither of these energies shows an increase in the flux as the particles move toward the conjugate ionosphere. This is because electrons at these higher energies backscatter very slowly and therefore the downward flowing electrons do not noticeably contribute to the upward streaming fluxes.

3.2. Nonsteady State Results

A nonsteady state calculation is needed to understand the superthermal electron behavior when the source changes rapidly, such as sunrise or sunset conditions, auroral precipitation events, artificial injection of energetic electrons from the spacecraft, or plasmaspheric refilling. During the refilling process, for instance, the streaming of electrons into the plasmasphere creates an electric field and couples the superthermal electrons to the ions. As the plasma flows up and out of the topside ionosphere, the flow conditions change from subsonic to supersonic, from collision-dominated to collisionless, and from O+ dominance to H+ dominance. In the collisionless regime, the ion velocity distributions become highly non-Maxwellian and the coupling between various plasma species occurs through the development of a self-consistent potential. Superthermal electrons, which form due to ionization of the atmosphere by solar radiation or by impacts from energetic particles of magnetospheric origin, can redistribute the self-consistent potential in the plasma. We expect that the presence of the enhanced high-velocity tail in the electron distribution will increase the number of fast ions. Because of enhanced ion acceleration in an expanding plasma, the initial superthermal electron distribution function may be changed. We also believe that only a nonsteady state superthermal electron transport model can properly handle the early stages of the plasmaspheric refilling process. We plan to couple our superthermal electron model with a transport model of the thermal plasma in the ionosphere and plasmasphere and to discuss the issue of the self-consistent potential formation in a forthcoming publication. For the purposes of this study, we excluded the electric field from (1) and assume that the thermal plasma density is quasi-neutral and constant with time.

Even without the electric field, numerical solutions of the kinetic equation given by (1) are technically very complicated because the characteristic timescales at various altitudes along the field line and for specific energies can be quite different. An important timescale to consider is the elastic scattering timescale, $\tau_e$, because it is the fastest collisional timescale. This timescale depends on the elastic collision frequency and the particle speed, which are functions of energy. It also depends on the neutral atmosphere and thermal plasma densities, which are functions of position along the field line. Therefore $\tau_e$ is different for each energy and for each altitude. It can range from a tenth of a second to an hour (see Table 1). For instance, at $L=2$, 5 eV electrons can have an elastic scattering timescale of 0.1 s at 300 km, while the timescale for 100 eV electrons is 1200 s at the equatorial plane.

The huge spread of characteristic timescales makes it difficult to choose a time step that will treat each of these regions and energies appropriately. A time step of 0.01 s is appropriate for the lower ionosphere, but convergence in the plasmasphere would be very slow. A step of 10 s is appropriate for the plasmasphere, but then the ionospheric fluxes converge rapidly and the time-dependent features there cannot be seen. It is possible, however, to avoid this problem by switching to a dimensionless time $t_d$. This was done by dividing both sides of the kinetic (1) by the total scattering term, yielding the time-dependent transfer equation, similar to the approaches used by Strickland et al. [1976], Oran and Strickland [1978], and Link

<table>
<thead>
<tr>
<th>Altitude, km</th>
<th>$E=5$ eV</th>
<th>$E=30$ eV</th>
<th>$E=100$ eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.10</td>
<td>1.5</td>
<td>9.0</td>
</tr>
<tr>
<td>500</td>
<td>0.32</td>
<td>4.7</td>
<td>29</td>
</tr>
<tr>
<td>800</td>
<td>1.6</td>
<td>73</td>
<td>140</td>
</tr>
<tr>
<td>10,000 (eq.)</td>
<td>13</td>
<td>200</td>
<td>1200</td>
</tr>
</tbody>
</table>

Table 1. Elastic Collision Timescales for $L=2$
used to maintain the IRI model $F_2$ peak but decrease the density above this altitude to a target topside ionosphere density. Two of these methods will be demonstrated by results of this section.

The first results presented use the IRI densities in the ionosphere with the plasmaspheric densities proportional to the square of the magnetic field. Upward flowing fluxes are shown for 30 eV in Figure 3 for four altitudes (300 km (Figure 3a), 500 km (Figure 3b), 800 km (Figure 3c), and 10,000 km (Figure 3d)) along an $L=2$ field line. The first altitude is near the thermal electron density peak, the next altitude is in the transition region of the ionosphere, the third altitude is the top of the ionosphere, and the last altitude is at the equatorial plane in the plasmasphere. The dimensionless times presented are at $t_d=0.1, 0.4, 0.7, 1.0, 2.0$, and the steady state flux values. The equivalent real times for $t_d=1.0$ are presented in Table 1.

In Figure 3a, each time presented shows a uniform distribution because the elastic scattering with the thermal plasma and the neutral particles is very efficient. The fluxes in Figure 3b show a decrease at large pitch angles, especially in the steady state results. This is because of the path length to traverse a given field-aligned distance is longer for a large pitch angle electron compared to an electron with a smaller pitch angle, and so these longer-path particles undergo more collisions. This decrease at larger pitch angles is also seen at 800 km (Figure 3c), even at $t_d=0.1$. Once in the plasmasphere, however, the focusing of the electrons due to the changing magnetic field strength creates a maximum in the pitch angle distribution in the loss cone, which is $20^\circ$ at the equator for $L=2$. Coulomb collisions with the thermal plasma scatters electrons into the trapped zone, though, and Figure 3d shows a gradual decrease with pitch angle of two orders of magnitude from the loss cone to $90^\circ$. Notice that the loss cone fluxes are continually decreasing, dropping by a factor of two from the $F_2$ peak to the equatorial plane.

It should be noted that for this thermal density distribution, none of the results at $t_d=2.0$ have reached the steady state results in Figure 3, indicating that another elastic scattering timescale or more is needed for convergence.

Time dependent field-aligned omnidirectional flux spectra in the plasmasphere are shown in Figure 4. These calculations

---

**Figure 3.** The 30 eV upward flowing pitch angle distributions for $L=2$ with $n_e - B^2$, with dimensionless times given in the figure and real time equivalents given in Table 1.
also used the IRI densities in the ionosphere with $n_e B^2$ in the plasmasphere. The nonsteady state fluxes presented for the dimensionless times $t_D = 0.1$ Figure 4a, 0.5 Figure 4b, 1.0 Figure 4c, and 2.0 Figure 4d, with the steady state spectrum also plotted lightly on each of the figures so the progression of the solution can be seen more clearly. Note that for a given dimensionless time each grid point corresponds to a different real time due to the energy and spatial dependence of $\tau_e$, and so even though it appears that the lower energies are taking longer to reach steady state, their real times are actually smaller than the high-energy times. The smaller flux values at low energies is due to the increased effect of Coulomb collisions as energy decreases. As the solution develops, these lower-energy fluxes increase not only due to the ionospheric source of particles, but also from the cascading of electrons from higher energies. The peaks in the 20 to 30 eV range are due to photoionization by the He II-304 Å resonance line. The differences in energy thresholds for the ionization states of the neutral species creates a range of structure in the photoelectron spectrum. Notice that the first few time steps show more of the fine structure than the steady state results. This is because Coulomb collisions smooth the distribution, and this smoothing continues with time. The energy grid will also determine the resolution of the fine structure of the spectrum. The sharp drop in the flux around 70 eV, as discussed before, is due to a corresponding decrease in the primary photoelectron spectrum. Because the $t_D = 2.0$ fluxes are not at the steady state levels yet, as was the case in Figure 3, a dimensionless time calculation must be conducted for perhaps three or more characteristic elastic scattering timescales to reach the steady state solution. This means the fluxes in the trapped zone require several elastic collisions before the trapped zone is filled.

Using a different method to achieve a depleted thermal plasma density distribution, the IRI model was decreased above the $F_2$ peak following the Buonsanto [1989] method with different scaling factors to make the thermal plasma density at the topside ionosphere 545 cm$^{-3}$, and then $n_e B$ was used in the plasmasphere with $L = 3$. This brings the equatorial thermal plasma density down to 17 cm$^{-3}$, which is still within the depleted density range [Carpenter and Park, 1973; Park et al., 1978; Corcuff et al., 1972; Kharazov et al., 1984]. This is also the same distribution used in Figure 3 of Kharazov et al.
[1993a], where the refilling process was modeled using a plasmaspheric transport model with boundary conditions at 1000 km. Figures 5a and 5b show normalized equatorial pitch angle distributions from this calculation for 5 eV and 30 eV, respectively. This was a dimensional time calculation conducted for one hour of refilling. The steady state equatorial distributions that these results were normalized to are given in Figure 5c. Note that the steady state distributions continue below the presented flux range. Notice that the loss cone fluxes reach steady state in less than a minute. For this greatly depleted case, however, the 5 eV trapped zone fluxes take more than 30 min to reach steady state and the 30 eV fluxes are still far from the convergent levels after an hour of refilling. Therefore, the superthermal electron plasmaspheric refilling process could take hours and a time-dependent model must be used. Also, the low energy flux levels are dependent on the high-energy fluxes because of the energy cascading due to Coulomb collisions, so the 5 eV fluxes will continue to adjust closer to the convergent values until the higher energy fluxes reach steady state with the high-energy refilling timescale.

4. Plasmaspheric Transparency

One important aspect of the superthermal electron problem is their transport through the plasmasphere. The superthermal electrons escaping from the ionosphere experience small-angle scattering when traveling through the plasmasphere as a result of the Coulomb interaction with the thermal plasma. Because of this scattering, some of the superthermal electrons are scattered outside of the loss cone and undergo magnetic reflection; i.e., they become trapped. Sanatani and Hanson [1970] and Nagy and Banks [1970] presented qualitative discussions of electron trapping and the resulting increase in plasmaspheric heating, but the first attempts of quantitative calculations were those of Gastman [1973], Takahashi [1973], Swartz et al. [1975], Lejeune and Worster [1976] and Khasanov et al. [1977].

By studying the ionosphere and plasmasphere as one system rather than two separate ones, substantial corrections are introduced in the values and characteristics of key parameters describing photoelectron fluxes [Khasanov et al., 1994]. This is most clearly exemplified in the concept of the plasmaspheric transparency, which was introduced by Takahashi [1973] as the ratio of the number of particles leaving one end of a magnetic flux tube to the number of particles entering at the other end,

\[
T(E) = \frac{\int_{\mu_0} \Phi(E, \mu_0, s_1) d\mu_0}{\int_{\mu_0} \Phi(E, \mu_0, -s_1) d\mu_0}
\]  

(12)

where \( s_1 \) is the ionosphere-plasmasphere boundary altitude, taken to be 800 km in the present study. On the basis of the results of the "pure" plasmaspheric transport, it was shown that the transparency depends mainly on a single parameter proportional to the Coulomb cross section and to the total content of the thermal electrons in the magnetic force tube [Takahashi, 1973; Lejeune and Worster, 1976; Krinberg and Matanov, 1978; Khazanov et al., 1992]. The fact that processes are included such as diffusion across the loss cone boundary, reflection in the ionosphere due to elastic collisions with neutral and charged particles, and the redistribution of the flux at low energies due to interactions with neutral and charged particles, makes the term "transparency" acquire its conventional meaning (12) [Khazanov et al., 1994].

Figure 6 shows the calculation of plasmaspheric transparency (12) based on the results of our new superthermal electron model. The transparency is presented as a function of energy for \( L=3 \) and \( L=4 \) for the different conditions of illumination, scattering processes in the conjugate hemispheres, and thermal plasma density descriptions along geomagnetic field line. Figures 6a and 6b show the transparencies which were obtained from steady state solutions of the coupled code using

---

**Figure 5.** Equatorial pitch angle distributions for (a) 30 eV and (b) 5 eV for \( L=3 \) with an equatorial thermal plasma density of 17 cm\(^{-3}\), with the (c) fluxes normalized to the steady state distribution at each pitch angle.
transparency from zero to one as energy increases. This does not reflect the results of the calculations presented in Figure 6, because they show considerable energy structure, and do not follow a simple increase with energy. These features are the result of the energy dependence of the superthermal electron flux created by photoionization and by collisional interactions between superthermal electrons and neutral particles in the ionosphere. As this flux propagates through the plasmasphere, particles undergo Coulomb collisions at a rate dependent on $\partial \phi / \partial E$ as seen from (2), and thus some structure is introduced into the transparency. The trough near 65 eV is due to the decrease in the photoelectron production spectrum at this energy. The increase of $T(E)$ with decreasing energy seen below $\approx 30$ eV is caused by the formation of a plateau-like part of the photoelectron distribution function in the upper ionosphere and plasmasphere. The Coulomb collision term (2) is small in this situation because it contains the term $\partial \phi / \partial E$. The exact shape of the function at low energies, and therefore the location of the minimum in $T(E)$, depends on the total content of the thermal particles in the flux tube [Khazanov et al., 1992]. Another effect which influences $T(E)$ at small energies is the trapped electron population, which diffuse down to low energies and subsequently into the loss cone, thereby increasing the value of the transparency. It is clear that in this case, $T(E)$ characterizes diffusion from the trapped region into the loss cone, rather than the transmitting capability of the flux tube [Khazanov et al., 1994]. Notice the difference between Figures 6a and 6b with Figures 6c and 6d. When the total content in the flux tube is decreased (Figures 6c and 6d), the transparencies increase and more of the fine structure is evident. Features in the transparency become apparent when they are not damped by the thermal plasma, such as the formation at 15 eV and the two peaks at 25 and 30 eV.

There is also an $L$ shell dependence in the transparency. Comparing Figure 6a with 6b and Figure 6c with 6d reveals that the higher $L$ shells, with a larger amount of thermal plasma, have lower transparencies. To stress the dependence of the fine structure on ionospheric processes, plasmaspheric transparency (12) as a function of energy and $L$ shell is shown in Figure 7, calculated with a version of the model that uses the continuous loss approximation [Khazanov et al., 1994]. When this approximation is used, the fine structure almost disappears.

Figure 6. Plasmaspheric transparencies for (a) $L=3$ with $n_e B$, (b) $L=4$ with $n_e B$, (c) $L=3$ with $n_e B^2$, and (d) $L=4$ with $n_e B^2$.

plasmaspheric thermal density proportional to the magnetic field, and Figures 6c and 6d present the results for $n_e B^2$. In each plot, the solid curve is the transparency for symmetric illumination with all scattering included for the entire field line, the dotted curve is for nonsymmetric illumination, and the dashed curve is for nonsymmetric illumination with scattering removed from the dark ionospheric region, so no particles escape from this ionosphere. The second and third transparencies are defined, for a given energy, as the number of electrons penetrating into the dark ionosphere divided by the number of electrons leaving the sunlit ionosphere.

As was mentioned before, "pure" plasmaspheric superthermal electron transport predicts the energy dependence of the plasmaspheric transparency to be primarily proportional to the Coulomb cross section and to the total content of the thermal electrons in the magnetic flux tube. In this case we should expect continuous increasing of plasmaspheric

Figure 7. Plasmaspheric transparency for several $L$ shells.
and the transparency is smoother than with the exact description of the loss processes. Notice that the 10-50 eV range contains only a trace of the structure evident in Figure 6, and the trough near 65 eV is not as pronounced. As with the previous figure, there is a gradual decrease in the transparency with increasing L shell corresponding to the increase in the total thermal content in the flux tube.

It is clear that plasmaspheric transparency is a complicated function. It depends not only on Coulomb collisions with the thermal plasma particles in the plasmasphere, but also on the primary photoelectron energy source, collisions with neutral and charged particles in the atmosphere and ionosphere, and diffusion across the loss cone boundary. Such dependencies, however, can be explained by the simple phenomenological model of plasmaspheric transparency derived by Khazanov and Gefen [1982] and Khazanov et al. [1994]. For the purposes of subsequent analysis, let us briefly present this phenomenological model, with some useful modifications introduced by Gefen [1985].

Let us introduce the following quantities: ε is the fraction of superthermal electron energy lost in the plasmasphere; β is the part of superthermal electron energy returned from the plasmasphere due to the electron scattering in the loss cone; α=1-ε-β is the "pure" part of plasmaspheric transparency; and A₁ and A₂ are the albedos of the ionosphere in the conjugate hemispheres. By taking into account multiple reflection in the ionosphere and plasmasphere the unidirectional fluxes P₁⁺, P₂⁺ at the boundaries of the ionosphere and plasmasphere (see Figure 8) can be presented in the form

\[ P₁⁺ = (P₁⁻ + P₀₂αA₁) \left[ (1 - α²A₁A₂)⁻¹ + βA₂ / (1 - βA₁) \right] \]  \hspace{1cm} (13)

\[ P₂⁺ = (P₀₂ + P₀₂αA₂) \left[ (1 - α²A₁A₂)⁻¹ + βA₁ / (1 - βA₂) \right] \]  \hspace{1cm} (14)

\[ P₁⁻ = αP₁⁺ + βP₂⁺ \]

Here P₀₁⁻ and P₀₂⁻ are the fluxes entering the plasmasphere. These particles are generated in the ionosphere by photoionization or impact ionization.

Using (13)-(15) we can now derive an expression for the plasmaspheric transparency \( T = P₂⁺ / P₁⁺ \) and consider the following cases:

Symmetrical conditions of illumination in the conjugate hemispheres (\( P₀₁⁻ = P₀₂⁻ \) and \( A₁=A₂=A \)):

\[ T₁ = α + β \]  \hspace{1cm} (16)

No source of superthermal electrons in region 2 (\( P₀₂⁻=0 \)):

\[ T₂ = α(1 + βA) \]  \hspace{1cm} (17)

No backscattering in the unilluminated ionosphere (\( P₀₂⁻=0 \) and \( A₂=0 \)):

\[ T₃ = α \]  \hspace{1cm} (18)

Thus (16)-(18) show that the quantity \( T(E) \) is not identical to the "pure" part of the plasmaspheric transparency \( α \). Also, this phenomenological model explains the behavior of the transparency as a function of illumination and scattering processes in the conjugate hemispheres shown in Figure 6. \( T₁ \) corresponds to the solid curves where both ionospheres are sunlit and all scattering processes have been included. \( T₂ \) corresponds to the dotted curves, which have nonsymmetric conditions of illumination and include all of the scattering processes. \( T₃ \) pairs up with the dashed curves of nonsymmetric illumination with no scattering processes included in the dark ionosphere.

It is clear that \( T₁ > T₂ > T₃ \) in all four situations presented in Figure 6, and from these transparencies the energy deposition processes of the plasmasphere can be examined.

5. Plasmaspheric Energy Interplay

Let us consider the superthermal electron energy redistribution in the plasmasphere system. This problem can be solved based on the calculation of the parameters \( α(E) \), \( β(E) \), and \( ε(E) \). The portion of particles traveling from one ionosphere to the conjugate ionosphere is described by the "pure" plasmaspheric transparency \( α \); the part of superthermal electron energy reflected from the plasmasphere to the source ionosphere is \( β \), and the fraction of energy lost in the plasmasphere is given by \( ε \). To perform these calculations, we have used the values of \( T(E) \), defined by (12), from our new model for the two different cases which correspond to (16) and (18) and are shown in Figure 6 as solid and dashed curves, respectively. Solving the system of two algebraic equations and using the relation \( α + β + ε = 1 \) we find the unknowns \( α \), \( β \), and \( ε \).

Figure 9 demonstrates the results of such calculations for \( L=3 \) and \( L=4 \) as a function of energy. Figure 9a is a plot of \( α \), which was defined as the "pure" transparency, and represents the ability of a particle with a given energy to penetrate from one ionosphere through the plasmasphere into the conjugate ionosphere. The rise in \( α \) with energy is due to the decrease in the Coulomb cross section with energy. The formations of the fine structure in the 10-50 eV range are from photoelectron peaks that have undergone collisional changes through the plasmasphere, and the troughs at higher energies are also from structures in the photoelectron source that have been altered due to inelastic Coulomb collisions.

Particles that return to the initial ionosphere after being scattered in the plasmasphere are described by Figure 9b. Since the only plasmaspheric elastic scattering process included in the model is Coulomb scattering, \( β \) should, in general, have the same energy dependence as the Coulomb cross section. While the electrons are elastically scattering, they are also cascading in energy due to inelastic collisions, and this effect is seen in \( β \).
as an additional rise at low energies. Notice that there is a decrease in the 60-70 eV range, as in Figure 9a, and this is again due to the structure of the energy spectrum at that energy.

The quantity $\beta$ can also be related to Figure 2. Notice in Figure 2a that the flux increases as the electrons approach the conjugate hemisphere. This feature is due to downward-flowing electrons backscattering into the upward flowing stream. These reflected particles contribute to $\beta$ because they are returned to their source ionosphere.

Figure 9c shows the fraction of energy deposited into the plasmasphere for each electron energy. The general shape of $\epsilon$ is a decrease with increasing energy because the Coulomb cross section is proportional to $E^{-2}$, but considerable structure is also present. This is because the efficiency of energy deposition is also proportional to $\partial\phi/\partial E$, and so the cascading of energy by the superthermal electrons is increased where there is a large decrease in flux over a short energy range. The energy lost by the superthermal electrons is transferred to the thermal plasma. This absorption is responsible for the peaks in the 60 - 70 eV and 100 - 110 eV ranges and also for the peaks below 50 eV. The decrease in $\epsilon$ below 20 eV is due to a decrease of the flux of low energy superthermal electrons caused by collisions with the thermal plasma. This decrease in the flux below 20 eV can also be seen in Figures 1 and 4.

The calculations presented in Figure 9 show the contribution of each energy to the plasmaspheric energy interplay. Integrating these three parameters from 1 to 150 eV, the energy range of the simulation, gives the portion of the total energy penetrating from the source ionosphere to the conjugate ionosphere, $<\alpha>$; the part of the total energy reflected in the plasmasphere back to the source region, $<\beta>$; and the energy absorbed in the plasmasphere, $<\epsilon>$. These values are given in Table 2.

As can be seen from these calculations, more of the energy from the source region is deposited into the conjugate ionosphere than back into the source ionosphere, that is, $<\alpha>$ is greater than $<\beta>$ in every case. Also, the portion of the energy from the source region deposited to the plasmasphere is greater than the backscattered portion, that is, $<\epsilon>$ is greater than $<\beta>$. The relationship between $<\alpha>$ and $<\epsilon>$, however, depends on the thermal plasma description and $L$ shell. When $n_e - B$, about half of the energy is deposited into the plasmasphere while less than a third reaches the conjugate ionosphere for $L=3$ and $L=4$. When $n_e - B$, the percentages for $<\epsilon>$ and $<\beta>$ reverse, so about half flows into the conjugate ionosphere while less than thirty percent is absorbed by the plasmaspheric thermal plasma. The relationship with $L$ shell is less pronounced, and the change is usually 5% or less between $L=3$ and $L=4$.

Comparing the results of Table 2 and Figure 9 reveals energy ranges which contribute the most to each parameter. Figure 9a shows that energies above 50 eV are the largest contributors to $<\alpha>$. It can be seen from Figure 9b that energies below 20 eV are the most likely to be reflected back to their source ionosphere. From Figure 9c it can be concluded that superthermal electrons with energies between 10 and 70 eV are the largest contributors of energy to the plasmaspheric thermal plasma.

It is worthwhile to compare $<\epsilon>$, the portion of energy absorbed in the plasmasphere, with the calculations of Newberry et al. [1989]. In that study, a comparison was made between data from the relaying ion mass spectrometer (RIMS) on the Dynamics Explorer 1 (DE 1) satellite and the field line interhemispheric plasma (FLIP) model. The FLIP model included a phenomenological factor (trapping factor) to represent the amount of energy lost to the plasmasphere from the photoelectrons, and they concluded that good agreement is achieved between the calculated and measured ion temperatures when ~55 % of the total photoelectron flux is trapped in the plasmasphere. We conducted a similar study with our model and used the thermal electron profile in the ionosphere and plasmasphere from Newberry et al. [1989], and we found that $<\epsilon>=0.53$. This shows that our calculations are in very good agreement with phenomenological modeling and measurements of the thermal structure of the plasmasphere.

6. Summary

Numerical solutions to the nonsteady state superthermal electron kinetic equation have been presented. The calcu-
lations were performed in the plasmasphere and the two conjugate ionospheres, self-consistently coupling the three regions. The model also includes various neutral particle ionization and excitation processes, scaterring, and the effect of the inhomogeneous magnetic field. The distribution function in time, distance along arbitrary geomagnetic field lines, energy, and pitch angle are among the parameters calculated by the model. The results presented here show the complicated structure of the superthermal electron distribution, and this model is another step towards understanding the exchange of energy between spatial regions and particle populations in the ionosphere-plasmasphere system. The model can handle any magnetic field configuration, neutral atmosphere and thermal plasma description, and phase-space grid.

The superthermal electron flux distribution was shown in several ways and the features of these distributions were described in detail. Omnidirectional flux spectra and pitch angle distributions for given energies were presented for the steady state solution, while pitch angle distributions at specific altitudes and plasmaspheric omnidirectional flux spectra were used to display the nonsteady state results. The time needed to refill a depleted flux tube was found to be several elastic scattering timescales, which means that hours are required to reach the steady state flux levels for high energy superthermal electrons.

Plasmaspheric transparencies, $T(E)$, have been calculated for different conditions of illumination, scattering processes in the conjugate ionospheres, and descriptions of the thermal plasma density. It was found that $T(E)$ is a complicated function that depends not only on Coulomb collisions in the plasmasphere but also on the primary photoelectron energy spectrum, conditions of illumination, collisions with neutral and charged particles in the atmosphere and ionosphere, and diffusion across the loss cone boundary. A phenomenological description of plasmaspheric transparency was used to describe the energy interplay in the plasmasphere. By studying the ionosphere and plasmasphere as one system rather than two separate ones, substantial corrections are introduced in the values and characteristics of key parameters describing photoelectron fluxes.

The energy dependence and average values of the parameters $\alpha$, $\beta$, and $\epsilon$ was discussed. The quantity $\alpha$ is the "pure" part of the transparency and describes particles traversing the plasmasphere from its source ionosphere to the conjugate ionosphere, $\beta$ is the portion of superthermal electron energy reflected back to their source ionosphere, and $\epsilon$ is the energy lost to the plasmasphere. These parameters are dependent on energy, and the structure of each is related to the thermal plasma distribution and L shell. The electron energy ranges that contribute the most to each of these parameters were $E \geq 70$ eV for $\alpha$, $E \geq 20$ eV for $\beta$, and $10 \leq E \leq 100$ eV for $\epsilon$. Integrated values of these parameters were calculated and their importance in describing energy deposition was discussed. We also found that our calculations are in good agreement with the phenomenological theoretical study by Newberry et al. [1989], which is based on DE 1/RIMS data.

7. Future Development of the Model

There are several processes which will be incorporated into this model and discussed in upcoming publications. One development is coupling this model with a thermal plasma transport model. This will permit the calculation of the self-consistent electric field, which is generated when the highly mobile superthermal electrons stream into the plasmasphere ahead of the heavy ions and charge neutrality is violated. The inclusion of the self-consistent electric field allows for the proper coupling between the thermal and the superthermal plasmas. External electric fields, such as the electric field of magnetospheric convection, will also be incorporated.

Another effect which must be included at some time is the interaction with waves generated by an external source, such as ion cyclotron waves from the ring current particles, plasmaspheric hiss, Alfven and magnetosonic waves, and electrostatic electron-cyclotron waves. There is some evidence that these waves can interact with the superthermal electrons; Erlandson et al. [1993] observed an enhancement in the superthermal electron fluxes in regions of increased wave activity by DE 2. If the energy density of the wave is large compared to the energy density of the superthermal electrons, the wave fields can be taken as constant functions in the term which describes the interaction with these waves. The inclusion of diffusion coefficients describing these waves would allow this model to describe these processes.

Plasma waves can also be amplified by instabilities in the superthermal electron distribution, and so a self-consistent feedback is needed to properly describe this process. As the distribution function becomes unstable, linear theory predicts that plasma waves will be amplified. These waves can then interact via diffusion terms and alter the superthermal electron distribution, and thus the amplification of the plasma waves will be changed. Incorporation of this self-consistent plasma wave interaction will also be conducted in the near future.
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