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[1] NOAA Polar Orbiting Environmental Satellites 30—240 keV proton precipitation
measurements in the 17—18 April 2002 geomagnetic storms are used with a Monte Carlo
ion transport model to obtain ionization and heating rates that are subsequently fed into the
Global Ionosphere Thermosphere Model to investigate the proton impact on the
ionosphere and thermosphere. Simulation results show that after the addition of proton
precipitation in a moderate geomagnetic storm (specifically, the one during mid-April
2002), there are places at low altitudes (100—120 km) on the nightside undergoing
significant increases in electron and nitric oxide (NO) densities. The enhancement can be
as large as several factors or even by an order of magnitude. Moreover, the temporal
profiles of the enhancement in ionospheric electron densities demonstrate a direct
correlation with proton precipitation imposed on the topside boundary, and there is no
integral effect. This is in contrast with a continuous buildup process illustrated in the time
variation of the thermospheric NO density enhancement because NO at these altitudes has
a long lifetime. In addition, by including high-energy precipitating protons in a global
ionosphere thermosphere coupled model, significant changes take place in the ion
convection (locally around +20%) and in the neutral winds (locally around +40%). This
study represents the first attempt to understand the global influence of proton precipitation
on the ionosphere and thermosphere using in situ observational data.
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1. Introduction

[2] The ionosphere and thermosphere are overlapping,
tightly coupled regions of space, and strongly affected by
the near-Earth magnetospheric activity. For instance, parti-
cle precipitation from the magnetosphere at high latitudes
ionizes the neutral atmosphere and thereby augments the
electrical conductivity associated with the ionosphere in
these regions. lonospheric convection patterns can be largely
disturbed. Thermal expansion of the atmosphere as a result
of Joule heating increases neutral density at high altitudes.
Tonospheric chemistry is altered by thermospheric winds
and composition changes. The ionosphere-thermosphere
system, however, is not a simple passive recipient of
magnetospheric forcing. There are indications that the
ionosphere has a direct impact on the magnetosphere
through ionospheric mass outflow [cf. Chappell et al.,
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1987; André and Yau, 1997, and references therein].
Ionospheric conductance can also regulate magneto-
sphere-ionosphere energy exchange through coupled elec-
trodynamic processes [Ridley et al., 2004a]. Therefore it is
critical to understand energy and dynamics in the coupled
ionosphere-thermosphere system, especially during times
of high magnetospheric activity.

[3] Proton precipitation is a significant kinetic energy
input to the ionosphere and thermosphere. It has been
demonstrated to be one of the major sources of observed
ionization enhancements [Basu et al., 1987; Senior et al.,
1987; Smirnova et al., 2004] and FUV emissions [Frey et
al., 2001; Gérard et al., 2001]. However, little work has
been done in assessing the impact of proton precipitation on
the global-scale ionosphere-thermosphere system. In global
models of the ionosphere and thermosphere, proton precip-
itation is usually neglected [Roble and Ridley, 1987; Roble,
1992; Codrescu et al., 1997], or total energy fluxes are
treated as if they were carried by electrons alone [Fuller-
Rowell and Evans, 1987; Fuller-Rowell et al., 1996].

[4] Recently, Galand et al. [1999, 2001] included proton
precipitation in global ionosphere thermosphere coupled
models. They compared the calculated results that included
only electron precipitation to those with combined electron
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and proton input. The simulations clearly showed that
proton precipitation has a significant impact on the iono-
spheric and thermospheric compositions as well as on
electrical conductances and neutral winds. However, a clear
limitation of the analyses was that statistically constructed
particle precipitation patterns were employed in their sim-
ulations. In the work of Galand et al. [1999], electron and
proton precipitation at high latitudes was given by Roble
and Ridley [1987]. These two types of precipitating particle
populations were simply assumed to be colocated and
symmetric about the magnetic noon-midnight plane. The
characteristic energy of a Maxwellian distribution was
assumed to vary for electrons from 1.5 keV on the dayside
to 4 keV on the nightside and for protons from 3 keV to
10 keV. The global precipitation patterns in the work of
Galand et al. [2001], on the other hand, were based upon
the electron precipitation model of Hardy et al. [1985,
1987] and the proton precipitation model of Hardy et al.
[1989, 1991]. A moderate level of geomagnetic activity
(Kp = 3) was assumed in the construction of particle
precipitation maps. Although the proton spectra used in
the Hardy et al. [1989, 1991] models were extrapolated
from 30 keV up to 100 keV, the extrapolation to high
energies was premised on the assumption of a Maxwellian
distribution. The high-energy tail [e.g., Lyons and Evans,
1984] was thus underestimated.

[5] In this paper the global impact of proton precipitation
on the ionosphere and thermosphere is analyzed using more
realistic conditions. The April 2002 storms are selected in
this work, as they contain a rich spectrum of geophysical
phenomena, including a sheath driven storm, a magnetic
cloud driven storm and global sawtooth oscillations
[Liemohn et al., 2004, 2005; Clauer et al., 2006; Henderson
et al., 2006]. The availability of global in situ measurements
from National Oceanic and Atmospheric Administration
(NOAA) Polar Orbiting Environmental Satellites (POES)
provides a unique opportunity to investigate the contributions
of ion precipitation to the ionsphere and thermosphere.

[6] This study is the third one in a series of papers
dedicated to the investigation of energetic proton precipita-
tion during the 17—18 April 2002 geomagnetic storms. In
the first companion paper [Fang et al., 2007a, hereinafter
referred to as paper 1], global 30—240 keV proton precip-
itation patterns during the storms were constructed using
recently developed 3-hour NOAA/POES data products. The
proton precipitation pattern change was shown to be highly
statistically correlated with the variation of other geophys-
ical indices, justifying the selection of a 3-hour time
window for the creation of the global energetic proton
precipitation maps. In the second companion paper [Fang
et al., 2007b, hereinafter referred to as paper 2], the
constructed energetic proton precipitation patterns were
employed as the energy input to drive a three-dimensional
(3-D) Monte Carlo ion transport model [Fang et al., 2004].
It was found that with the neglect of the beam spreading
effect [Fang et al., 2004, 2005, and references therein], a
moderate overestimation (up to 10%) in the Pedersen and
Hall conductances occurs at the center of the major proton
precipitation region, while a severe underestimation (around
—50% or worse) is induced along the edge (particularly
along the equatorward edge). This first assessment of the
horizontal spreading effect on the conductances leads to the
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conclusion that 3-D particle scattering is important and
needs to be included in a global model. In the present study
the ionization and heating generated by precipitating ener-
getic protons (with the beam spreading considered) are fed
into an ionosphere thermosphere coupled model to assess
the global impact. The current paper presents an improve-
ment over previous studies [e.g., Galand et al., 1999, 2001]
in three aspects.

[7] First of all, rather than relying on statistical maps,
3-hour observational data sets for particle precipitation
during the April 2002 geomagnetic storm events are used.
Given that the in situ proton measurements have spectral
information, the approximation of a Maxwellian energy
distribution is not necessary any more. Precipitating
protons are discriminated into 31 energy bands to cover
the range of 30-240 keV. In addition, more realistic
high-latitude electron precipitation is included using
results from the assimilative mapping of ionospheric
electrodynamics (AMIE) technique [Richmond and
Kamide, 1988; Richmond, 1992].

[8] Second, the horizontal spreading effect is estimated
and included using our 3-D Monte Carlo ion transport
model [Fang et al., 2004]. Charge exchange collisions
between incident ions and the atmosphere result in hot
neutral atoms, which can freely move across magnetic field
lines until they are converted back into ions through
electron stripping collisions. Proton and hydrogen atom
transport are coupled together so that an incoming proton
beam is not bound to the local magnetic field line but
diffuses over a wider region during the transport, and the
intensity is reduced at the beam center. The spatial spread-
ing effect adds a complexity to the ion precipitation. It has
been illustrated that a significant error in the localized
ionization rates can stem from the omission of the spatial
spreading [e.g., Fang et al., 2005]. However, this effect
cannot be taken into account in previous studies in which
1-D ion transport calculation was employed, such as those
of Galand et al. [1999, 2001].

[v] Third, unlike using statistical particle precipitation
patterns, the temporal variation of particle energy input
and the consequent effects on the ionosphere-thermosphere
system can be analyzed for different storm phases. The
maps at a 3-hour cadence provide new information on the
development and variability of the structure in the global
high-energy ion precipitation as well as atmospheric geo-
effectiveness. While this rate is not sufficient to resolve
rapid precipitation variations, it is the best rate possible with
NOAA’s present fleet of satellites, and it is fast enough to
resolve large-scale changes in the precipitation within each
storm phase.

2. Global Ionosphere-Thermosphere Model
(GITM)

[10] GITM is a time-dependent first-principles 3-D cou-
pled ionosphere thermosphere model extending from 95 km
to 500+ km altitude, which has been newly developed at the
University of Michigan [Ridley et al., 2004b, 2006]. It self-
consistently solves the continuity, momentum, and temper-
ature equations for the thermospheric neutrals and the
ionospheric plasma. The ion momentum equation is solved
under the assumption of steady state, taking into account the
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Figure 1. Snapshots of precipitating electron energy
fluxes (spaced 1 hour apart) during the time interval of
1200—1500 UT on 17 April 2002. The values are shown on
a logarithmic scale with contours every decade. The view is
over the geographic north pole with local noon to the top
and dawn to the right. The perimeter latitude is 40° and the
dashed circles are 10° apart.

neutral winds and external electric field in addition to
thermal pressure and gravity. The electron movement is
controlled by the E x B drift. In the model, the vertical and
horizontal neutral advections are separately solved. In the
vertical direction, each neutral constituent has a separate
velocity with coupling of the velocities through neutral-
neutral and ion-neutral friction. A key distinguishing feature
of GITM as compared to other general circulation models is
that the assumption of hydrostatic equilibrium is removed.
Furthermore, an altitude grid is used rather than a pressure-
based coordinate system, as in other global ionosphere
thermosphere coupled models. In the horizontal direction,
all of the neutral species are assumed to move with the same
velocity.

[11] In the GITM model the high-latitude dynamics is
specified by the input from external models. At high
latitudes, ion production rates due to auroral electron
precipitation are specified by Frahm et al. [1997], given
an incident Maxwellian distribution with a specified average
energy and total energy flux. It is worth noting that GITM
does not include a mapped dynamo electric field at low
latitudes and therefore neglects the equatorial fountain effect
in the present version.

3. Results

[12] Paper 1 represents the first attempt of constructing
global energetic proton precipitation maps at a reasonable
cadence using in situ satellite observations. In paper 2 these
maps are applied as a topside energy input to a 3-D Monte
Carlo ion transport model [Fang et al., 2004] to simulate the
interaction with the upper atmosphere. It is found that
proton precipitation as well as its associated horizontal
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spreading effect are important and need to be included in
any global Pedersen and Hall conductance model. In this
paper, the 3-D interaction results (that is, the spreading
effect is considered) are added as inputs to the GITM model
to assess the proton impact on the ionosphere and thermo-
sphere system.

[13] It is easy to include proton precipitation in GITM,
although auroral electrons are the only kinetic energy input
at high latitudes that is routinely represented in the model.
The coupling between proton precipitation and the iono-
sphere and thermosphere is achieved by including the
resulting ionization rates in the continuity equations of
0", N3, and O3, and adding the heating rates to the source
terms in the neutral temperature equation. The heating of
electrons and ions by energetic proton input is neglected.
The grid spacing is 2.5° geographic latitude by 5° geo-
graphic longitude for the simulations reported here. The
altitude spacing is specified to be approximately 0.3 of a
scale height on the dayside. It is then applied everywhere
and is kept static during the model run. The temporal
resolution is around 2 s, limited by the explicit time-
stepping advection solver in GITM.

[14] Like papers 1 and 2, three representative 3-hour
proton precipitation patterns are selected and separately
studied in GITM for the April 2002 storms, starting from
(1) 16 April, 1200 UT (for a prestorm condition); (2) 17
April, 1200 UT (for a sheath driven storm); and (3) 18
April, 0300 UT (for a magnetic cloud driven storm). For
each of them, we perform a separate model run, beginning
on 15 April, 0000 UT. The atmospheric and ionospheric
conditions are initiated using the MSIS-90 [Hedin, 1991]
and IRI [Rawer et al., 1978; Bilitza, 2001] models, respec-
tively. The initial ionospheric convection in the first 24 hours
is driven by the Weimer [1996] electric potential patterns.
The AMIE technique [Richmond and Kamide, 1988;
Richmond, 1992] is used to derive high-latitude electron
input and electric fields afterward.

[15] In this study, we run quantitative comparisons
between two cases. In case one, only electron precipitation
is considered. In case two, in addition to auroral electrons
(which have exactly the same patterns as those in case one),
proton precipitation is included but limited to one of the
3-hour intervals: (1) 16 April, 1200-1500 UT,
(2) 17 April, 1200—1500 UT, and (3) 18 April, 0300—
0600 UT. That is, the simulation conditions are identical
except for the addition of a 3-hour time window of
proton precipitation in case two. By comparing the two
cases that are running for different storm phases, we can
quantitatively investigate the proton contributions to the
ionosphere-thermosphere system at different levels of
magnetospheric activity. Note that for these model runs,
electron precipitation patterns are derived from IMAGE/
FUV measurements [Mende et al., 2000] incorporated
into the AMIE technique and thus are more realistic
and time-varying. The electron precipitation pattern is
changed every 60 s in GITM. Figure 1 presents a series
of snapshots of precipitating electron energy fluxes every
1 hour during 1200-1500 UT on 17 April 2002. In
contrast with frequently varying electron precipitation,
proton precipitation patterns change much more slowly
at a 3-hour cadence in keeping with ring current decay
timescales. In this paper, the proton precipitation patterns
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Figure 2. Proton precipitation conditions in the Global
Ionosphere Thermosphere Model (GITM) simulation (case
two, combined electron and proton precipitation) and
comparison of ionospheric electron densities between case
one (only electron precipitation) and case two. Shown here
is (a) incident NOAA Polar Orbiting Environmental
Satellites (POES) 30-240 keV proton energy fluxes at
1200 UT on 17 April at 850 km altitude, (b) proton
generated ionization rates at 110.4 km altitude, (c) GITM
calculated ionospheric electron densities at 110.4 km 3 hours
later in the simulation case one, (d) GITM calculated
electron densities in case two, when additional proton
precipitation is included during 1200—1500 UT on
17 April, (e) absolute difference of the electron densities
between the two cases, and (f) their ratios. All the plots
(except Figure 2f) are on a logarithmic scale. The view is
over the geographic north pole with local noon to the top
and dawn to the right. The perimeter latitude is 40°.

are held fixed in both time (during the 3-hour interval of
the data) and space (with respect to geographic local
time). By subtracting the simulation results in case one
from those we get in case two, we will assess the net
effect of the impact of protons on the ionosphere and
thermosphere based on storm time global particle precip-
itation measurements.

3.1. Detailed Examination for 1200 UT
on 17 April 2002

[16] As an example, Figure 2 shows the comparison of
the ionospheric electron densities between the two GITM
simulation cases, in the absence or presence of 30—240 keV
proton precipitation during 1200—1500 UT on 17 April. The
altitude of 110.4 km (£ region), which is approximately the
altitude of peak energy dissipation by incident protons (see

FANG ET AL.: PROTON IMPACT ON THE I-T SYSTEM

A07310

paper 2), is selected for this comparison. The comparison
between the two simulation cases is made at the end of the
3-hour interval. The results at other altitudes and in the
course of the 3-hour time window will be shown later. For
convenience, the precipitating proton energy flux at 850 km
altitude (case two) is reproduced in Figure 2a. The resulting
ionization rates at 110.4 km altitude from incident protons
are also repeated in Figure 2b, similar to what presented in
paper 2 but at a slightly different altitude.

[17] lonospheric electron densities [e” ] in Figure 2c and
Figure 2d demonstrate the relative contribution of the solar
extreme ultraviolet radiation and high-latitude particle input.
The solar radiation dominates the dayside ionosphere, while
on the night side auroral particle precipitation maintains the
polar ionosphere. It is worth pointing out that electron
produced ionization (in both Figure 2c and Figure 2d) is
derived using the GITM neutral density profiles, while
proton produced ionization (in Figure 2d) is obtained using
the MSIS-90 atmosphere model [Hedin, 1991] and is
subsequently fed into the GITM model. The lack of a
self-consistent addition of proton precipitation in GITM is
due to the fact that very long computational time is needed
to run the 3-D Monte Carlo ion transport model [Fang et al.,
2004]. However, this simplification is not inappropriate for
two reasons. First, the MSIS and GITM atmospheres
actually are relatively close to each other [Ridley et al.,
2006]. Second, this study aims to provide a general impres-
sion of how important proton precipitation is by using more
realistic particle input conditions in the global ionosphere-
thermosphere modeling. It is of interest in future studies to
self-consistently include the 3-D results of proton precipi-
tation in a global model.

[18] Figure 2e shows the comparison between the simu-
lation case one (for only electron input) and case two (for
combined electron and proton input), clearly illustrating the
significance of including 30—-240 keV proton precipitation
in the ionosphere modeling. Note that the subscript number
“1” (“2”) denotes a simulation case in which 30—240 keV
proton precipitation is excluded (included). As seen in
Figure 2e, precipitating protons can strongly contribute to
the electron concentration, with a peak increase (over
electron input only) of 3.1 x 10° cm™> at 66.25°N and
2150 LT. The longitudinal and latitudinal range for the net
increase is consistent with the area in which incident
protons produce significant ionization (Figure 2b). However,
the locations that have maximum values do not overlap
exactly with each other.

[19] Figure 2f explicitly presents the relative significance
of high-energy protons by taking the ratio of the electron
concentrations, [e ]»/[e ];. The green-red shading repre-
sents a substantial increase by more than a factor of 2. It is
seen that proton impact can greatly enhance ionospheric
electron densities by locally up to more than an order of
magnitude. Note that the maximum relative enhancement
does not occur at the same region as the maximum net
increase. However, there are significant regions where
proton precipitation creates a substantial net increase in
the electron concentration both in magnitude and in percent
change. As a consequence, a severe underestimation can be
made by simply considering electrons as the only particle
ionization source to the ionosphere.
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Figure 3. Similar to Figure 2 but for the comparison of
thermospheric nitric oxide densities between the two GITM
simulation cases, in the absence or presence of energetic
proton precipitation. For the comparison purpose, Figure 2a
and Figure 2b are repeated here.

[20] It is clear in Figure 2f that the relative increase of
electron densities breaks into two peaks. One is located
premidnight (63.75°N, 1950 LT) with a maximum ratio of
[e 1/[e"]; = 14.8. It should be emphasized that this place
does not coincide with the region of maximum net increase
but is actually displaced equatorward of it. This offset is
reflective of the fact that the low-latitude boundary of
proton precipitation is equatorward of the electron precip-
itation boundary in the dusk sector [Hardy et al., 1989]. The
other peak is in the postmidnight sector (56.25°N, 0330 LT)
and has a maximum ratio of 36.2. However, the net increase
of electron densities is actually moderate in the early
morning hours. At latitudes equatorward of the two peaks,
the relative enhancement is still considerable, although the
absolute difference may not be important. Another feature
evident in Figure 2f is that the relative contribution of
proton precipitation to ionospheric electron densities is
modest at midnight, despite the large ionization enhance-
ment. This is because the location of electron precipitation
coincides with that of protons at midnight, but the electrons
carry comparable or larger energy flux (see Figure 1). This
is consistent with statistical findings by Hardy et al. [1989].
In addition, we see that the proton impact in the late
afternoon sector is overwhelmed by the photoionization,
in spite of considerable ionization.

[21] Particle precipitation can also have a significant
effect on the thermosphere. For this study, impacts on the
thermosphere are measured by changes in nitric oxide (NO)
densities. NO is a minor but important atmospheric constit-
uent in the thermosphere, and it has been the subject of
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considerable interest in scientific research because of its
important role in the atmospheric physics and chemistry
[e.g., Barth, 1992; Baker et al., 2001]. Because of a low
ionization potential (9.25 eV), charge transfer occurs rela-
tively easily in collisions between NO and the ions pro-
duced by photoionization and particle impact ionization.
NO thus has an important effect on the ion composition in
the ionospheric E region. Through radiative cooling by
5.3 pum emission, NO affects the temperature structure of
the ionosphere and thermosphere in the altitude region of
120-200 km. In addition, NO has a long lifetime, partic-
ularly during the winter, so it can be transported downward
from the lower thermosphere to the stratosphere [Barth et
al., 1999; Callis et al., 1998]. Therefore it can have a
significant effect on the depletion of the ozone (O3) layer. In
the chemical reactions attributed to the O5 catalytic destruc-
tion, O3 is destroyed but NO is regenerated [e.g., Taylor,
1991]. This catalytic cycle is one of the most important
processes that affect the balance between Oj creation and
destruction. In this work we investigate how energetic
proton precipitation influences the NO concentration and
therefore the thermosphere.

[22] It has been well established in past studies that the
nitric oxide concentration in the high-latitude thermosphere
is controlled by particle precipitation [Gérard and Barth,
1977; Siskind et al., 1989]. lonization is significantly
enhanced due to auroral particle bombardment. The reac-
tions of the ionized particles N3, N*, O3, and O" together
with O, O,, N, and N,, respectively, account for the increase
of NO™. The dissociative recombinations of NO* and Ny
lead to the production of excited atomic nitrogen, N(°D)
[Barth, 1992; Bailey et al., 2002]:

NO" +e” — N(*D,*S) + 0, (1)

Nj +e — 2N(°D,'s). (2)

Excited atomic nitrogen is the primary production source of
NO below 120 km altitude,

N(*D) + 0, — NO + O. (3)

Ground state atomic nitrogen provides the production of NO
at higher altitudes,

N(*S) +0, — NO + 0. (4)

NO is lost mainly by the reactions with ground state atomic
nitrogen and O, as well as photodissociation:

NO + N(*8)—N, + O,
NO + 0 —NO™ + 0, (5)

NO + hv—N(*S) + O.

[23] Similar to Figure 2, Figure 3 presents for comparison
the NO densities in two simulation cases: without ([NO];)
or with ([NO]J,) the inclusion of proton precipitation in
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GITM. Again, it is clearly demonstrated that the presence of
proton input can significantly contribute to the ionization,
and as a consequence, the net increase of the nitric oxide.
Figure 3e shows that in general this enhancement is colo-
cated with the region of high proton ionization (Figure 3b).
The net NO increase has a peak value of 1.2 x 107 cm~ at
66.25°N and 2150 LT, the same place as for the maximum
electron density increase (Figure 2e). Similar to electron
densities, the relative increase of the nitric oxide displays a
double-peak structure: one is located in the premidnight
sector (66.25°N, 2110 LT) with a maximum ratio of [NO],/
[NO]; = 9.0, while the other is at postmidnight (61.25°N,
0250 LT) and has a peak value of 7.1. Again, these peak
relative enhancements do not occur at the same place as the
net maximum NO increase. The relative increase of NO is
not as large as that of the electron density, however, regions
of very dramatic change (both in magnitude and in percent)
exist.

[24] Tt is difficult to make a direct quantitative compari-
son of our results with Galand et al. [1999, 2001], since the
models and the input parameters are quite different. In
addition, the simulations presented here are performed
under more realistic incident conditions of electrons and
protons, rather than using statistical particle precipitation
patterns. Moreover, this study is focused on a higher-energy
component for protons, that is, 30—240 keV. The chosen
energy range includes the bulk of the ring current, while a
lower energy range is dominated by plasma sheet precipi-
tation. Because the statistical proton models used in the
work of Galand et al. [1999, 2001] include only auroral
proton energies in moderately disturbed conditions (Kp = 3),
the significance of including proton input in a global iono-
sphere thermosphere coupled model may be underestimated
in their studies. The results presented here show that in a
moderate geomagnetic storm, like the one during April 2002,
at some places, protons can contribute to a large increase of
electron and NO densities.

3.2. Temporal Development of the Influence
of Proton Precipitation

[25] Unlike the previous studies of Galand et al. [1999,
2001], in which the proton effect on the ionosphere and
thermosphere was investigated after a more than 1-day
simulation, this paper examines the relative impact of
proton precipitation and also follows the temporal evolution
during a 3-hour period.

[26] Figure 4 shows the comparison of ionospheric elec-
tron densities and their temporal evolution by presenting
results 10 min, 1 hour, and 3 hours after including proton
precipitation during a storm phase, which starts from
1200 UT on 17 April 2002. As mentioned before, it is
representative of the proton precipitation condition when
the shocked solar wind hit the Earth’s magnetosphere. It is
worth emphasizing that electron precipitation conditions are
changed every 60 s (see Figure 1), derived using the AMIE
technique [Richmond and Kamide, 1988; Richmond, 1992],
while the proton precipitation pattern during a 3-hour
simulation time period is fixed.

[27] Figure 4 shows that as intense proton precipitation
occurs during 17 April, the significance of proton impact on
the ionosphere is evidently clear. In accordance with the
ionization from incident protons, a large net increase of
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electron densities is observed over the altitude range of
100—-200 km. There are places at low altitudes (100—
120 km), where protons are a dominant source of ionization
and therefore can exclusively account for the electron
concentration. A notable feature of the proton impact on
the ionosphere is that, in general, the enhancement of
electron densities illustrates a direct correlation with proton
precipitation (compare Figure 4 with Figure 2a and
Figure 2b), and there is no clear trend observed with time.
This conclusion is supported by Figure 5, which shows the
time variation of the maximum increase of electron densities
at four altitudes (100.0 km, 110.4 km, 120.0 km, and
203.8 km). In addition to the change associated with the
sheath driven storm phase, the temporal variations of the
electron density enhancements during a quiet time period
(1200—1500 UT on 16 April) and a magnetic cloud driven
storm phase (0300—0600 UT on 18 April) are also included.
The quantitative comparison in Figure 5 confirms that there
is no clear increasing or decreasing pattern over time. The
rise time of the electron density enhancement from zero to a
steady value is well within 10 min for all of the curves in
Figure 5 because of a very short timescale (<10 min) for the
electron recombination loss. Moreover, it is shown that the
maximum impact on the ionosphere of including energetic
proton precipitation occurs at about 110 km altitude, where
the particle ionization rate peaks for >30 keV protons.

[28] A striking feature displayed in Figure 4 is the
considerable electron density decline at ~200 km altitude,
after including proton precipitation in GITM for 3 hours
(the blue patch in the lower right plot of Figure 4). The
region of decrease is located equatorward of the main
proton precipitation (<60°) in the evening sector. This can
be interpreted as a consequence of the change in the vertical
ion convection. Figure 6 demonstrates how the inclusion of
proton precipitation affects the vertical ion velocity at
different altitude levels. It is seen that the decrease of the
downward ion speed at 203.8 km altitude (the yellow and
red shading in the evening sector of the top right plot in
Figure 6) is coincident with the electron density depletion.
Also note that the electron concentration increases with
increasing altitude in this same region (compare the shading
in the two lower left plots in Figure 4). The net effect is that
the downward electron transport effect is weakened, result-
ing in a relative density depletion at this location. It should
be mentioned that the comparison between Figures 4 and 6
suggests that plasma transportation is a plausible explana-
tion to account for the localized electron density decrease. A
comprehensive examination of other processes (for exam-
ple, chemical reactions) is far beyond the scope of this paper
and thus will not be discussed here.

[20] It is found that the significance of proton impact on
the ionosphere is not as global as expected for the sawtooth
oscillations on 18 April (not shown here). The sawtooth
oscillations on 18 April have a very large MLT extent to
their dispersionless injection region at geosynchronous orbit
[Henderson et al., 2006] and a very large extent to their
dipolarization signatures in ground-based magnetometer
perturbations [Clauer et al., 2006]. However, the signifi-
cance of including protons in a global model is mostly
limited in the dusk-midnight quadrant. This happens for two
reasons. First, during this time period, the displacement of
the geomagnetic north pole from the geographic north pole
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4/17 @ 13:00 4/17 @ 12:10

4/17 @ 15:00

3 4 5 6 7 3 4 5 6 7 0 2 4 6 8 10
log1o(cm~3) logio(cm™3) ratio

Figure 4. Comparison of ionospheric electron densitites in the absence (case one) or presence (case
two) of proton precipitation. In the GITM simulation case two, a proton energy input is included starting
from 1200 UT on 17 April 2002. The comparison is made at three times: (top two rows) 10 min later,
(middle two rows) 1 hour later, and (bottom two rows) 3 hours later. The left two columns are for the
electron concentration in the simulation case two. The middle two columns are for the absolute difference
between case one and case two. The right two columns present the ratios of electron densities in the two
cases. In each group of four dial plots, the simulation results are illustrated at different altitudes: (upper
left) 100.0 km, (upper right) 110.4 km, (lower left) 120.0 km, and (lower right) 203.8 km.
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Figure 5. Temporal evolution of the maximum electron
density enhancement due to the inclusion of a 3-hour proton
precipitation starting from (1) 1200 UT on 16 April (dotted
curves), (2) 1200 UT on 17 April (solid curves), or
(3) 0300 UT on 18 April (dashed curves). The results are
calculated at the altitudes of 100.0 km (triangle), 110.4 km
(solid circle), 120.0 km (square), and 203.8 km (diamond).
The data points are sampled every 10 min.

makes proton precipitation more focused in the evening
sector. Second, proton ionization is negligible on the day-
side, where the solar radiation dominates the ionosphere.

[30] Figure 4 has well illustrated how important it is to
include global proton precipitation for correctly modeling
the ionosphere. The calculation results indicate that there
are significant enhancements in the magnitude of iono-
spheric electron densities after including precipitating pro-
tons, mostly in the evening sector at the equatorward edge
of electron precipitation. As already seen in Figure 3,
incident protons can also have a large effect on the ther-
mosphere by changing the NO concentration. Similar to
Figure 4, Figure 7 presents the change in the thermospheric
NO densities at 10 min, 1 hour, and 3 hours after including
proton precipitation in the GITM simulation. It is found that
the proton impact on the thermosphere is almost entirely
negligible under quiet time conditions (not shown here).
During the storm, most of the proton effect on thermospheric
NO is at low altitudes. Above ~200 km, proton precipita-
tion has a negligible effect on the NO abundance.

[31] The most noticeable feature in the time variation of
the change in the NO density is the continuous buildup
process. This is highlighted in Figure 8, which shows how
the maximum enhancement in the NO density varies with
time when precipitating protons are taken into account in
the GITM simulation. In contrast with the temporal evolu-
tion of the enhancement in the ionospheric electron density
(Figure 5), a clear increasing trend is observed in the
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thermospheric nitric oxide increase as time goes on. The
gradual increase is caused by the continuous proton precip-
itation and that NO has a long lifetime compared to the
electrons. The effective life times of an NO molecule to
chemical destruction under illuminated conditions and to
diffusive transport are approximately 19 hours and 1 day,
respectively [Barth, 1992; Barth et al., 2001; Bailey et al.,
2002]. It is expected that if proton precipitation is contin-
uously imposed for more than 1 day, as in the work of
Galand et al. [1999], there should be no direct proportional
relationship between the instantaneous intensities of proton
precipitation and the resulting change in thermospheric NO
densities. Rather, the NO abundance change will be asso-
ciated with the integral effect of particle precipitation over
the past 24 hours [e.g., Bailey et al., 2002]. Also, owing to
the long lifetime, the horizontal transport effect manifests
itself in the temporal pattern change of the NO density
enhancement produced by proton precipitation. As shown in

[Viz]s [Viz]2

[Viz]2—[Viz]1

203.8 km

/=

120.0 km

/=

4/17 @ 15:00
100.0 km 7=110.4 km

/=

—-200 O -200 O

m/s m/s

Figure 6. Comparison of vertical upward ion velocities
between GITM simulations by excluding or including a
3-hour proton precipitation beginning at 1200 UT on
17 April 2002. The left column is the calculation
results when only electron precipitation is considered. The
middle column is the vertical velocity with the inclusion of
proton precipitation in the simulation. The right column
corresponds to the change due to the proton impact. The
results are displayed at four altitudes: (top) 203.8 km,
(second row) 120.0 km, (third row) 110.4 km, and (bottom)
100.0 km. Note that the contours are plotted on a linear
scale.

200 200

0
m/s

8 of 12



A07310

110.4

4/17 @ 12:10

4/17 @ 13:00

4/17 @ 15:00

FANG ET AL.: PROTON IMPACT ON THE I-T SYSTEM

ABS([NO]2—[NO]4)

A07310

.[NO]Z/[NO]1

A T
5 6 7 8 5 6 7 8 0 2 4 6 8 10
logig(cm™3) log1o(ecm~3) ratio

Figure 7. Similar to Figure 4 but for the comparison of thermospheric NO densitites.

Figure 7, the regions of large net increase expand during the
3-hour period, in both the longitudinal and latitudinal
directions.

[32] As already illustrated in Figure 6, ion convection
changes in response to proton precipitation. A detailed
examination of the impact of proton precipitation on the
ionospheric ion and thermospheric neutral convection is
presented in Figure 9 and Figure 10, respectively. It is seen
that the changes in the convection patterns take place in the
regions that are consistent with topside proton energy input.

In the selected sheath driven storm (17 April), extra proton
precipitation in GITM has a significant effect on the
convection: locally about +20% change in ion velocities
and about +40% change in neutral winds. It is well known
that with less neutrals or more ions, ions in the E region tend
to E x B drift. In this case, proton precipitation results in an
enhancement of electron densities and thus the ratios of ions
and neutrals, allowing ion convection to be more aligned
with E x B drift. These comparisons of the horizontal and
vertical components of ion and neutral wind velocities
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Figure 8. Similar to Figure 5 but for thermospheric NO
densities.

highlight the ionosphere-thermosphere coupling process:
incident protons produce conductivity changes (see paper 2)
that drive disturbances in the ion convection, and
ultimately affect the neutral dynamics through ion-neutral
collisions.

4. Discussion

[33] The significance of including proton precipitation in
a global ionosphere-thermosphere coupled model (like
GITM) has been underscored by the direct influence on
the electron and nitric oxide abundances. It is shown that
even in a moderate geomagnetic storm (like April 2002),
precipitating protons can make large contributions to
the electron and nitric oxide density enhancements in the
E region. At a higher level of magnetospheric activity (and
thus having stronger proton precipitation), the role of
incident protons in the ionosphere and thermosphere system
is expected to become more important and thus certainly
deserves to be included in a global model.

[34] As already emphasized in paper 2, the present study
is concentrated on high-energy precipitating protons, that is,
falling within the energy range of 30—240 keV. This energy
band is representative of the bulk of ring current ions and
plasma sheet ions in its high-energy tail. The inclusion of
low-energy components (<30 keV) definitely will enhance
the relative contribution of precipitating protons. This is an
interesting topic for a future research study.

[35] It should be noted that secondary electrons produced
in proton precipitation are not considered in the current
version of the 3-D Monte Carlo ion transport model [Fang
et al., 2004]. That is, the further ionization and heating
generated by secondary electrons are temporarily omitted
from consideration and not fed into GITM. By taking this
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secondary effect into account, we can expect larger changes
in the ionosphere-thermosphere system. In other words, the
results yielded in this paper represent a lower limit of the
global proton impact. The addition of secondary electrons
into the particle transport calculation is one of the important
parts of the planned model improvement. A two-stream
suprathermal electron transport model [e.g., Nagy and
Banks, 1970] will be employed to calculate the distribution
and effects of the secondary electrons. The other model
developments include considering magnetic mirroring effect
due to nonuniform magenetic fields as well as replacing the
forward scattering approximation used for our current
modeling of inelastic collisions with a more realistic treat-
ment of collisional scattering.

5. Summary and Conclusion

[36] In paper 1, global 30—240 keV proton precipitation
patterns during the 17—-18 April 2002 storms are con-
structed at a 3-hour cadence using in situ NOAA/POES
satellite measurements. The resulting ionization rates, and

[Vila—[Vi]s

[Vils

4/16@ 15:00

4/17@ 15:00

4/18@ 06:00

horizontal:  —= 1000 m/s —= 1000 m/s = 50 m/s

verticol: [T /<M /<

-200-100 O 100 200 -200-100 O 100 200 -10 -5 O 5 10

Figure 9. Comparison of ion velocity field at 120 km
altitude between GITM simulations with the exclusion or
inclusion of a 3-hour proton precipitation, which begins (top
row) at 1200 UT on 16 April 2002, (middle row) at 1200 UT
on 17 April 2002, or (bottom row) at 0300 UT on 18 April
2002. The arrows indicate horizontal ion convection
velocity, superposed on the contour maps of vertical upward
velocity components. The left column is for the simulation
case one, when only electron precipitation is considered.
The middle column corresponds to the simulation case two,
when additional proton precipitation is included. The right
column shows the change between the two cases. Note that
the horizontal velocity scale bar and the vertical velocity
color bar (shown at the bottom) for the right column are
different from the others.

10 of 12



A07310

[Vn]Zf[vn]W

4/16@ 15:00

4/17@ 15:00

4/18@ 06:00

horizontal:  —= 300 m/s —= 300 m/s > 50 m/s
verticol: LT /< T /s m/s
-4 -2 0 2 4 -4 -2 0 2 4 -1.0-0.50.0 0.5 1.0
Figure 10. Similar to Figure 9 but for the comparison of
neutral winds. Note that the vertical velocity components
(color contours) are mass-weighted over all the neutral

species.

therefore conductances, are assessed in paper 2 by running
our 3-D Monte Carlo ion transport model [Fang et al.,
2004]. In this paper, the disturbances resulting from proton
precipitation are coupled into the Global Ionosphere Ther-
mosphere Model [Ridley et al., 2004b, 2006] that is devel-
oped at the University of Michigan. For the first time, using
in situ particle flux measurements, we can examine on a
planetary scale the geoeffectiveness of storm time proton
precipitation on the coupled ionosphere and thermosphere
system.

[37] This work represents a similar study as those con-
ducted by Galand et al [1999, 2001] but with some
significant improvements. Rather than relying on the statis-
tical particle precipitation models used in the studies of
Galand et al. [1999, 2001], observational particle precipi-
tation data during the April 2002 geomagnetic storms were
used. These realistic particle precipitation conditions facil-
itate a more accurate quantitative assessment of the upper
atmospheric geoeffectiveness. Moreover, for ion precipita-
tion, the horizontal spreading effect is a unique feature due
to charge exchange and electron stripping collisions within
an incident beam [Fang et al., 2004, 2005, and references
therein]. It has been illustrated in the studies of Fang et al.
[2004, 2005] and paper 2 that significant errors in the
ionization rates and the Pedersen and Hall conductances
are induced in association with the neglect of the beam
spreading effect. The beam spreading is included in a
natural way in this paper using our 3-D Monte Carlo ion
transport model, while it cannot be modeled in 1-D
calculations.

[38] By comparing the ionospheric and thermospheric
states in the presence or absence of proton precipitation, it
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is shown that after the addition of proton precipitation in a
moderate geomagnetic storm like the one during April
2002, there are places at low altitudes (100—120 km) on
the nightside undergoing significant enhancement (several
times to an order of magnitude increase) in electron and
nitric oxide densities. The study of the time variation shows
that in general, the enhancement in ionospheric electron
densities has a direct correlation with proton precipitation
and there is no clear trend observed with time. On the
contrary, a continuous buildup process is demonstrated for
the temporal evolution of the thermospheric NO density
enhancement when proton precipitation is added. This is
because of the long lifetime of NO at these altitudes (around
19 hours). In addition, it is suggested that including ob-
served high-energy precipitating protons in a global iono-
sphere thermosphere coupled model has a significant effect
on the ion convection (locally around £20% change) and on
the neutral winds (locally around +40%).

[39] This paper is focused on the impact of observed
energetic proton precipitation on the ionosphere and ther-
mosphere during the 17—18 April 2002 storms. The quan-
tification of the changes when proton energy inputs are
added into GITM evidently shows that precipitating protons
take on a significant role in the ionosphere and thermo-
sphere modeling. It implies that although most of the kinetic
particle energy input generally comes from electrons with
protons contributing around 15% [Hardy et al., 1989;
Galand et al., 2001], the importance of proton precipitation
to the coupled ionosphere and thermosphere system should
not be ignored, especially during a high level of magneto-
spheric activity. It is still unknown to what extent proton
precipitation, in turn, affects the near-Earth magnetosphere
through the ionosphere-magnetosphere coupling.
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