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Abstract

This paper presents a new method to perform output error estimation and mesh adaptation in computational fluid dynamics (CFD) using machine-learning techniques. The error of interest is the functional output error induced by the numerical discretization, including the finite computational mesh and approximation order. Given the data of adaptive flow simulations guided by adjoint-based error estimates, a surrogate model is trained to predict the output error and drive the mesh adaptation with only the low-fidelity solution as input. The goal is to generalize the error estimation and mesh adaptation knowledge from the simulation data at hand. The proposed method uses an encoder-decoder type convolutional neural network (CNN), supervised by both the adaptive error indicator field and the total output error, to capture both the local and global features related to the numerical error. To handle geometries and irregular meshes in adaptive simulations, topology mapping and local projection are introduced into traditional CNN models. The feasibility of the proposed machine-learning approach for error prediction and mesh adaptation is demonstrated in inviscid transonic flow simulations over airfoils. Both the output error and the localized adaptive indicators are well predicted by the trained CNN model, which is then used to drive the mesh adaptation as an alternative to standard adjoint-based methods. The good performance and relatively simple deployment encourage more study and development of the proposed method.
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1. Introduction

Thanks to fast-paced increases in computing power and highly-developed numerical methods, computational fluid dynamics (CFD) has become commonplace in aerospace design and analysis over the last few decades. Although CFD simulations are now routinely carried out in aerospace applications, the resulting CFD solutions often come with low reliability, without active quantification of the numerical errors. The two main categories of numerical errors in CFD simulations are modeling errors due to assumptions or simplifications of the actual physics, and discretization errors induced by the finite-dimensional discretization
of the continuous physical model. Both types of errors significantly affect the numerical solutions of CFD
simulations, which can often lead to non-negligible errors in the outputs of interest such as drag and lift.

Typically, an appropriate model is chosen based on the best knowledge or the experience of the practi-
tioner. This task is often highly problem-dependent and generally non-trivial for non-expert users. In order
to reduce the error associated with physical models, calibration can be performed based on the data from
experiments or direct numerical simulations, which remains an active research area [1, 2, 3, 4]. In this pa-
paper, we focus on the error caused by finite-dimensional discretizations of the continuous well-selected model,
i.e., the governing equations are assumed to be accurate. Commonly used a priori meshes in CFD runs,
even when generated with best practice guidelines, cannot guarantee accurate solutions [5]. Quantifying the
uncertainty due to discretization errors is thus essential for the reliable use of CFD in practice. However,
this liability cannot be managed easily for complex flow-fields, even by experienced practitioners.

Luckily, adjoint-based error estimation, also known as the dual-weighted residual method, provides a
robust and effective approach to quantify the effect of discretization error on a chosen output of interest [6]
[7] [8]. The adjoint variables weight the local readily-available flow residual to form an error measure of the
output, which can be used to provide error bounds or a pure signed correction for the output. The key
feature of the adjoint-based error estimation is the ability to localize the output error and to identify the
regions important for accurate output prediction. Solution-adaptive methods via adjoint-based output error
estimation have dramatically improved the accuracy and efficiency of CFD [9] [10] [11] [12] [13] [14] [15] [16] [17] [18]
[19]. Despite the great success in CFD applications, the additional computational cost and implementation
complexity associated with adjoint-based methods cannot be neglected. On the one hand, adjoint-based
methods require solving a dual linear system, i.e., the adjoint equation set, which is of the same size as
the flow problem or even larger when solving on an enriched space. This additional cost can be mitigated
in problems where the adjoint solutions on the current space are solved regardless, such as gradient-based
optimization with error estimation and mesh adaptation [20] [21] [22] [23] [24]; yet for problems such as unsteady
simulations, uncertainty quantification or gradient-free optimization, the extra cost associated with adjoint
solutions compound and can be accumulated when the adjoint is repeatedly solved. On the other hand,
the implementation of adjoint methods often requires the transpose of the residual Jacobian matrix, which
is not always available in explicit solvers or Jacobian-free methods [25]. In these circumstances, either the
continuous adjoint equations should be derived and directly discretized [26] or special implementation efforts
are required [27], adding considerable costs and efforts in the development. The additional computational
costs associated with the adjoint solves, in addition to the implementation efforts, has largely hindered the
effective use of adjoint-based error estimation and the corresponding adaptation techniques in practice.

In the past decade, error surrogate models based on machine learning techniques have received much at-
tention, largely because of their non-intrusive nature and fast online evaluations. Several contributions have
been made in error modeling for parameterized reduced-order models (ROMs) [28] [29], and the ideas have
been extended to estimates of discretization-induced errors [30]. Efforts have also been devoted to predicting the errors in flow solutions and the outputs of interest obtained on coarse computational meshes [31, 32], and the models have also been used to guide the selection of a set of a priori meshes [33]. Nonetheless, in these studies, no output error indicator is provided to perform mesh adaptation. Manevitz et al. used neural networks to predict the solution gradients in time-dependent problems, which then provided an indicator to drive the mesh adaptation [34]. However, these feature-based adaptive indicators are generally not as effective as adjoint-based indicators, especially for functional outputs and problems with discontinuities [35, 19]. Furthermore, these works rely on a set of user-selected local features (feature engineering) to construct the model, requiring either expert knowledge or fine-tuning. Moreover, due to the local nature of the selected features (although some neighboring information comes in with the gradient features), these models either largely ignore the error transport such that they are not expected to be effective for convection-dominated problems, or still require the adjoint variables to bring in the global sensitivity information.

In this paper, we focus on inferring the output error for a CFD simulation, as well as the corresponding localized error indicator field to drive mesh adaptation, directly from the solution field. The latter task is more challenging as both the flow state field and the output error indicator field can be high-dimensional. Moreover, effective error indicators must take the error transport into account, especially for convection-dominated systems. Without solving for the output adjoint variables, we seek other approaches to discover the global output sensitivity accounting for the error transport. Formally, the adjoint solution can be regarded as a generalized Green’s function, which convolve the residual perturbation to produce an output perturbation (error estimate) [36]. In order to emulate the adjoint operator, we introduce convolutional neural networks (CNNs) to construct the surrogate error model. In particular, a set of discrete linear convolution operators is trained to approximate the generalized Green’s function which convolves the discretized solution field to produce the corresponding output error with respect to a refined space. In other words, the network can be regarded as an approximate adjoint-weighted-residual operator applied to the solution field, which produces the whole error indicator field as well as the total output error. On the other hand, the convolution operators preserve the spatial locality and are shared for the input solution field. As a result, the dimension of the free parameters in the network model scales well for large scale problems, making it well-suited for the high-dimensional map between the input solution and the output error indicator fields.

A CNN architecture that is especially efficient for this type of tasks is the encoder-decoder. It has shown excellent performance for image semantic segmentation and feature extraction in computer vision tasks [37, 38, 39, 40, 41], and has recently been popularized in physical modeling applications [42, 43, 44, 45] as well. The network is composed of two subnetworks: an encoder CNN that extracts a low-dimensional representation (code) from the input data, i.e., the solution field, followed by a decoder CNN that reconstructs the high-dimensional output field, i.e., the adaptive error indicator field. The ability of a CNN to automatically learn internal invariant features and multi-scale feature hierarchies alleviates the
need for a tedious, hand-crafted feature engineering process, making this approach more flexible and robust. Instead of using the network output field to obtain the total output error, we connect the codes (low-dimensional representations) extracted from the input field to a fully-connected network (FCN) to predict the total output error. The network training is supervised by both the adaptive error indicator field and the total output error to capture both the local and global features related to the numerical error. Since the two regression tasks are trained simultaneously, separate models and additional training costs are avoided.

The remainder of this paper proceeds as follows. We introduce the standard adjoint-based output error estimation and mesh adaptation in Section 2. Section 3 presents the details of the proposed CNN model and the training procedure. The primary results are shown in Section 4. Section 5 concludes the present work and discusses potential future work.

2. Adjoint-Based Error Estimation and Mesh Adaptation

2.1. Parameterized Governing Equations

In this work, we consider parameterized steady-state flow governing equations in a fully-discretized form,

\[
\mathbf{R}_h(\mathbf{U}_h(\mu); \mu) = \mathbf{0},
\]

where \( \mu \in \mathbb{R}^{N_\mu} \) is a vector of parameters sampled from the parameter space \( \mathcal{D}_\mu \), characterizing the physics of the system, e.g., initial and boundary conditions, material properties, or shape parameters in a design optimization problem; \( \mathbf{U}_h \in \mathbb{R}^{N_u} \) denotes the flow state vector, uniquely defining the continuous flow state field \( \mathbf{u}_h \in \mathbf{V}_h \), where \( \mathbf{V}_h \) is the approximation space defined by a finite-dimensional discretization, denoted by \( h \); and \( \mathbf{R}_h : \mathbb{R}^{N_u} \times \mathbb{R}^{N_\mu} \to \mathbb{R}^{N_u} \) is a nonlinear residual vector, which implicitly defines \( \mathbf{U}_h \) as a function of the parameter vector, \( \mathbf{U}_h(\mu) : \mathbb{R}^{N_\mu} \to \mathbb{R}^{N_u} \).

Often in engineering applications, the quantities of particular interest are the scalar outputs such as drag or lift, defined as,

\[
J_h \equiv J_h(\mathbf{U}_h(\mu), \mu) = S_h(\mu).
\]

\( J_h : \mathbb{R}^{N_u} \times \mathbb{R}^{N_\mu} \to \mathbb{R} \) represents the explicit map to the scalar output from the discrete state vector and the parameter vector; while \( S_h(\mu) \) denotes the direct map between the parameter vector and the output, whose form is fairly complicated and generally intractable explicitly. As discretization error always appears in Equ. \( I \) on a finite-dimensional space and affects the calculation of the state vector \( \mathbf{U}_h \), the resulting error in the output has to be quantified and the mesh has to be adapted accordingly to ensure the accuracy of the output of interest.
2.1.1. Adjoint-Based Output Error Estimation

In practice, it is generally not possible to obtain the true discretization error of an output, since the exact infinite-dimensional solution is largely inaccessible. Instead, the difference between outputs evaluated on a coarse approximation space $\mathcal{V}_H$ and on a relatively finer space $\mathcal{V}_h$ often serves as an acceptable estimate of the output error,

\[
\text{output error: } \delta J \equiv J_H(U_H) - J_h(U_h).
\] (3)

The subscripts $H$ and $h$ denote the coarse and fine spaces, respectively. However, the error estimate in Eqn. (3) is hardly used in practice, as it requires the state vector solution on the finer space, and more importantly the resulting error cannot be localized to guide the mesh adaptation. Instead, an adjoint variable is used to bypass the expensive solve for $U_h$ on the finer space, and to provide localized error in each mesh element to drive the mesh adaptation.

For a given output, the associated adjoint vector can be defined as the sensitivity of the output to infinitesimal residual perturbations [19]. For example on the fine space, the adjoint vector, $\Psi_h \in \mathbb{R}^{N_u}$, satisfies

\[
\begin{bmatrix}
\frac{\partial R_h}{\partial U_h}
\end{bmatrix}^T \Psi_h + \begin{bmatrix}
\frac{\partial J_h}{\partial U_h}
\end{bmatrix} = 0.
\] (4)

Therefore, the adjoint variables can be used to weight the residual perturbation to produce an output perturbation, such that the output error can be estimated as,

\[
\delta J = J_H(U_H) - J_h(U_h)
= J_h(U_h^H) - J_h(U_h) \approx \frac{\partial J_h}{\partial U_h} \delta U
\]

\[
= -\Psi_h^T \delta R_h = -\Psi_h^T \left[ R_h(U_h^H) - R_h(U_h) \right]
= -\Psi_h^T R_h(U_h^H),
\] (5)

where $U_h$ is the (hypothetical) exact solution on the fine space, and $U_h^H$ is the coarse space state injected into the fine space, which generally will not give a zero fine-space residual, $R_h(U_h^H) \neq R_h(U_h) = 0$. Eqn. (5) gives a first-order approximation of the output error and is valid when the residual perturbations are small. Furthermore, the output definition is assumed to be unchanged between the coarse and fine spaces, i.e., $J_H(U_H) = J_h(U_h^H)$. In our implementation, Galerkin orthogonality, i.e., $\Psi_h^T R_H(U_H) = 0$, is assumed to be consistent during the projection and is subtracted from Eqn. (5) to account for remaining convergence.
errors in both the primal and adjoint solves on the coarse space,

\[ \delta J = -\Psi_H^T R_h(U^H) = -[\Psi_h^T R_h(U_h^H) - \Psi_h^T R_H(U_H)] = -[\Psi_h^T R_h(U_h^H) - (\Psi_h^H)^T R_h(U_h^H)] = -[\Psi_h - \Psi_H]^T R_h(U_h^H) = -\delta \Psi_h^T R_h(U_h^H). \]  

(6)

\( \Psi_H \) denotes in Eqn. 6 the adjoint solution on the coarse space, while \( \Psi_h^H \), similar to \( U_h^H \), represents the adjoint solution projected from the coarse space to the finer one. This form of the adjoint-weighted residual indicates that the output error is characterized by errors in both the state and the adjoint solutions.

2.2. Mesh Adaptation

The inner product in Eqn. 6 can be localized to each element by tracking elemental error contributions to the total output error,

\[ \delta J = -\delta \Psi_h^T R_h(U_h^H) = -\sum_{e=1}^{N_e} \delta \Psi_{h,e}^T R_{h,e}(U_h^H) \Rightarrow \mathcal{E}_e = |\delta \Psi_{h,e}^T R_{h,e}(U_h^H)|, \]  

(7)

where \( N_e \) is the total number of elements in the mesh, and the subscript \( e \) indicates the product restriction to element \( e \). The adaptive error indicator \( \mathcal{E}_e \) is obtained by taking the absolute value of the elemental error contribution. The error indicator can then be used to drive mesh adaptation, actively controlling the discretization error to ensure output accuracy.

In this work, mesh adaptation is performed using a hanging-node refinement strategy starting from an initially structured quadrilateral mesh [46, 47]. At each adaptive iteration, a fixed fraction of elements with the highest error indicators is targeted for refinement. Presently, we only consider isotropic refinement in which each quadrilateral element is subdivided uniformly into four sub-elements, although the method can be extended to anisotropic mesh adaptation as well [46]. The subdivision is done in the reference space and the physical mesh refinement is then determined through the reference-to-physical mapping. For high-order curved elements, the refined elements inherit the geometry order of the original unadapted element. For simplicity, we use curved elements of the same geometry order throughout the computational domain. Note that elements created in a hanging-node refinement can be marked for subsequent adaptation again. In these cases, neighbors of the adapted elements will also be cut to keep a maximum of one level of refinement difference between adjacent elements. Figure 1 presents an illustration of the adaptation mechanics used in this work.

Although effective for output error estimation and mesh adaptation purposes, the standard adjoint-based method requires solving the linear adjoint equation, Eqn. 4 exactly or approximately on the finer space,
which has the same dimension as the fine-space flow problem. These additional solves can add non-negligible costs in unsteady problems or in a many-query setting. Moreover, the residual Jacobian matrix required for Eqn. 3 is not always available in Jacobian-free methods or if explicit time integration schemes are used. As a result, dedicated adjoint implementation efforts are often required for these systems. In this work, we avoid the adjoint implementation and reduce the computational cost by directly constructing a surrogate model that maps the injected flow state vector $U_h^H$ to the output error $\delta J$ and the error indicator field $\mathcal{E} = \{E_1, E_2, ..., E_{N_e}\}$.

3. CNN-Based Model for Error Estimation

3.1. Surrogate Model as a Regression Problem

The error surrogate model can be treated as two regression problems: given the input solution vector from a CFD simulation $U \in \mathbb{R}^{N_e}$, we would like to predict the scalar output error $\delta J$ as well as the adaptive error indicator field $\mathcal{E}$ over the entire mesh. Here we omit the subscript $h$ for simpler exposition. The output and input dimensions can be very different. For example in a finite-element simulation, the state vector can be post-processed into several state components of the same dimension $U^T = [U_1^T, U_2^T, ..., U_{N_f}^T]$, where $N_f$ is the state rank. We call these state components channels following the convention in computer vision. For each channel we have $U_i \subseteq \mathbb{R}^{N_p \times N_e}, \forall i = 1, 2, ..., N_f$, where $N_e$ is the number of elements in the mesh and $N_p$ is the degrees of freedom (DOF) per element of approximation order $p$ (assumed to be the same everywhere in the mesh). The error indicator field $\mathcal{E}$ is of the same dimension as the mesh size, $\mathcal{E} \in \mathbb{R}^{N_e}$.

The input (each channel) and output can be made to have the same dimension, either by averaging the state vector over each mesh element on every individual channel $i$, $\tilde{U}_i \equiv PU_i \in \mathbb{R}^{N_e}$ ($P$ is the averaging or projection operator), or by further localizing the error estimate in Eqn. 7 into each degree of freedom in every mesh element. Nevertheless, their dimensions are not required to be the same in the proposed method.

Although the state solution is obtained in a vector form, it is usually interpreted as a field variable on the computational domain. Consider a flow problem solved on a two-dimensional rectangular mesh with $H$ elements in height and $W$ elements in width, i.e., $H \times W = N_e$. The regression functions we are seeking...
can be written as
\[
\tilde{\delta J} = f_{\text{error}}(U) : \mathbb{R}^{N_f \times H_{in} \times W_{in} \times N_p} \rightarrow \mathbb{R}; \quad \tilde{E} = f_{\text{indicator}}(U) : \mathbb{R}^{N_f \times H_{in} \times W_{in} \times N_p} \rightarrow \mathbb{R}^{H_{out} \times W_{out}},
\] (8)
where \( H_{in} \) and \( W_{in} \) are the height and width of each input channel, while \( N_f \) (state rank) denotes the number of channels, or alternatively denoted as the depth of the input \( D_{in}, D_{in} = N_f \). The input dimension of each channel depends on the mesh size, the approximation order, and the operator \( \mathbf{P} \) if projection is applied. For the former output error model in Eqn. 8 the model output is a scalar; while for the latter adaptive indicator model, the model output is a single-channel field of height \( H_{out} \) and width \( W_{out} \) since the output error is localized into a scalar in each element. If other types of error localization are used, the model output can have multiple channels or the dimension of each channel can be higher than the mesh size. If we interpret the solution field of each component (channel) as an image, then the first map \( f_{\text{error}} \) is an image-wise prediction often considered in image classification problems, while the latter map \( f_{\text{indicator}} \) is a pixel-wise prediction in image segmentation tasks. The main difference is that in computer vision applications, the inputs and outputs are often integer-valued, while they are generally real-valued in physical systems. In this work, the two regression tasks are combined in a single encoder-decoder type CNN and are trained simultaneously. More details of the proposed model are presented in Section 3.2 and Section 3.3.

Convolutional neural networks (CNN) were introduced in the 1990’s as a variant of fully-connected neural networks (FCN) by taking into account the input spatial information [49]. With the ability of automatically learning spatially-invariant features, CNNs have demonstrated state of the art performance in many computer vision benchmarks and have become the dominant approach in pattern recognition [50, 51, 52]. As a CNN often contains FCN layers and the two structures are often used together in many network architectures, both of them are introduced in Section 3.2 and are stacked together in our proposed network architecture as discussed in Section 3.3.

3.2. Fully-Connected and Convolutional Neural Networks

3.2.1. Fully-Connected Neural Networks

Fully-connected neural networks (FCNs) are designed to emulate the response of neurons to input signals. They are also known as artificial neural networks (ANNs) or multilayer perceptrons (MLPs) in the early days of machine learning [53]. A simple three-layer FCN is shown in Figure 2a. It consists of an input layer \( \mathbf{x} \), an output layer \( \mathbf{y} \) and a hidden layer which involves an affine transformation and a nonlinear activation. The map between \( \mathbf{x} \) and \( \mathbf{y} \) can be written as
\[
\mathbf{y} = f(\Theta^\text{out} \mathbf{h}), \quad \mathbf{h} = \sigma(\mathbf{z}), \quad \mathbf{z} = \Theta^\text{in} \mathbf{x},
\] (9)
\[
\Theta^\text{in} \mathbf{x} \equiv \mathbf{W}^\text{in} \mathbf{x} + \mathbf{b}^\text{in}, \quad \Theta^\text{out} \mathbf{h} \equiv \mathbf{W}^\text{out} \mathbf{h} + \mathbf{b}^\text{out}.
\]
\( \mathbf{z} \) is an affine transformation of the input \( \mathbf{x} \) with parameters \( \Theta^\text{in} \), which contain both the linear map weights \( \mathbf{W}^\text{in} \in \mathbb{R}^{\dim(\mathbf{x}) \times \dim(\mathbf{x})} \), and a translation or bias term \( \mathbf{b}^\text{in} \in \mathbb{R}^{\dim(\mathbf{x})} \). A nonlinear activation function \( \sigma \)
then maps $z$ element-wise to the hidden units $h$, often referred to as the hidden neurons. The nonlinear activation $\sigma$ provides the power of modeling complex phenomena and is often defined \textit{a priori}, such as sigmoid or rectified linear unit (ReLU) [54] functions. From the hidden layer to the output, we only showed an affine map $\Theta^{\text{out}}$ in Figure 2a, however, one more nonlinear or linear activation $f$ can also be applied.

The complexity and approximation power of a network increase as the number of neurons increases. One can also stack the hidden layers to increase the approximation capacity, resulting in a multi-layer network. Deep FCNs are usually obtained by increasing both the number of hidden layers and the number of neurons in each layer, as shown in Figure 2b. For a neural network of $L$ hidden layers, the corresponding model can be written as,

$$
\begin{align*}
    h^1 &= \sigma(\Theta^1 x) \in \mathbb{R}^{N_1}; \\
    h^l &= \sigma(\Theta^l h^{l-1}) \in \mathbb{R}^{N_l}, \quad l = 2, 3, ..., L; \\
    y &= f(\Theta^{L+1} h^L).
\end{align*}
$$

The number of hidden layers $L$, and the dimension of each hidden layer $N_l$, are hyper-parameters of the network, which can be fine-tuned to achieve higher efficiency and better performance. The network trainable parameters (weights and bias) $\Theta^l$, $l = 1, ..., L + 1$, are obtained by minimizing an objective function, often called the \textit{loss function}, measuring the deviation between the model outputs and the target values from the observed data.
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(a) single-layer FCN  
(b) stacked deep FCN

Figure 2: Structures of fully-connected neural networks (FCNs).

### 3.2.2. Convolutional Neural Networks

Traditional FCNs can be inefficient for high-dimensional problems as each neuron is directly connected to all the neurons in the previous layer and the layer after, \textit{i.e.}, the network is fully connected. In other words, the fully-connected structure forces the hidden neurons to learn global features spanning the entire visual field (output from the previous layer), which introduces redundancy in the network parameters and
poses challenges in the network training. CNNs, on the other hand, were designed to discover local spatially-invariant features. Therefore, only a small region of the previous layer (receptive field) is connected to each neuron and the corresponding weights and bias are shared over the entire visual field. As a result, the dimension of the free parameters (weights and biases) in the network does not depend on the dimension of the inputs and outputs and thus CNNs often scale well for high-dimensional problems.

A traditional CNN architecture is defined similarly to the FCN in Section 3.2.1, with the difference that each fully-connected hidden layer is replaced with a layer containing a linear convolution with nonlinear activation (convolutional layer), and very often followed by a feature pooling layer. The essential convolutional layer follows the equation below,

$$h_l^i = \sigma(W_l^i \odot h_{l-1} + b_l^i) \equiv \sigma(\Theta_l^i \odot h_{l-1}), \quad i = 1, 2, ..., D_l; \quad l = 1, 2, ..., L; \quad (11)$$

where $\odot$ is the discretized convolution operation. Assume the dimension of hidden units (often called feature maps in CNN) from the previous layer $h_{l-1}$ is $H_{l-1} \times W_{l-1} \times D_{l-1}$, where $H_{l-1}$, $W_{l-1}$ and $D_{l-1}$ are the height, width and depth (channels) of the feature maps; The $i^{th}$ convolution filter $W_l^i$ of dimension $F_H \times F_W \times D_{l-1}$ is applied to $h_{l-1}$ with a shared bias term $b_l^i$ (a scalar), where $F_H$, $F_W$ and $D_{l-1}$ characterize the filter height, width and depth. Followed by a nonlinear activation $\sigma$ similar to FCN, the convolutional layer produces a new feature map of the output layer (one single channel) $h_l^i \in \mathbb{R}^{H_l \times W_l \times 1}$. The number of convolution filters at layer $l$, $D_l$, determines the channels of the output feature maps, such that the feature maps at layer $l$ is of dimension $H_l \times W_l \times D_l$. The convolution operation has the flexibility to deal with various input and output dimensions. The filter (receptive field) slides over the input domain with stride $s$ to perform the convolution, which often down-samples the input layer $h_{l-1}$. Zeros can be padded around the borders of the input layer to adjust the width and the height of the output feature maps. An example of a $3 \times 3 \times 1$ Laplacian-like convolution filter with bias $b = 1$ and stride $s = 1$ applied on a $4 \times 4 \times 1$ input feature map is demonstrated in Figure 3. No padding is applied in this case. A pooling operation is often used right after a convolutional layer, which further down-samples the input feature maps by extracting the max values (max pooling) or the averaged values (average pooling) of subregions (pooling filter) sliding through the input features with strides larger than 1. A traditional CNN uses nonlinear activation after the pooling layer while modern models often do not [55]. As the convolutional layer has the ability to do the down-sampling with bigger strides and less padding, the pooling layer is not always required and is not used in the current work.

Although CNN are featured by the convolution operations, fully-connected layers are also used in most CNN architectures. In traditional CNNs, the last convolutional or pooling layer (last feature map) is reshaped to a vector and is connected to several fully-connected layers to perform the final classification or regression tasks. However, in our error indicator prediction task, we would like to reconstruct an indicator field which requires an image-to-image regression. A paradigm for this type of problems in semantic segmen-
Figure 3: An example of convolution operations.

Figure 4: An example of encoder-decoder convolutional neural networks. The input dimension is reduced through convolution and pooling operations, followed by fully-connected layers to further reduce the feature dimension until the low-dimensional codes are obtained. The subnetwork performing this dimension reduction is the encoder part; the decoder part performs the opposite operations with fully-connected layers and deconvolution operations, increasing the dimension to reconstruct the output.

3.3. Proposed Architecture and Network Training

In the output error estimation and mesh adaptation problem, we would like to predict the error in the output as well as the localized error indicator field. Instead of constructing and training models separately...
for these two tasks, we propose a network architecture capable of learning the two maps simultaneously, as shown in Figure 5. The network consists of an encoder-decoder CNN to reconstruct the error indicator field and a FCN connected to the latent layer (codes) of the CNN for output error estimation. The encoder-decoder CNN is used to learn the latent features (codes) representative for the indicator field, while the regression FCN guides the learning of the latent space and the total output error as well. The network design is based on a simple assumption that the total output error and the error indicator field should share some embedded features in the inputs. The network is trained to minimize the loss of the reconstruction task in the decoder CNN, and the loss of the regression task in the FCN, together with an $L_2$ regularization penalty to avoid excessive over-fitting. The training process is then an optimization problem formulated as

$$
\Theta^* = \arg \min_{\Theta} L_{net} + \lambda_{reg} L_{reg}
$$

where $L_{net}$ denotes the total loss of the network, including the indicator prediction loss $L_E$ and the output error prediction loss $L_\delta$; $L_{reg}$ represents the regularization loss that penalizes all the network weights including the linear map weights and the convolution filters, to avoid over-fitting. $\lambda_\delta$ and $\lambda_{reg}$ are the weights for the output error prediction loss and the regularization loss, which are hyper-parameters of the model. $\Theta$ in Eqn. 12 are the network trainable parameters, which consist of the encoder parameters $\Theta^{en}$, the decoder parameters $\Theta^{de}$ and the parameters in the fully-connected regression layer, $\Theta^\delta$. The superscript $*$ denotes the optimized parameters to the optimization problem. Consider $N_d$ sample solutions, the indicator loss $L_E$ and the output error loss $L_\delta$ can be written as

$$
L_E = \frac{1}{N_d \times N_e} \| \tilde{\mathcal{E}} - \mathcal{E} \|_F^2 = \frac{1}{N_d \times N_e} \left\| \mathbf{f}_{\text{indicator}}(\mathbf{U}; \Theta^{en}, \Theta^{de}) - \mathcal{E} \right\|_F^2,
$$

$$
L_\delta = \frac{1}{N_d} \left\| \tilde{\delta \mathcal{J}} - \delta \mathcal{J} \right\|_2^2 = \frac{1}{N_d} \left\| \mathbf{f}_{\text{error}}(\mathbf{U}; \Theta^{en}, \Theta^\delta) - \delta \mathcal{J} \right\|_2^2,
$$

where quantities with $\tilde{}$ indicate the predicted values of the model, while those without $\tilde{}$ are the ground-truth values from the training data. The regularization loss $L_{reg}$ takes the form of

$$
L_{reg} = \sum_{i} \frac{\| \mathbf{W}^i \|_F^2}{\dim(\mathbf{W})},
$$

which penalizes the weights in each layer of the network, $\mathbf{W}^i$. The gradients of the loss function are calculated using back-propagation, and the parameters are updated using stochastic gradient descent algorithms.

In contrast to computer vision tasks, often in physical modeling we know a set of low-dimensional codes beforehand: the parameters $\mu$ that govern the system, e.g., the Reynolds number and the Mach number in a flow simulation. Although it is conceptually helpful to add these parameters into the latent space layer in the

$^1$Sometimes the biases terms are also penalized, yet in this work we only penalize the network weights.
Figure 5: Proposed network architecture. The network is composed of an encoder network, a decoder network, and a fully-connected regression network; the decoder and the regression networks share the latent layer to improve the efficiency and to avoid using separate models. The dimension reduction in the encoder only uses the convolution operation, no pooling layer is used. The parameter vector $\mu$ is added into the latent layer as additional codes to help the training.

training process, and this is implemented in the present work, it does not improve the model performance much in our tests. The authors believe that the network, if well-trained, should be able to extract the parameter information directly from the state input, while these extra codes may be more helpful if the training dataset size is limited.

3.4. Fixed Network for Adaptive Simulations on General Domains

Since traditional CNN models are often trained with data of fixed input and output dimensions, they are not readily useful for adaptive simulations as the dimensions of the state and error indicator fields both change as the mesh gets adapted. In order to generalize the model for adaptive simulations, we use a fixed reference mesh to do the error estimation for adaptive simulations [59]. In other words, the fine space $h$ in Eqn. 6 is achieved using a fixed reference mesh that is much finer than the current mesh. At each adaptive iteration, the states are solved on the current mesh and then projected to the reference mesh to obtain a fixed-dimension state vector $U_h^H$. After applying adjoint weighted residual, Eqn. 6, on the reference mesh, we obtain a fixed-dimension error-indicator field, $E_h$, which is then projected back to the current mesh to drive the mesh adaptation, as shown in Figure 6. This procedure is different from standard adjoint-based error estimation, where the fine space is usually achieved with approximation order increment, $p$ to $p + 1$. During an adaptive simulation, the state data $U_h^H$ and the error indicator data $E_h$ are collected on the same reference mesh at each adaptive iteration, resulting in multiple samples for every complete adaptive simulation.

This treatment is straightforward for rectangular computational domains without interior geometries. However, practical CFD simulations often involve complex geometries and irregular computational domains, especially in an adaptive setting. Therefore, we seek in this work a topology map from the current computational domain to a rectangular reference domain first, then the projection procedure in Figure 6 is applied. Particularly, for the airfoil problems that will be considered in this work, we use the most common
Figure 6: Proposed CNN model built on a fixed reference mesh in a rectangular computational domain. The example shows an adaptive simulation for a scalar advection diffusion problem studied in [59], where the red color denotes large magnitude while the blue regions are of small magnitudes.

The proposed network architecture is demonstrated on inviscid transonic aerodynamic flow simulations over 14

The input and output are smoother than treating them directly as image pixels, which may cause some visual artifacts in the output field. This is even more preferable if the output fields are physical quantities.

This approach has the potential to deal with multi-scale physics, as the reference C-mesh can be anisotropic while the mesh stretching is embedded in the physical-reference space mapping, i.e., mapping Jacobian. Nonetheless, the mapping Jacobian field has not been used as an input for this work yet.

The proposed network architecture is demonstrated on inviscid transonic aerodynamic flow simulations over
Figure 7: An example of the proposed CNN model on general computational domains. The red arrows describe the steps taken in the offline model training process, supervised by the data from adjoint-based error estimation and mesh adaptation; The black arrows depict the online prediction phase, where both the overall output error and the adaptive error indicator field are directly predicted by the CNN model. Note in this work, we use the readily available output difference between the coarse and fine spaces as the ground truth data for the output error, rather than the adjoint-based estimation.
airfoils. The CNN model is constructed on a fixed fine mesh in the reference space to handle the geometry and the non-rectangular computational domain, following Figure 7. For simplicity, quadrilateral meshes are used in this work. Although the CNN model relies on quadrilateral meshes on rectangular domains, which directly restricts the reference fine meshes (both the physical and reference spaces) to be structured, yet the current coarse working mesh can be arbitrary as the state injection and indicator projection can be done even between different mesh structures.

4. Results

We test our proposed model in inviscid transonic aerodynamic flow simulations over airfoils, which involve geometries and irregular computational domains. The Euler equations govern the flow, and these are discretized using a discontinuous Galerkin finite element method [61, 62]. An element-based artificial viscosity [63] is adopted for shock capturing. We use the Roe approximate Riemann solver [64] for the inviscid flux, and the second form of Bassi and Rebay treatment for the viscous flux [65]. The fully discretized system can be written in the form of Eqn. 16

$$R(U; \mu) = 0, \quad \mu = \{x_s, M, \alpha\}.$$  (16)

The system is parameterized by the airfoil shape parameters, $x_s$, the angle of attack $\alpha$, and the freestream Mach number $M$. The output of interest $J$ is the drag coefficient of the airfoil, $c_d$.

4.1. Data Generation and Preprocessing

In this work, we use the NACA 4-digit airfoil series [66] with closed trailing edges to parameterize the airfoil shape. The airfoil geometry is controlled by the maximum camber, $C$, in percentage of the chord, the location of the maximum camber, $P$, in tenths of the chord, and the maximum airfoil thickness, $T$ (two digits), in percentage of the chord. Therefore, the parameter space is five dimensional, $\mu = \{C, P, T, M, \alpha\}$. We generate the data by sampling from $C \in \{0, 2, 4\}$, $P = \{0, 4, 6\}$ and $T \in \{10, 12, 14\}$ in the airfoil shape space, resulting 15 shapes in total since $C$ and $P$ can only be both zeros or non-zeros. For the angle of attack, we uniformly sample 16 points from $\alpha \in [0, 3]$ degrees. The Mach numbers are sampled from $M \in [0.54, 0.68]$. As the flow fields become more complex for higher Mach numbers, we uniformly sampled 4 points from $[0.54, 0.60]$ and 8 points from $[0.61, 0.68]$. In conclusion, the dataset consists of $N_\mu = 15 \times 16 \times 12 = 2880$ parameters. At each parameter point $\mu^i$, we solve the flow equations with DG $p = 1$ discretization adaptively, starting with a coarse “C-mesh” consisting of 10 points in height (airfoil surface to farfield) and 24 points in width (airfoil chord and wake). The adjoint-weighted residual is then calculated on a reference fixed fine mesh (also “C-mesh”) in the physical space with 129 points in height and 1281 points in width ($1280 \times 128$ elements). The starting coarse mesh and the reference fine mesh
are compared in Figure 8. We solve the state vector and the adjoint vector exactly on the reference fine mesh; thus the exact output difference is recorded as the truth data for the output error and the localized adjoint-weighted residual is collected as the truth data for the indicator field. In each adaptive simulation, 9 mesh adaptation iterations are performed, resulting in 10 data points including the data on the initial mesh. Therefore, the entire dataset has $N_d = N_{\mu} \times 10 = 28800$ samples, which is then randomly shuffled and split into a training set of 20160 samples (70%), a validation set of 5760 samples (20%) and a testing set of size 2880 (20%).

Since the output error indicator is localized as a scalar in each element, the solution vector of each state component with $p > 0$ will have a higher dimension compared to the error indicator field. Nonetheless, the network can be carefully designed to handle the dimension mismatch. However, the state non-uniqueness at element interfaces in the DG method makes the network design cumbersome. In the current implementation, we average the states at element interfaces to make the solution “continuous”. This preprocessing can also be considered in the CNN point of view as a down-sampling or a convolution operation at the element interfaces. While this filter is defined a priori, which might not be optimal in our regression tasks. For approximation order $p = 1$ in this work, we first average the state vector (for every component) to reduce it to the same size as of the reference mesh nodes, i.e., $129 \times 1281$. Since the state vector involves four components, density, $x$ and $y$ momentum, and energy, we treat them as separate channels. In other words, the input of the network will be $H \times W \times D = 129 \times 1281 \times 4$. On the other hand, the error indicator field (network output) is a single channel output of the same size as the reference mesh elements $H \times W \times D = 128 \times 1280 \times 1$. The output error is a scalar output of size 1. A logarithmic transformation is applied to the indicator field $\log(|E|)$ and the output error $\log(|\delta J|)$ before training, since the transformed output has lower variance and in general helps the training [28, 29]. Several samples from the dataset are shown in Figure 9, in which the second column shows the projected state fields (inputs), and the fourth column presents the error indicator fields (outputs), both on the fine reference mesh.
Figure 8: The starting coarse mesh for the adaptive simulation and the fixed reference fine mesh for adjoint-weighted residual calculations. The left figures are the zoom-out view of the meshes, while the right ones are the meshes around the airfoils. For different airfoil shapes, the starting coarse mesh and the reference fine mesh are generated using the same setting, e.g., mesh spacing. The reference mesh similarity among different airfoil shapes is especially important here since the physical-reference mapping Jacobian is not used as an input, although the starting mesh can be arbitrary.
Figure 9: Samples from the dataset. The first and the last columns show the state and the indicator fields on current adapted meshes. The second and the fourth columns are the projected states and the error indicators on the reference mesh, used as inputs and outputs respectively in our network model. The third column depicts the adjoint variables on the reference mesh. Only the density component of the states and the corresponding adjoint component are shown here.
4.2. Network Implementation and Training

The network is built on a rectangular Cartesian mesh in the reference space, which is topologically equivalent to the reference fine mesh in the physical space as shown in Figure 8. The network design follows the architecture proposed in Section 3.3, and the detailed structure is summarized in Appendix A. The network is implemented in TensorFlow [67] and trained with the adaptive moment estimation (Adam) algorithm [68]. The starting learning rate is set to be 0.0001, and 500 total epochs with mini-batch size of 20 are run in the training. The training and validation losses are recorded in Figure 10. The performance of the resulting model on both the training and validation datasets is shown in Figure 11 and Figure 12.

The model shows good predictions for both the adaptive error indicator fields and the total output errors on the training and validation sets, as shown in Figure 11 and Figure 12, indicating a good generalization of the model on the unseen validation dataset. The model performance on the testing dataset and the detailed model deployment will be shown in the following section.

![Figure 10: Training history of the model.](image)

4.3. Network Testing and Model Deployment

The model obtained in Section 4.2 is first tested on the testing set generated in Section 4.1 to assess the generalization power of the model. In the meantime, we deploy the model in our adaptive flow solver to replace the adjoint-based component, validating the effectiveness of the model predictions in real-time simulations. Extrapolation tests are also performed on parameters that are out of the original sampling space to further assess the model generalization.
Figure 11: Model performance of error indicator field predictions on the training and validation sets. The top row shows the Mach number contours of the input solutions (the network inputs are the solution field, i.e., state components, not the Mach number) to the network; the top caption shows the parameters of the current data point, in which $i$ indicates the index of the current adaptive iteration, starting from 0. The second row presents the ground truth of the adaptive indicator, while the third row contains the predictions made by the network model. The last row compares the normalized histograms of the predictions (orange) and the ground truth (blue).
4.3.1. Interpolation on Unseen Data

4.3.1.1. The Testing Dataset

We first test the model on the original testing set generated in Section 4.1. The performance of the model is shown in Figure 13 from which good accuracy on both the adaptive error indicator field and the output error has been observed. The model is then deployed to perform two adaptive simulations using the parameters chosen from Figure 13a. Standard adjoint-based error estimation and mesh adaptation are also performed on these two cases. Both methods start with the same initial mesh (10 × 24 mesh nodes) which possesses similar resolution as the coarse mesh shown in Figure 8.

The first testing sample is a subsonic flow over a NACA 2614 airfoil at $M = 0.54$ and $\alpha = 1.2^\circ$. The initial mesh and the final adapted meshes are presented in Figure 14 together with the output error convergence plot. We can see that the trained model is able to effectively identify important regions for the drag output calculation and produce similar final adapted meshes compared to the adjoint-based method. Although the true output errors are slightly higher than the adjoint-based method, the same optimal superconvergence rate is obtained with the CNN model. On other other hand, the CNN model also gives good error estimation on the true output error, with accuracy comparable to the adjoint-based approach. On the coarse meshes, i.e., first several adaptations, the CNN model gives even better error estimates where the adjoint-based method is in general inaccurate. On these meshes, the adjoint is often not well-resolved such that the adjoint method is ineffective, while the network is directly trained on the “true” error measured with respect to the fine reference mesh, which turns out to be more accurate and robust on coarse meshes.

The second testing sample is a transonic flow over a NACA 4410 airfoil at $M = 0.68$ and $\alpha = 1.0^\circ$. The flow field features a strong shock on the top surface around the middle chord, which should be well-resolved to achieve good accuracy. Model performance is compared with adjoint-based method in Figure 15. The CNN model, again, is able to guide the adaptation with a focus on important areas for the output.
(a) Interpolation test of the error indicator field predictions on the testing set.

(b) Interpolation test of the output error predictions on the testing set (200 samples).

Figure 13: Model interpolation test on the testing dataset. Refer to Figure 11 and Figure 12 for a detailed figure interpretation.
Figure 14: Model deployment in adaptive simulations: NACA 2614 airfoil, \( M = 0.54, \alpha = 1.2^\circ \). The Mach contour scale is \([0, 0.8]\). In the output error convergence plot, the solid lines are the error estimates computed by the CNN model and the adjoint method, while the dashed lines are the true output error measured with respect to the true outputs obtained on a much finer adapted mesh with \( p = 2 \).
accuracy. Similar mesh refinements around the stagnation streamline, trailing edge and the shock location are observed on the final CNN adapted mesh when compared to the adjoint adapted mesh, although the refinements around the shock are a little more spread out in the CNN adapted mesh. For this problem, both methods tend to underestimate the output error during the adaptation and the convergence rate reduces to suboptimal, as shown in the convergence plot. Besides the poor performance on the coarse mesh, the adjoint-based error estimates are also less accurate on the adapted meshes compared to the CNN model. Since the adjoint-based error estimates are based on linearization, it is usually less accurate in problems that are highly nonlinear, such as the transonic flow with strong shocks. The CNN model, on the other hand, is trained with the “true” output error measured with respect to the fine reference mesh, and thus gives better error estimates in highly nonlinear problems.

Figure 15: Model deployment in adaptive simulations: NACA 4410 airfoil, $M = 0.68, \alpha = 1.0^\circ$. The Mach contour scale is $[0, 1.4]$. The true output error in the convergence plot is measured with respect to the “true” outputs obtained on a much finer adapted mesh with $p = 2$.

4.3.2. Extrapolation on Unseen Data

4.3.2.1. Unseen Mach numbers

For the extrapolation test, we first consider Mach numbers that are out of the original sampling space used in
Section 4.1 The first case tested is a subsonic flow over a NACA 0012 airfoil at \( M = 0.50 \) and \( \alpha = 2.0^\circ \). We again compare the CNN model with the standard adjoint-based method in an adaptive simulation as shown in Figure 16. The CNN model closely follows the adaptation pattern of the adjoint-based one, although subtle difference on the leading-edge refinement can still be found. Superconvergence is observed for both the CNN and adjoint adapted meshes, while adjoint-based meshes have consistently lower drag errors in the adaptation sequence. Nevertheless, the CNN model still predicts the output error fairly well, despite some underestimation during the adaptation sequence.

The second case considered is a transonic flow simulation over a NACA 2412 airfoil, at \( M = 0.7 \) and \( \alpha = 1.0^\circ \). The adaptive performance of the trained CNN model and standard adjoint method is compared in Figure 17. Both methods converge suboptimally in this case due to the strong shock involved. Although the CNN adapted meshes still produce higher output errors than the adjoint adapted ones, the output error estimates of the CNN model are very accurate in this case. Compared to the transonic case considered earlier in the original testing dataset, the shock strength here is actually weaker due to the smaller camber. Since
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Figure 16: Model deployment in adaptive simulations: NACA 0012 airfoil, \( M = 0.50, \alpha = 1.0^\circ \). The Mach contour scale is \([0, 0.75]\). The true output error in the convergence plot is measured with respect to the “true” outputs obtained on a much finer adapted mesh with \( p = 2 \).

The second case considered is a transonic flow simulation over a NACA 2412 airfoil, at \( M = 0.7 \) and \( \alpha = 1^\circ \). The adaptive performance of the trained CNN model and standard adjoint method is compared in Figure 17. Both methods converge suboptimally in this case due to the strong shock involved. Although the CNN adapted meshes still produce higher output errors than the adjoint adapted ones, the output error estimates of the CNN model are very accurate in this case. Compared to the transonic case considered earlier in the original testing dataset, the shock strength here is actually weaker due to the smaller camber. Since
the flow problem is less nonlinear, the error estimates provided by both the CNN and the adjoint methods are more accurate, although the output convergences are still suboptimal. Note that the accuracy of the CNN-based error estimates is higher than the adjoint-based ones along the entire adaptation sequence. In terms of the final adapted mesh, the CNN model puts more refinement at the post-shock location, while the adjoint-based one has more refinement at the trailing edge, which turns out to be more effective as seen in the convergence plot.

Figure 17: Model deployment in adaptive simulations: NACA 2412 airfoil, \( M = 0.70, \alpha = 1.0^\circ \). The Mach contour scale is [0, 1.4]. The true output error in the convergence plot is measured with respect to the “true” outputs obtained on a much finer adapted mesh with \( p = 2 \).

4.3.2.2. Unseen Angle of Attack \( \alpha \)

Here we test the CNN model against angles of attack that are not seen in the original sampling space. The CNN model and the adjoint-based method are again compared in adaptive simulations. The first problem of interest is the flow over a symmetric NACA 0010 airfoil at \( M = 0.60 \) and \( \alpha = -1^\circ \). Two adaptive simulations starting with the same initial mesh, using the CNN model and the adjoint method respectively, are compared in Figure 18. Although the current angle of attack is in the region of which the network is largely agnostic, the final CNN adapted mesh still closely follows the adaptation pattern of the adjoint method, especially
the asymmetric refinements around the trailing edge. However, the CNN adapted mesh tends to put more sharp refinements (most likely due to projection loss), resulting in sharp mesh size changes around adjacent elements; while the adjoint-based adaptation produces an adapted mesh with more continuous mesh size transitions. This difference also presents in all of the tests performed above, although much more subtle compared to the current case. Despite the difference in the adapted meshes, the CNN model still provides acceptable estimation of the output error.

![Figure 18: Model deployment in adaptive simulations: NACA 0010 airfoil, $M = 0.60$, $\alpha = -1.0^\circ$. The Mach contour scale is $[0, 0.8]$. The true output error in the convergence plot is measured with respect to the “true” outputs obtained on a much finer adapted mesh with $p = 2$.](image)

The other case considered here is a transonic flow simulation over a NACA 4412 airfoil at $M = 0.62$ and $\alpha = 4.0^\circ$. A strong shock is present on the upper surface, which is significantly refined in both the adjoint and the CNN methods as shown in Figure[19]. In this case, the CNN mesh features more refinement along the stagnation streamline, while the adjoint method resolves the $\Lambda$-structured adjoint “shock” with considerable refinements. Although the adaptation is less effective in the CNN adapted meshes (higher “true” output error), the output error estimation is more accurate than the adjoint-based method, especially on the coarse meshes.
Figure 19: Model deployment in adaptive simulations: NACA 4412 airfoil, $M=0.62$, $\alpha = 4.0^\circ$. The Mach contour scale is [0, 1.4]. The true output error in the convergence plot is measured with respect to the “true” outputs obtained on a much finer adapted mesh with $p = 2$. 
4.3.2.3. Unseen Airfoil Shapes

The last set of extrapolation tests are on the airfoil shapes that are out of the sampling space used to generate the original data. We first test the model on a NACA 3709 airfoil, which features a high camber around the aft section. The flight condition is $M = 0.66$ and $\alpha = 0^\circ$. The model performance is summarized in Figure 20. The CNN model is able to produce a final adapted mesh similar to the adjoint adapted one, again with higher “true” output error. As the flow field is very smooth due to a zero incidence angle, both methods provide good error estimates, while the CNN model consistently features higher accuracy in the estimates during the adaptation.
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Figure 20: Model deployment in adaptive simulations: NACA 3709 airfoil, $M = 0.66$, $\alpha = 0^\circ$. The Mach contour scale is $[0, 0.96]$. The true output error in the convergence plot is measured with respect to the “true” outputs obtained on a much finer adapted mesh with $p = 2$.

The last test is performed on a NACA 5715 airfoil, at $M = 0.62$ and $\alpha = 1.0^\circ$. Final adapted meshes and output error convergence for the CNN model and the adjoint-based method are compared in Figure 21. Although the airfoil possesses a greater thickness and a higher camber, the shock strength is not too strong as the Mach number and the angle of attack considered are relatively low. As a result, both methods produce acceptable estimates for the output error, while the CNN model in general has a higher accuracy in the
estimates. In terms of the adapted meshes, both methods refine the areas around the strong shock on the upper surface as well as the re-acceleration region caused by the high aft-section camber. However, the CNN model focuses more on the re-acceleration region while the adjoint method resolves the shock more. The refinements at the leading and trailing edges are similar for both methods.
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Figure 21: Model deployment in adaptive simulations: NACA 5715 airfoil, $M = 0.62, \alpha = 1.0^\circ$. The Mach contour scale is $[0, 1.4]$. The true output error in the convergence plot is measured with respect to the “true” outputs obtained on a much finer adapted mesh with $p = 2$.

5. Conclusion

Output error quantification and mesh adaptation are essential for the reliable use of CFD. However, they are in general non-trivial tasks, even for experienced users. Adjoint-based methods provide a robust approach to estimate and reduce the output error through effective error estimation and mesh adaptation. However, the reliance on the output adjoint solutions imposes both implementation and cost challenges in practice. We propose a new method to manage this liability with machine learning techniques. The goal is to directly predict the output error and the adaptive error indicator field from the solution field on a coarse mesh. A composite encoder-decoder type convolutional neural network, containing both convolutional and...
fully-connected layers, is introduced to construct the surrogate model. Traditional CNNs are often built on fixed Cartesian grids and thus are not readily useful for irregular domains or unstructured meshes or in an adaptive setting. To address this incompatibly, topology mapping and local projection are applied to transfer the model learning process into the reference space where a fixed Cartesian mesh can always be constructed. The feasibility of the proposed method has been demonstrated in inviscid aerodynamic flow simulation over airfoils.

The CNN model is trained using data from adjoint-based adaptation, in which a fixed fine mesh in the physical space is used as the finer space instead of local order increments. A properly-trained model is able to accurately predict the adaptive error indicator field as well as the output error on unseen data in the interpolation test. The generalization power of the model in the extrapolation tests is also found to be fairly good. When deployed in an adaptive flow solver, the CNN model closely follows the adaptation pattern of the adjoint-based method, although the adapted meshes are in general less effective compared to the adjoint-based ones, i.e., higher output errors are often observed. The generalization of the adaptive error indicator strongly depends on the performance of the adjoint-based method, and the model performance reduces if the adjoint-based method is not effective, e.g., in highly nonlinear problems. This is expected since the model is trained on the adjoint-based adaptation data. In contrast, the output error model (subnetwork) uses the exact difference between the coarse and fine spaces as the training data. As a result, its performance mostly depends on the data sampling and the problem complexity. In the current work, the extrapolation points are not too far from the sampled training data, the output error model performance is therefore mainly affected by the problem complexity. For example in highly nonlinear problems, e.g., flows involving strong shocks, the accuracy of the CNN output error predictions generally decreases. Another fact that has been consistently observed in our study is that the CNN model is more robust in output error estimation compared to the adjoint-based methods. Standard adjoint-based methods use output linearization and assume small residual perturbations, which are often invalid on coarse meshes or in highly nonlinear problems. The CNN model, on the other hand, directly learns the output error model from the “exact” error measured with respect to a very fine mesh. Therefore, the CNN model has more accurate error estimates on coarse meshes and more robust for highly nonlinear problems.

Presently, the network is not finely tuned, and better performance may be obtained with more tuning. Additionally, advanced training techniques such as batch normalization and dropout can also be used to improve the training efficiency and to improve the model performance. Furthermore, the symmetry of the encoder and decoder sub-networks suggests sharing the network parameters through the corresponding layers, which can substantially reduce the number of parameters and improve the training efficiency. Sparsity constraints of the latent space codes can also be added into the training loss to force the network to learn independent embedded representations. These research directions will be investigated in the future.

[1] W. L. Oberkampf, T. G. Trucano, Verification and validation in computational fluid dynamics, Progress in Aerospace


Appendix A. Detailed Network Architecture

The detailed network architecture used in this work is summarized in Table A.1. In the training process, the network total loss is defined according to Eqn. 12 with \( \lambda_\delta = 1 \) and \( \lambda_{\text{reg}} = 0.001 \). The network structure, \( \lambda_\delta \) and \( \lambda_{\text{reg}} \) are hyper-parameters and can be further tuned to achieve better performance, yet no specific tuning is performed in this work.
Table A.1: Network architecture for aerodynamic simulations over airfoils

<table>
<thead>
<tr>
<th>Subnetwork</th>
<th>Sublayer</th>
<th>Input layer</th>
<th>Operation</th>
<th>Output dim</th>
<th>Activation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>States</td>
<td>129</td>
<td>129 × 128 × 4</td>
<td>ReLU</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$C$</td>
<td>1</td>
<td>1</td>
<td>ReLU</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$P$</td>
<td>1</td>
<td>1</td>
<td>ReLU</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$T$</td>
<td>1</td>
<td>1</td>
<td>ReLU</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$M$</td>
<td>1</td>
<td>1</td>
<td>ReLU</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>1</td>
<td>1</td>
<td>ReLU</td>
<td></td>
</tr>
<tr>
<td>Encoder</td>
<td>Conv1</td>
<td>Input</td>
<td>Convolution ($F = 2 \times 2 \times 128, s = [1, 1]$)</td>
<td>129 × 1281 × 128</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Conv2</td>
<td>Conv1</td>
<td>Convolution ($F = 2 \times 4 \times 128, s = [2, 4]$)</td>
<td>65 × 321 × 128</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Conv3</td>
<td>Conv2</td>
<td>Convolution ($F = 2 \times 4 \times 128, s = [2, 4]$)</td>
<td>33 × 81 × 128</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Conv4</td>
<td>Conv3</td>
<td>Convolution ($F = 2 \times 4 \times 128, s = [2, 4]$)</td>
<td>17 × 21 × 128</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Conv5</td>
<td>Conv4</td>
<td>Convolution ($F = 4 \times 4 \times 64, s = [4, 4]$)</td>
<td>5 × 6 × 64</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Flat</td>
<td>Conv5</td>
<td>Reshape</td>
<td>1920 × 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Compress</td>
<td>Flat</td>
<td>Fully-connected</td>
<td>800 × 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Codes</td>
<td>Compress, $C, P, T, M, \alpha$</td>
<td>Concatenate</td>
<td>805 × 1</td>
<td></td>
</tr>
<tr>
<td>Decoder</td>
<td>Decompress</td>
<td>Codes</td>
<td>Fully-connected</td>
<td>1280 × 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Unflat</td>
<td>Decompress</td>
<td>Reshape</td>
<td>$4 \times 5 \times 64$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Deconv1</td>
<td>Unflat</td>
<td>Convolution$^T$ ($F = 4 \times 4 \times 128, s = [4, 4]$)</td>
<td>16 × 20 × 128</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Deconv2</td>
<td>Deconv1</td>
<td>Convolution$^T$ ($F = 2 \times 4 \times 128, s = [2, 4]$)</td>
<td>32 × 80 × 128</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Deconv3</td>
<td>Deconv2</td>
<td>Convolution$^T$ ($F = 2 \times 4 \times 128, s = [2, 4]$)</td>
<td>64 × 320 × 128</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Deconv4</td>
<td>Deconv3</td>
<td>Convolution$^T$ ($F = 2 \times 4 \times 128, s = [2, 4]$)</td>
<td>128 × 1280 × 128</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IndPred</td>
<td>Deconv4</td>
<td>Convolution ($F = 2 \times 2 \times 1, s = [1, 1]$)</td>
<td>128 × 1280 × 1</td>
<td></td>
</tr>
<tr>
<td>Regressor</td>
<td>Dense1</td>
<td>Codes</td>
<td>Fully-connected</td>
<td>400 × 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dense2</td>
<td>Dense1</td>
<td>Fully-connected</td>
<td>200 × 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dense3</td>
<td>Dense2</td>
<td>Fully-connected</td>
<td>100 × 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ErrEst</td>
<td>Dense3</td>
<td>Fully-connected</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

- $C$: Character, $P$: Pressure, $T$: Temperature, $M$: Mach number, $\alpha$: Angle of attack