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Abstract—We describe a new algorithm for occupancy grid mapping using LIDAR in the presence of glass and other non-diffuse surfaces. This is a major problem for robot navigation in many indoor environments due to the prevalence of glass paneled doors, windows, and even glass walls, as well as mirrors and polished metal surfaces. Current formulations of occupancy grid mapping make the assumption that objects in the environment are detectable from all angles. However, glass and other specular surfaces are invisible to LIDAR at most angles and so become washed out as “noise”. We modify the standard occupancy grid algorithm to allow for mapping objects that are only visible from certain view angles, by tracking the subset of angles from which objects are reliably visible. We show that these angles can be determined reliably with a single pass through the environment, and that the information can be used to map both diffuse and specular surfaces.

I. INTRODUCTION

Occupancy grid mapping is one of the most common methods of LIDAR mapping currently in use. By dividing the world into a uniform grid of cells and solving the mapping problem locally at each cell, occupancy grid mapping provides a representation of the environment that is general, robust, and easy to manipulate [1]. Occupancy grid maps are also inherently suitable for online mobile robot applications. Common uses for occupancy grid mapping include localization, path planning, and detection of motion.

Modern environments – like the one shown in Figure 1 – commonly contain glass architectural features such as glass paneled doors, full height windows, glass dividers and so forth. Unfortunately, current implementations of occupancy grid maps tend to delete glass obstacles, as shown in Figure 2(a).

We show that the problem is caused by an overly simplistic model of the world and sensor that only accounts for diffuse objects. Our algorithm corrects this by substituting a more general model that takes into account the visibility of glass from different angles. At most angles, glass is transparent to LIDAR, or reflects the laser away from the sensor, creating spurious readings. The key insight to the algorithm is that – from the perspective of LIDAR – glass behaves like a diffuse object at some view angles, while from other angles it appears like free space. By learning these angles and only using LIDAR readings that are consistent with diffuse object behavior, we convert the problem of mapping glass back into the problem of mapping diffuse objects. Although our focus is on glass, the method applies equally well to mirrors, metal, and most other non-diffuse solids.

Our algorithm consists of a simple online heuristic for discovering a subset of the diffuse-like angles, and a method for reconstructing the observations from these angles in the presence of localization error. The latter is necessary because the diffuse-like angles often span a < 2° range around the surface normal, which is less than the uncertainty in the view angle at short range.

II. PRIOR WORK

Previous work has attempted to address the problem of mapping glass with LIDAR by using sensor fusion, by modeling the probability of receiving direct reflections back from glass, using mirror symmetry of reflections, or analyzing the surrounding environment. This work has suffered from major problems with reliability, precision, and generality.

Diosi and Kleeman [2] attempt to get around the problem by using sonar to detect glass. This causes an unnecessary loss of precision in location and shape of the glass. Awais [3] attempted to model the probability of receiving a direct reflection back from the glass as a function of angle and distance. This is similar to our approach, but Awais makes the assumption that this function is gaussian, and the same for all pieces of glass, leading to gross errors in the detection of glass. Yang and Wang [4] attempt to take advantage of mirror-like reflections and locate glass by detecting the mirror symmetry of these reflections. However, detecting this
symmetry is computationally challenging for flat surfaces and nearly intractable for curved surfaces. Another approach, seen for example in Pu and Vosselman [5], is to infer glass by detecting things like window frames, but this approach is limited to the model of the surroundings.

There has also been work on segmenting glass once mapped, as in Tatoglu and Pochiraju [6], but it did not address the problems of mapping glass in the first place.

In contrast to the above, our method directly locates glass with high precision using only LIDAR information, including the case of curved surfaces.

III. PHYSICS AND SENSOR MODELS

Before discussing how our algorithm deals with glass, we need to review how a LIDAR works and the behavior of a LIDAR in the presence of glass.

A LIDAR works by sending out pulses of laser light and then waiting for the light to come back. By measuring the time between sending and receiving the pulse, the LIDAR measures the distance to the target.\(^1\) In this sense, LIDAR behaves very much like sonar. If the light doesn’t come back, no distance is measured.

A. Physics Background

1) Light and Glass: As shown in Figure 3, when light hits a diffuse surface, it scatters equally in all directions, traveling outward in a hemispherical region. Because the power is distributed over the hemisphere, the power per unit solid angle is greatly reduced. The intensity measured by LIDAR is actually the power intercepted by the aperture of the LIDAR. The solid angle that this represents falls off with distance.

This effect is important because it means that the relative distances to the sources of returns has a large effect on their relative intensities.

As shown in Figure 3 light hitting glass at an angle $\theta$ will be both transmitted and reflected at the same angle on the opposite side of the normal. Typically, about 8% of the light is reflected and the rest transmitted. Because of dust and microscopic imperfections in the surface of the glass, some of the light is scattered to nearby angles.

A quantitative discussion of the scattering physics of glass is beyond the scope of this paper, but notice that when $\theta$ is

\(^1\)Some scanners, such as Hokuyo URG models, also use phase shift mechanisms [7] which are more affected by background objects, but the physics is similar.
Fig. 3. Light behaves very differently when it hits different materials. Traditional LIDAR mapping algorithms assume that all surfaces are diffuse, as in (a), meaning they scatter incoming light equally in all directions. Light hitting glass however, as in (b), is split into three components. About 92% is transmitted through the glass; 8% reflects back at an angle opposite the incident angle, forming the *specular* reflection; and a very small percentage is scattered to angles near the specular direction by surface imperfections and dust. The glass therefore tends only to be detected when the laser ray strikes the surface at a near perpendicular angle. The effect is similar for mirrors and other shiny surfaces, except that they tend to lack the transmitted component.

near 0, the intensity of the return from the glass is much brighter than the intensity of the return from a diffuse object at the same distance.

2) LIDAR and Multiple Returns: Many LIDARs used in mobile robotics are designed to return only one distance reading per sample. In the case where light from more than one object is returned at the same time, the LIDAR must choose what range to report. For ranging purposes, it is more useful to read a range that corresponds to one of the returns than an averaged return. Therefore manufacturers go to some trouble to produce devices that distinguish the returns and choose one of the ranges to report [7], [8].

The methods that a LIDAR uses to distinguish multiple returns are fairly complex [9], [10]. In both time of flight and phase shift based LIDARs, the reported range is a function of the amount of light in each return and the range of each return. However for any fixed difference of ranges, increasing the light of a return tends to make it dominate the reported range reading [9],[11]. Because the intensity of the return from the glass changes suddenly with angle, the return from glass quickly goes from having little effect on the range reading to completely dominating the reading. For our purposes, a good working approximation to the LIDAR's behavior is that the range reading is not of the closest reflection, but of the *brightest* reflection.

Consider the case in Figure 4 where there is a diffuse wall behind a glass wall. The intensity of the returns for each is shown schematically as a function of angle in Figure 5. When the LIDAR is at a near normal angle to the glass, the return will be greater from the glass, and so the range to the glass will be read. At wider angles, the range to the diffuse wall will be read. There is some critical angle between the two where the returns are of equal intensity. Due to noise in the measurement, there is also a small range of angles near the

Fig. 4. When a diffuse wall is behind a piece of glass the returned light is a mixture from both. The received return intensities vary with angle and distance (See Figure 5).

Fig. 5. When a diffuse wall is behind a piece of glass, as in Figure 4, the light returned to the LIDAR is made of a component from the diffuse wall(red) and the glass (blue), with some random variation (lighter areas). Because the LIDAR uses the light of the brightest return there are distinct ranges of angles where only the glass is detected or the diffuse wall. These are separated by a small range where the choice is indeterminate.
critical angle where either return may be selected.

The exact value of the critical angle is sensitive to the distance between the glass and the diffuse wall, and the distribution of dust on the glass. In complicated real world environments, with smudged glass and cluttered backgrounds, it is very difficult to predict the critical angle. There may even be multiple regions where the glass is visible.

Despite all of the uncertainty, the angles where glass is visible are fixed given a static background. Also, the glass is always visible when seen from directly normal to its surface. Our algorithm exploits this fact to find the angles where glass is reliably visible, and builds up an occupancy grid using the observations within those angles.

### B. Sensor and World Models

1) World Model: We model the world as a grid of cells. Each cell may be occupied by a static object or a dynamic object, or may be empty. A dynamic object may appear in an empty cell or leave a cell it previously occupied. Each occupied cell has a visibility function, $VIS(\phi)$, which is the probability, as a function of view angle $\phi$, that the return from that cell will be brighter than all farther cells.
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Fig. 6. With no objects behind the glass, it is visible to the lidar from a very wide range of angles. For any given angle, the probability of detection tends to be very close to 1 or 0. We call this probability the visibility function. For an ideal diffuse object the visibility function is always 1, so we refer to those angles, then standard occupancy grid methods can be used for mapping glass. We refer to these angles as the diffuse-like view angles for each cell.

2) Sensor Model: In our model, the LIDAR shoots a laser into the environment with angle $\phi$. The laser returns from the first surface with a probability $VIS_1(\phi)$, from the second surface with a probability $(1 - VIS_1(\phi)) \cdot VIS_2(\phi)$, and so on. Thus, the probability of observing a return from surface $n$, an event which we denote $Z_n$, can be written as

$$p(Z_n) = VIS_n \cdot \prod_{i=0}^{n-1} (1 - VIS_i) \tag{1}$$

Aside from the process of selecting the brightest return, the behavior of the LIDAR is considered the same as for the diffuse single return case. We assume gaussian distributed range error, and have small probability, $p_{\text{rand}} (\approx 1 \times 10^{-3}$ for our LIDAR), that the LIDAR will fail and produce a random reading.

This is nearly identical to the normal sensor model, except that the standard model assumes that $VIS \approx 1$ at all angles. Therefore, if it is possible to discover the ranges of angles where $VIS(\phi) \approx 1$ and only use measurements taken from those angles, then standard occupancy grid methods can be used for mapping glass. We refer to these angles as the diffuse-like view angles for each cell.

### IV. VisAGE

The core of our algorithm consists of a standard occupancy grid which is only updated when viewing objects from known diffuse-like angles. To this is added a second layer where we store a range of diffuse-like angles for each cell. In order to provide high confidence updates to the occupancy grid, we use an algorithm to check that we have actually passed through a diffuse-like angle before updating, which requires a third layer where we store recent angles of view relative to each cell. Finally, we use a heuristic to improve motion detection when traversing the environment for the first time.

In deriving our algorithm we start with a static world assumption, which will be corrected in Section IV-B. To simplify discussion, we also assume the size of a cell is significantly larger than the error in the range or localization, and that localization information is already given, although
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Fig. 7. The visibility function for the same glass as in Figure 6 with a diffuse wall 1 m behind. The glass is now visible from only a small range of angles, corresponding to the central peak in Figure 5 (0.25° bins shown, $d_o=1$ m, $d_d>20$ m)

An example of this function taken from a point on a piece of glass is shown in Figure 6. It the following figure, the

$^2$The incidence angle (Figure 3(b)) $\theta = \phi - \phi_N$ where $\phi$ is the view angle (in a world centered frame) and $\phi_N$ is the (unknown but fixed) surface normal in the same frame.

$^3$In this sense farther means optically farther, i.e. all reflections of other objects in a mirror are farther than the mirror.

$^4$Many implementations artificially inflate $p_{\text{rand}}$ in order to cause motion to wash out as sensor noise. Because glass can appear identical to a moving object, we must deal with motion explicitly to distinguish it from glass.
it is relatively straightforward to adapt our algorithm to situations where this is not the case.

A. Static world approximation

Occupancy grids work by accumulating nominally independent evidence for the competing hypotheses that a cell is occupied or empty [1].

The evidence for the hypothesis that a cell is occupied is simple: when an observation lands in that cell, it is more likely to be occupied. This is true for all materials.

The problem lies in determining evidence that a cell is not occupied. Recall that the standard occupancy grid assumes that VIS \( \approx 1 \) for all surfaces. This would imply that (1) becomes:

\[
p(Z_n) \approx \begin{cases} 
1, & \text{if } n = 1 \\
0, & \text{otherwise}
\end{cases}
\]

assuming that there is at least one obstacle in the path of the laser.

In other words, observing a cell makes it very likely that the cell contains the closest obstacle along the path of the laser. Conversely, it is unlikely the laser would get that far if there were any closer surfaces.

In the presence of glass, the situation is entirely different. For glass, VIS(\( \phi \)) \( \approx 0 \) at most angles, so any observations beyond the glass tend to give very little information on whether the glass is actually present.

One possible solution to this problem is simply to never count any observation as evidence against a cell being occupied. This amounts to never freeing a cell once it is occupied. In a truly static world, this works surprisingly well because \( p_{rand} \) is so low. As long as the sensor is not stationary for a long time, random errors will not accumulate in any given part of the map.

B. Detecting motion in multiple passes

Unfortunately for this mapping approach, the world is rarely completely static. It is essential to have a method for detecting that cells are no longer occupied. We solve this by noting that observations of static objects are highly repeatable because VIS(\( \phi \)) usually only takes on values close to 1 or 0.

In Figure 8 we show that if a static object at point P is observed from a known diffuse-like angle then it is sure to be re-observed when passing through the same angle again, even taking into account localization and range error.

What if we don’t observe anything at P? This would imply that one of our assumptions is wrong. Either the LIDAR is in error, or the object has moved.

Recall that the LIDAR very rarely produces false negatives. This means that the most likely explanation is that the object at P has moved, and that the cells it occupied are now empty. If we consider our occupancy grid as storing the log odds likelihood that a cell is occupied (the “occupancy”), then this is equivalent to saying that we should decrement the occupancy of cells near P. If we decide that the object in the cell really has moved, we should discard any knowledge we have about VIS(\( \phi \)) for that cell, since presumably the visibility function for whatever might be in the cell now is unrelated to whatever was in it before.

Why this relatively complicated mechanism for showing that a cell is empty? By using the probability distribution for the position of A, we could work out a probability distribution for the line of sight, and then estimate our chance of seeing the object at P again, at any given time. Then the lack of observations along our path would provide evidence against P being in the same location as before.

The problem with simply using the probabilities at each time step is that it assumes the observations (or lack thereof) are independent. At every moment the best we can do is say that we probably should have seen the object if our assumptions are correct. With the proposed method we know when we almost certainly should have seen the object. In other words, the proposed method significantly increases the strength of the evidence against the hypothesis that the cell still contains the object. This increases the rate of convergence for our algorithm.

As an example, consider the case where the object at P is visible from only a single angle and that angle is equally likely to be anywhere in the shaded region. We would then have a 50% probability of seeing the object when passing through the first half of the shaded region, and 50% probability of seeing it when passing through the second half. If we treat these two events as independent, then we would say that when passing through the entire region the chance of not seeing the object, given that it is static, is 25%. However, the real probability of not seeing the object is 0%. In other words, we should be absolutely certain that the object has moved (neglecting the possibility of unexpectedly
large LIDAR or localization error).

For glass, the range of angles where \( \text{VIS}(\phi) \approx 1 \) is very small, 2° in the case shown in Figure 7. This means the expected number of observations in a single pass by the glass is very small. It is therefore desirable to have a very high confidence method for detecting that cells are unoccupied, to make the best use of what little information is available.

Notice that this repeatability argument works equally well for diffuse objects. In fact our algorithm uses exactly the same procedure for all materials. This allows our method to deal with all materials on the continuum from diffuse to specular or transparent, relying only on the fact that the material has at least some diffuse-like angles.

1) Determining diffuse-like angles: To use the preceding argument, we need a way to determine that \( \text{VIS}(\phi) \approx 1 \). The most accurate method would be simply to traverse the environment repeatedly to sample \( \text{VIS}(\phi) \). However, this is impractical both because of the number of passes needed and the amount of memory needed to store \( \text{VIS}(\phi) \) to a sufficient resolution. A heuristic is necessary to approximate \( \text{VIS}(\phi) \) in a single pass. Awhis [3] assumed that \( \text{VIS}(\phi) \) was a gaussian which significantly reduced the complexity of the problem, but as shown in Figure 6, \( \text{VIS}(\phi) \) is not even close to gaussian, leading to poor results.

As noted earlier, \( \text{VIS}(\phi) \) tends to be made up of blocks of angles where \( \text{VIS}(\phi) \approx 1 \) or \( \text{VIS}(\phi) \approx 0 \). This means that any given observation tends to correspond to a place where \( \text{VIS}(\phi) \approx 1 \). Also, because \( \text{VIS}(\phi) \) has a blocky distribution, and the centers of blocks are closer to 1, a contiguous string of observations tends to contain many angles where \( \text{VIS}(\phi) \approx 1 \).

A simple way to take advantage of this structure is to record the widest range of angles from which the cell has been continuously observed.

This heuristic is also convenient in that it is easy to update online by keeping track of the range of angles in the current run of observations, and replace the previous best whenever it is exceeded by the current range.

In a similar fashion, it is easy to keep track of the range of angles traversed by the sensor since the cell was last observed or occluded. These angles sweep out a sector that can be used as the crosshatched region in Figure 8.

2) Determining occlusion: The above implicitly assumes that the object at P is not occluded. If a cell is occluded, then no information can be gained about that cell because the laser didn’t reach it. In other words we should not alter the cell’s occupancy if it is occluded.

Usually, when a cell is occluded, the LIDAR returns the range of the occluding object. We are not aware of any process by which the LIDAR produces a range reading closer than the closest object. Thus, if the range reading was closer than P, then the cell was definitely occluded and we gain no information.

A cell may also be occluded if an object such as a mirror or glass reflects the laser to some other object, producing an anomalously long range reading. If we have already mapped the offending surface, we can check for this as well and prevent readings that pass through the surface from affecting further cells.

3) Summary: Our main algorithm is as follows:

C. Detecting motion in a single pass

It is always possible for an object to move in such a way as to simulate the pattern of observations hitting a piece of glass. However, in the case of multiple passes, the pattern of observations on glass repeats in concert with the motion of the sensor. This is unlikely for a moving object unless the object’s motion is dependent on the motion of the sensor. Because the algorithm discussed so far works by eliminating points that are not repeatably observed it requires two passes to distinguish motion from glass.

Nevertheless, in many situations, such as a robot initially exploring an unknown environment, the sensor only traverses the environment once. In this case, the sensor is quite likely to pass through any given range of view angles only once, so it is desirable to produce a correct map of the environment after a single pass. We also note that when considering a single point seen from only a single pass, glass is indistinguishable from an object in motion. This is because at any given cell, a moving object manifests itself as an isolated period of time when the cell is observed, which is precisely how glass appears.

It is possible, however, to distinguish glass based on non-local information. The reason that we can detect glass at all is that light is reflected back when it hits the surface at a normal angle. This means that the diffuse-like angles of the surface definitely includes the normal to the surface. Similarly, the range of diffuse-like angles for all surfaces in a region of space is a superset of the range of surface normals in that region of space. So, if we pass a region of space and only observe cells in that region from a very narrow angular range, the surfaces in that region must have a very small range of normals, assuming the surfaces are stationary. This means that we know the surfaces in that region of space must be both very flat and fall within a small range of orientations. Such a surface will very likely extend into neighboring cells in both directions perpendicular to the normal direction.
A cell containing a moving surface also tends to have a small number of observations coming from a single direction, corresponding to the direction to the sensor at the time the moving moving surface happened to be in that cell. However, there are no constraints on how the neighboring cells are occupied.

We distinguish these two cases by a heuristic for separating motion after a single pass:

**Single Pass Motion Removal**

1: Select the cells whose $\phi_{VIS}$ have a low width ($< 6^\circ$ in our implementation). Mark these cells as uncertain.
2: Find any uncertain cells that don’t have occupied or uncertain neighbors on both sides normal to the direction of observation (the mean of $\phi_{VIS}$). Mark those cells as unoccupied.
3: Repeat 2 until convergence.

This heuristic is less reliable in the long run than the core algorithm because it does not eliminate motion that consistently travels perpendicular to the line of sight from the LIDAR to the object, such as a pedestrian walking side by side with the LIDAR at a fixed distance, or a self reflection when moving parallel to a piece of glass or mirror. The heuristic may also eliminate glass that has a small diffuse surface behind it (as is the case with the pillars in Figure 2(c)), because in these cases we may select a $\phi_{VIS}$ that doesn’t include the normal. Because of this, we recommend not using this heuristic when two or more passes have been made by a cell.

**V. EXPERIMENTS AND RESULTS**

In order to evaluate our algorithm, and the sensor model it is based on, we ran two experiments using a Hokuyo UTM-30LX LIDAR with intensity reporting information producing scans at 40Hz.

### A. Validation of sensor model

We evaluated our sensor model by comparing intensity readings from diffuse and non-diffuse surfaces.

As shown in Figure 9, the intensity readings closely parallel the theoretical shapes shown in Figure 5. In addition, the intensity of the diffuse surface falls away with distance. From Figure 9, it can be seen that the glass is brighter than the diffuse wall for an incidence angle of $\pm 1^\circ$ when both are at about the same distance. This would imply that the glass should be visible in a $2^\circ$ wide range, as was indeed observed in Figure 7. Similarly, when there is nothing behind the glass, it should be visible for a wide but more variable angle due to the noise at low intensity, as was observed in Figure 6.

### B. Mapping

We evaluated the actual mapping performance of our algorithm by driving a LIDAR equipped wheelchair through the environment shown in Figure 1. We drove at approximately 1 m/s in a single pass around the walkway, which covers a 20 m x 20 m floor space, as shown in Figure 2. The walkway is entirely enclosed by glass on its inner wall. We ran our algorithm in an online manner (i.e. incrementally) on a previously collected dataset with precomputed sensor localization information with the single pass motion removal included. The algorithm averaged 9.1 ms/scan running on a 2.0 GHz Intel® Core™2 CPU. We also ran a standard occupancy grid algorithm on the same data for comparison.

The results are displayed graphically in Figure 2.

As shown in Figure 10 our algorithm performs significantly better than the traditional occupancy grid mapping method on glass walls, correctly detecting 95% of the glass, as compared to 13% for the traditional method.

We also noted that our algorithm correctly detected the stainless steel surface of the elevator, seen at the top of Figure 2(b), validating our assumption that our algorithm works on partially specular materials.

As expected from the discussion in Section IV-C, our algorithm intermittently failed to detect glass when an isolated object (usually a pillar) was directly behind the glass. Qualitatively, this is not a particularly bad failure mode for a mobile robotics application since the nearby object would prevent a path planner from trying to plan paths through the missing section.

The performance of our algorithm in terms of false positives is similar to the traditional occupancy grid, with somewhat more errors in rejecting reflections, due largely to reflections of the wheelchair moving parallel to the glass.

---

5Both MATLAB and C++ implementations without single pass motion removal are available at [http://irlab.eecs.umich.edu/website/dataset/Glass_wall_icra2013.html](http://irlab.eecs.umich.edu/website/dataset/Glass_wall_icra2013.html) as well as the datasets used. Single pass motion removal is withheld because our implementation used modified versions of internal MATLAB functions. We are working to provide a free version of this code.
and somewhat fewer errors caused by moving objects, due to having a more sensitive motion detection scheme.

A separate qualitative evaluation was done with a mirrored wall. Our algorithm showed slightly faster detection and less noise with the mirror than the glass, presumably because more light was reflected back, but was generally quite similar to glass. We emphasize that the algorithm was not modified in any way to deal with the mirror.

VI. CONCLUSION

In this paper we have detailed an online algorithm for performing occupancy grid mapping in the presence of glass and other non-diffuse surfaces.

Our method is based on a sensor model which allows the problem of mapping glass to be converted into a standard occupancy grid mapping problem given knowledge of a set of angles from which glass appears like a diffuse surface. We have given a heuristic for determining a subset of these diffuse-like angles and a method for generating high confidence inferences from observations at these angles. We have also given a heuristic to improve discrimination between motion and glass in cases where the environment has only been traversed once.

Experimental investigation of the behavior of our LIDAR has shown good agreement with the predictions of our sensor model. We have shown experimentally that this algorithm is robust to motion and can be used to build a map of the environment in a single traversal, with quality comparable to a standard occupancy grid on diffuse surfaces while simultaneously providing good detection and localization of both flat and curved glass surfaces. In the future we hope to implement our algorithm in a realtime mobile robotics environment and evaluate its performance on a wider range of materials.
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