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Abstract

We consider the pricing of options written on the quadratic variation of a given stock price process. Using the Laplace transform approach, we determine semi-explicit formulas in general affine models allowing for jumps, stochastic volatility and the leverage effect. Moreover, we show that the joint dynamics of the underlying stock and a corresponding variance swap again are of affine form. Finally, we present a numerical example for the Barndorff-Nielsen and Shephard model with leverage [1]. In particular, we study the effect of approximating the quadratic variation with its predictable compensator.
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1 Introduction

Due to growing trading volume, the valuation of options written on the realized variance

\[
\sum_{n=1}^{N} \log(S_{t_n}/S_{t_{n-1}})^2 = \sum_{n=1}^{N} (X_{t_n} - X_{t_{n-1}})^2, \quad 0 = t_0 < \ldots < t_N = T,
\]

of a stock \( S = S_0 \exp(X) \), has been studied increasingly, cf. [27] and the list of references therein. Most work has focused on the continuous time approximation of (1.1) by the quadratic variation \([X, X]\) of the log-price \( X \) since the latter is considerably more tractable from a mathematical point of view. This approach is justified by the fact that the realized variance (1.1) converges to \([X, X]_T\) in probability as the mesh size \( \sup_{k=1,\ldots,N} |t_k - t_{k-1}| \) tends to zero (see e.g. [17, I.4.47]). [6] and [27] confirm that the approximation works quite
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well for daily fixings $t_n$. Consequently, we will only deal with the pricing of options written on the quadratic variation $[X, X]$ of some log-price $X$.

One can broadly divide the existing literature into two distinct categories. If the underlying stock price process is modelled as a continuous semimartingale, Carr and Lee [10, 9] as well as Friz and Gatheral [15] propose model-free valuation approaches based on a replicating portfolio of European options. In the presence of jumps or correlation between stock returns and volatility, one instead has to specify a parametric model. Previous work in this area includes [8], considering Lévy processes, [5], dealing with the model of Barndorff-Nielsen and Shephard [1, henceforth BNS] without leverage, as well as [6] and [27], which use the Bates model [2] resp. the Heston model augmented by specific jumps in stock and volatility. In related work, [25] and [16] price log-contracts resp. options written on the predictable quadratic variation $\langle X, X \rangle$ in time-changed Lévy models with Cox-Ingersoll-Ross type activity process.

In this paper we study the valuation of options written on quadratic variation in the unifying framework of affine stochastic volatility models. More specifically, we suppose that the stochastic volatility $v$ and the log-price $X$ are modelled as a bivariate affine process in the sense of [14]. This class of models encompasses the specific models that have been considered in the context of options on variance so far. Moreover, it includes most other option pricing models that have been proposed in the literature, as e.g. the BNS model with leverage and its generalization to time-changed Lévy models by [7, 12].

We show that the affine structure of the stochastic volatility model $(v, X)$ is passed on to $(v, X, [X, X])$. This in turn allows to compute the corresponding characteristic function by solving some generalized Riccati equations. With the characteristic function at hand, we can proceed to price options on quadratic variation using Laplace resp. Fourier transform methods as proposed by [11, 21]. Moreover, we valuate options written on the predictable compensator $\langle X, X \rangle$ of $[X, X]$, which differs from the quadratic variation in the presence of jumps.

Afterwards, we also determine the joint dynamics of the market spanned by the stock and a variance swap. Combined with the stochastic volatility process, this market again turns out to be an affine process. This opens the door to variance-optimal hedging of options on quadratic variation in models with jumps, which is subject to current research.

Finally, we present a numerical example for the BNS model with leverage. Here, we investigate to what extent the predictable quadratic variation $\langle X, X \rangle$ can be used as a proxy for the quadratic variation $[X, X]$ in the context of option pricing.

This paper is organized as follows. We start by recalling the notion of semimartingale characteristics. In Section 3 we introduce our general affine stochastic volatility model. Subsequently, we study the quadratic variation process $[X, X]$ of the log-price $X$. In Section 5 we likewise investigate the properties of the predictable quadratic variation $\langle X, X \rangle$ in affine models. We then turn to the pricing of options written on quadratic variation before studying the market consisting of the stock and a variance swap in Section 7. We conclude with a numerical example.
As for stochastic background and terminology, we refer to the monograph of Jacod and Shiryaev [17]. We write \( \mathbb{C}_- \) for the complex numbers with non-positive real part. For an \( \mathbb{R}^d \)-valued Lévy process \( Y \) with Lévy-Khintchine triplet \((\beta, \gamma, \kappa)\), we denote by

\[
\psi^Y(u) = u^\top \beta + \frac{1}{2} u^\top \gamma u + \int (e^{ux} - 1 - (h(x_1), \ldots, h(x_d))^\top u) \kappa(dx)
\]

the corresponding Lévy exponent, i.e. the continuous function \( \psi^Y : i\mathbb{R}^d \to \mathbb{C} \) such that \( E(e^{i\psi^Y(u)}) = \exp(t \psi^Y(u)) \). Here, \( h \) denotes a truncation function on \( \mathbb{R} \), as e.g. \( h(x) = x 1_{\{|x| \leq 1\}} \). Likewise, for a process \( Y \) which is affine relative to Lévy-Khintchine triplets \((\beta_i, \gamma_i, \kappa_i), i = 0, \ldots, d \), we write \( \psi^Y_j \) for the Lévy exponent corresponding to the \( j \)-th triplet \((\beta_j, \gamma_j, \kappa_j)\).

## 2 Differential characteristics

This paper uses semimartingale characteristics to describe the behavior of stochastic processes. For the convenience of the reader we recall a few of the basic notions here. For a more thorough introduction, we refer to [18] and [17].

To any \( \mathbb{R}^d \)-valued semimartingale \( Y \) there is associated a triplet \((B, C, \nu)\) of characteristics, where \( B \) resp. \( C \) denote \( \mathbb{R}^d \)- resp. \( \mathbb{R}^{d \times d} \)-valued predictable processes and \( \nu \) a predictable random measure on \( \mathbb{R}_+ \times \mathbb{R}^d \). The first characteristic \( B \) depends on a truncation function as e.g. \( h(x) = x 1_{\{|x| \leq 1\}} \), which is chosen a priori. The characteristics of most processes in applications are absolutely continuous in time, i.e. they can be written as

\[
B_t = \int_0^t b_s ds, \quad C_t = \int_0^t c_s ds, \quad \nu([0, t] \times G) = \int_0^t K_s(G) ds \quad \forall G \in \mathcal{B}^d,
\]

with predictable processes \( b, c \) and a transition kernel \( K \) from \((\Omega \times \mathbb{R}_+, \mathcal{F})\) into \((\mathbb{R}^d, \mathcal{B}^d)\). In this case we call \((b, c, K)\) the differential or local characteristics of \( Y \). We implicitly assume that \((b, c, K)\) is a good version in the sense that the values of \( c \) are non-negative symmetric matrices, \( K_s(\{0\}) = 0 \) and \( \int (1 \wedge |x|^2) K_s(dx) < \infty \).

From an intuitive viewpoint one can interpret differential characteristics as a local Lévy-Khintchine triplet. Very loosely speaking, a semimartingale with differential characteristics \((b, c, K)\) resembles locally after \( t \) a Lévy process with triplet \((b, c, K)(\omega, t)\), i.e. with drift rate \( b \), diffusion matrix \( c \), and jump measure \( K \). Indeed, \( Y \) is a Lévy process if and only if the differential characteristics are deterministic and constant, cf. [17, II.4.19].

**Affine processes** generalize Lévy processes by moving from constant differential characteristics \((b, c, K)\) to affine functions of \( Y_{t-} \) in the following sense:

\[
b_t(\omega) = \beta_0 + \sum_{i=1}^d Y_{t-}^i(\omega) \beta_i, \quad c_t(\omega) = \gamma_0 + \sum_{i=1}^d Y_{t-}^i(\omega) \gamma_i,
\]

\[
\kappa_t(\omega, G) = \kappa_0(G) + \sum_{i=1}^d Y_{t-}^i(\omega) \kappa_i(G) \quad \forall G \in \mathcal{B}^d.
\]
Here, \((\beta_i, \gamma_i, \kappa_i)\) denote \(d + 1\) given Lévy-Khintchine triplets on \(\mathbb{R}^d\). In order to ensure the existence of a semimartingale \(Y\) with the specified characteristics, these triplets cannot be chosen arbitrarily. Much rather they have to satisfy certain admissibility conditions to ensure e.g. that the matrix \(c\) remains non-negative definite. This issue has been investigated in full generality in [14], which shows that given admissibility of the respective triplets, the characteristic function of the respective affine process can be computed by solving some generalized Riccati equations. A reformulation in terms of semimartingale calculus can be found in [18]. For our stochastic volatility model in Section 3, admissibility is ensured by the conditions required there.

## 3 Affine stochastic volatility models

Our mathematical framework for a frictionless market model is as follows. Fix a terminal time \(T > 0\) and a filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in [0,T]}, P)\). For simplicity, we assume zero interest rates on a risk-free asset \(S^0\) with price \(S^0_t = 1\) for all \(t \in [0,T]\). Furthermore, we suppose that the stochastic volatility \(v\) and the logarithm of a stock price \(S = S^0_0 \exp(\mathcal{X})\) are modelled as a bivariate affine process. This means that the differential characteristics \((b, c, K)\) of the \(\mathbb{R}_+ \times \mathbb{R}\)-valued process \((v, \mathcal{X})\) relative to some truncation function \((x_1, x_2) \mapsto (h(x_1), h(x_2))\) on \(\mathbb{R}^2\) are of the form

\[
\begin{align*}
b &= \begin{pmatrix}
\beta_1^0 + \beta_1^1 v_- \\
\beta_2^0 + \beta_2^1 v_-
\end{pmatrix}, \\
c &= \begin{pmatrix}
\gamma_1^1 v_- & \gamma_1^2 v_- \\
\gamma_2^1 v_- & \gamma_2^2 v_-
\end{pmatrix}, \\
K(G) &= \kappa_0(G) + \kappa_1(G) v_-, \quad \forall G \in \mathcal{B}^2.
\end{align*}
\]

Here, \((\beta_i, \gamma_i, \kappa_i), i = 0, 1\) are given Lévy-Khintchine triplets on \(\mathbb{R}^2\) which are admissible in the sense that the Lévy measures \(\kappa_0, \kappa_1\) are supported on \(\mathbb{R}_+ \times \mathbb{R}\) and \(\beta_0^0 - \int h(x_1)\kappa_0(dx)\) is well-defined and positive. Moreover, we assume that \(\int_{\{x_1 > 1\}} x_1 \kappa_1(dx) < \infty\), which ensures that \((v, \mathcal{X})\) does not explode in finite time and hence is a semimartingale in the usual sense (cf. [14] Lemma 9.2, Theorem 2.12). Finally, we suppose without loss of generality that \(X_0\) is normalized to zero.

**Example 3.1** This class of models includes many specifications that have been proposed in the option pricing literature, as e.g.

1. **Lévy processes** \(X\) with Lévy Khintchine triplet \((b, c, K)\), in which case \((\beta_1, \gamma_1, \kappa_1) = 0\) and

\[
\begin{align*}
\beta_0 &= \begin{pmatrix} 0 \\ b \end{pmatrix}, \\
\gamma_0 &= \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \\
\kappa_0(G) &= \int 1_G(0,x) K(dx) \quad \forall G \in \mathcal{B}^2.
\end{align*}
\]

2. **CIR-time-change models** of the form

\[
\begin{align*}
X_t &= L_{\int_0^t \nu ds} + \varrho(v_t - v_0) + \mu t, \\
dv_t &= (\eta - \lambda v_t)dt + \sigma \sqrt{v_t} dZ_t,
\end{align*}
\]
corresponding to
\[
(\beta_0, \gamma_0, \kappa_0) = \left( \left( \frac{\eta}{\mu + \varrho \eta} \right), 0, 0 \right),
\]
\[
\beta_1 = \left( \frac{-\lambda}{b^L - \varrho \lambda} \right), \quad \gamma_1 = \left( \frac{\sigma^2}{\sigma^2 \varrho}, \frac{\sigma^2}{\sigma^2 \varrho} + c^L \right), \quad \kappa_1(G) = \int 1_G(0, x)K^L(dx),
\]
for all \( G \in \mathcal{B}^2 \). Here, \( \eta \geq 0, \mu, \varrho, \lambda, \sigma \) are constants, \( L \) denotes a Lévy process with triplet \((b^L, c^L, K^L)\) and \( Z \) an independent Wiener process. Note that we recover the dynamics of the Heston model, if \( L \) is chosen to be a Brownian motion with drift (cf. [18]).

3. **OU-time-change models** of the form

\[
X_t = L_{\int_0^t v_s ds} + \varrho Z_t + \mu t,
\]

\[
dv_t = -\lambda v_t dt + dZ_t,
\]

which correspond to

\[
\beta_0 = \left( \frac{b^Z}{\mu + \varrho b^Z} \right), \quad \gamma_0 = 0, \quad \kappa_0(G) = \int 1_G(z, \varrho z)K^Z(dz),
\]

\[
\beta_1 = \left( \frac{-\lambda}{b^L} \right), \quad \gamma_1 = \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & c^L \end{array} \right), \quad \kappa_1(G) = \int 1_G(0, x)K^L(dx),
\]

for all \( G \in \mathcal{B}^2 \). Here, \( \mu, \varrho, \lambda \) are constants and \( L \) resp. \( Z \) denote a Lévy process with triplet \((b^L, c^L, K^L)\) resp. an independent subordinator with triplet \((b^Z, 0, K^Z)\). Observe that we obtain the dynamics of the BNS model if \( L \) is chosen to be a Brownian motion with drift, cf. [18].

4 **Quadratic variation**

In this section, we characterize the stochastic volatility \( v \), the log-stock price \( X \) and the corresponding quadratic variation \([X, X]\) as a trivariate affine process. This in turn leads quickly to the characteristic function and the conditional expectation of \([X, X]\).

**Lemma 4.1** \((v, X, [X, X])\) is affine w.r.t. the triplets \((\hat{\beta}_i, \hat{\gamma}_i, \hat{\kappa}_i), i = 0, 1\) given by

\[
\hat{\beta}_0 = \left( \begin{array}{c} \beta_0^1 \\ \beta_0^2 \\ \gamma_0^{22} \end{array} \right), \quad \hat{\gamma}_0 = \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right), \quad \hat{\kappa}_0(G) = \int 1_G(x_1, x_2, x_2^2)\kappa_0(dx) \quad \forall G \in \mathcal{B}^3,
\]

\[
\hat{\beta}_1 = \left( \begin{array}{c} \beta_1^1 \\ \beta_1^2 \\ \gamma_1^{22} \end{array} \right), \quad \hat{\gamma}_1 = \left( \begin{array}{ccc} \gamma_1^{11} & \gamma_1^{12} & 0 \\ \gamma_1^{12} & \gamma_1^{22} & 0 \\ 0 & 0 & 0 \end{array} \right), \quad \hat{\kappa}_1(G) = \int 1_G(x_1, x_2, x_2^2)\kappa_1(dx) \quad \forall G \in \mathcal{B}^3,
\]

relative to the truncation function \((x_1, x_2, x_3) \mapsto (h(x_1), h(x_2), 0)\) on \( \mathbb{R}^3 \).
Lemma 4.2. For analogous derivation of its counterpart for (for our purposes here, we only compute the characteristic function of \([v, X, [X, X]]\) by solving some generalized Riccati equations. To simplify notation and since it suffices

\[\Psi_{1}(t, u) = 0,\]

and

\[\Psi_{0}(t, u) = \int_{0}^{t} \left( \beta_{0}^{1} \Psi_{1}(s, u) + \gamma_{0}^{2} u + \int \left( e^{\Psi_{1}(s,u)x_{1} + u x_{2}^{2}} - 1 - \Psi_{1}(s,u) h(x_{1}) \right) \kappa_{0}(dx) \right) ds.\]

**Proof.** For \(u \in \mathbb{C}_{-}\), the assertion follows from [18, Theorem 3.1]. The extension to \(u \in \mathbb{C}_{-}\) is a consequence of [14, Proposition 6.4].

**Example 4.3.**

1. For a Lévy process \(X\) with triplet \((b, c, K)\), we have \(\Psi_{1}(t, u) = 0\) and

\[\Psi_{0}(t, u) = t \left( c u + \int (e^{ux^{2}} - 1) K(dx) \right).\]

This recovers the formula obtained in [8], where the integral w.r.t. the Lévy measure is computed in closed form for the CGMY Lévy process (cf. e.g. [24]). Consequently, the characteristic function of \([X, X]_{T}\) is known explicitly in this case.

2. For CIR-time-change models, \(\Psi_{1}\) is given as the solution to the classical Riccati ODE

\[\frac{\partial}{\partial t} \Psi_{1}(t, u) = \frac{\sigma^{2}}{2} \Psi_{1}^{2}(t, u) - \lambda \Psi_{1}(t, u) + \int (\sigma^{2} g^{2} + c L) u + \int (e^{ux^{2}} - 1) K^{L}(dx)\]

with initial condition \(\Psi_{1}(0, u) = 0\) and \(\Psi_{0}(t, u) = \eta \int_{0}^{t} \Psi_{1}(s, u) ds\). Disregarding the trivial cases where \(\lambda = 0\), \(\sigma = 0\) or \(L\) is deterministic, [13, Lemma A.1] and straightforward calculations show

\[\Psi_{1}(t, u) = \frac{2 g(u)(e^{f(u)t} - 1)}{f(u) - \lambda + e^{f(u)t}(f(u) + \lambda)},\]

\[\Psi_{0}(t, u) = \frac{2\eta}{\sigma^{2}} \log \left( \frac{2 f(u)e^{f(u)(u + \lambda)/2}}{f(u) - \lambda + e^{f(u)t}(f(u) + \lambda)} \right).\]
Here, \( \log \) denotes the distinguished logarithm in the sense of \cite[Lemma 7.6]{23} and
\[
g(u) := (\sigma^2 y^2 + c^L) u + f(e^{ux^2} - 1) K^L(dx),
\]
\[
f(u) := \sqrt{X^2 - 2\sigma^2 y^2}.
\]
The square-root represents the principal branch with branch cut along the negative real line. Note that this extends the representations from the proof of \cite[Proposition 6.2.5]{19} to \( C^- \). If \( L \) is chosen to be a Brownian motion with drift (i.e. in the Heston model) or a CGMY Lévy process, all expressions can be evaluated in closed form.

3. For OU-time-change models the situation is more involved because of simultaneous jumps of \( v \) and \( [X,X] \) for \( \varrho \neq 0 \). We obtain
\[
\Psi_1(t, u) = 1 - e^{-\lambda t} \left( e^{L(t-u)} + \int (e^{ux^2} - 1) K^L(dx) \right),
\]
as the solution to a linear ODE and
\[
\Psi_0(t, u) = \int_0^t \left( b Z \Psi_1(s, u) + \int (e^{\Psi_1(s,u)z + u\varrho^2 z^2} - 1 - \Psi_1(s,u)h(z)) K^Z(dz) \right) ds.
\]
Hence, \( \Psi_1 \) is known in closed form if \( L \) is a Brownian motion with drift (i.e. in the BNS model) or a CGMY Lévy process. Evaluation of the function \( \Psi_0 \), on the other hand, involves one numerical integration even in the BNS model with leverage. Without leverage, i.e. for \( \varrho = 0 \), we obtain \( \Psi_0(t, u) = \int_0^t \psi^Z(\Psi_1(s,u)) ds \). This integral can be computed in closed form if \( v \) is chosen to be e.g. a Gamma- or IG-OU process (see e.g. \cite{20} for more details).

By differentiating the characteristic function, we can compute expectations of \( [X,X]_T \).

**Lemma 4.4** If \( \int_0^T E(v_s) ds < \infty \) and \( \int x_i^2 \kappa_i(dx) < \infty \) for \( i = 0, 1 \), then \( [X,X]_T \) is integrable and
\[
E([X,X]_T | \mathcal{F}_t) = \Phi_0(t) + \Phi_1(t) v_t + [X,X]_t,
\]
where
\[
\Phi_i(t) := \frac{\partial}{\partial u} \Psi_i(T - t, u) \bigg|_{u=0}, \quad i = 0, 1.
\]

**Proof.** Under the stated assumptions, Lemma \[4.1\] and \cite[II.2.29a, II.2.38]{17} imply that the process \( [X,X] \) is a special semimartingale with canonical decomposition
\[
[X,X]_T = x^2 \ast (\mu^X - \nu^X)_T + \left( \gamma_{02}^2 + \int x_2^2 \kappa_0(dx) \right) T + \left( \gamma_{12}^2 + \int x_2^2 \kappa_1(dx) \right) \int_0^T v_s ds.
\]
Here, \( \mu^X \) and \( \nu^X \) denote the random measure of jumps of \( X \) and its compensator (cf. \cite{17} for more details). Since
\[
E(|x^2 \ast (\mu^X - \nu^X)_T|) \leq 2E(x^2 \ast \nu^X_T) = 2T \int x_2^2 \kappa_0(dx) + \int x_2^2 \kappa_1(dx) \int_0^T E(v_s) ds
\]
by [17 II.1.8] and Fubini’s theorem, \([X, X]_T\) is integrable. By exchanging integration and differentiation as in the proof of [4 Satz 25.2], the second assertion follows.

From the representation in Lemma 4.4, one can infer that \((v_t, X_t, E([X, X]_T | \mathcal{F}_t))_{t \in [0, T]}\) is again an affine process, albeit with time-dependent triplets. This is expounded on in Proposition 7.1 below.

**Example 4.5** In our set of concrete specifications, Lemma 4.4 leads to the following results by applying [3, Lemma 16.2] to exchange the order of integration and differentiation.

1. Let \(X\) be a Lévy process with triplet \((b, c, K)\) and \(\int x^2 K(dx) < \infty\). Then Lemma 4.4 is applicable with \(\Phi_1(t) = 0\) and
   \[
   \Phi_0(t) = (T - t) \left( c + \int x^2 K(dx) \right).
   \]

2. For CIR-time-change models satisfying \(\int x^2 K^L(dz) < \infty\), we obtain
   \[
   \Phi_1(t) = \frac{1 - e^{-\lambda(T-t)}}{\lambda} \left( \sigma^2 g^2 + c^L + \int x^2 K^L(dx) \right),
   \Phi_0(t) = \frac{e^{-\lambda(T-t)} - 1 + \lambda(T - t)}{\lambda} \left( \sigma^2 g^2 + c^L + \int x^2 K^L(dx) \right) \eta.\]

3. Finally, for OU-time-change models with \(\int z^2 K^Z(dz) < \infty\) and \(\int x^2 K^L(dx) < \infty\),
   \[
   \Phi_1(t) = \frac{1 - e^{-\lambda(T-t)}}{\lambda} \left( c^L + \int x^2 K^L(dx) \right),
   \Phi_0(t) = \frac{e^{-\lambda(T-t)} - 1 + \lambda(T - t)}{\lambda^2} \left( c^L + \int x^2 K^L(dx) \right) \left( b^2 + \int (z - h(z)) K^Z(dz) \right)
   \quad + (T - t) g^2 \int z^2 K^Z(dz).
   \]

5 **Predictable quadratic variation**

For continuous stochastic processes \(X\), the quadratic variation \([X, X]\) and its *predictable compensator* \(\langle X, X \rangle\) coincide. For processes with jumps, the two notions differ, even though they have the same expected value under the assumptions of Lemma 4.4 (cf. [17 I.4.50, I.4.2]). For affine models as in Section 3 above, we have the following

**Lemma 5.1** Suppose \(\int x^2 \kappa_i(dx) < \infty\) for \(i = 0, 1\). Then \(\langle X, X \rangle_t\) is well-defined and given by
   \[
   \langle X, X \rangle_t = \left( \gamma_0^{22} + \int x^2 \kappa_0(dx) \right) t + \left( \gamma_1^{22} + \int x^2 \kappa_1(dx) \right) \int_0^t v_s ds.
   \]
Moreover, the conditional characteristic function of \( \langle X, X \rangle_T \) is given by

\[
E \left( e^{\text{v}(X,X)v_T | \mathcal{F}_t} \right) = \exp \left( \Upsilon_0(T-t,u) + \Upsilon_1(T-t,u)v_t + u \langle X, X \rangle_t \right), \quad u \in \mathbb{C},
\]

where \( \Upsilon_1(\cdot, u) \) is the unique solution to the initial value problem

\[
\frac{\partial}{\partial t} \Upsilon_1(t, u) = \psi^v_1(\Upsilon_1(t, u)) + \left( \gamma_{11} + \int x^2 \kappa_1(dx) \right) u,
\]

\( \Upsilon_1(0, u) = 0 \),

and

\[
\Upsilon_0(t, u) = \int_0^t \psi^v_0(\Upsilon_1(s, u))ds + \left( \gamma_{00} + \int x^2 \kappa_0(dx) \right) ut.
\]

**Proof.** The first part of the assertion follows from [17, I.4.52 and II.2.6]. As for the second, notice that an application of [18, Proposition 2] allows to compute the joint differential characteristics of \((v, \langle X, X \rangle)\). Since this process turns out to be affine, [18, Theorem 3.1] yields that the characteristic function of \( \langle X, X \rangle \) is of the proposed form. \( \square \)

Notice that \( \Upsilon_0, \Upsilon_1 \) coincide with \( \Psi_0, \Psi_1 \) for continuous \( v \) and \( X \), i.e. for \( \kappa_0 = \kappa_1 = 0 \). This reflects that \( \langle X, X \rangle = \langle X, X \rangle \) in this case. In the presence of jumps, \( \Upsilon_0, \Upsilon_1 \) represent a kind of first-order approximation of \( \Psi_0, \Psi_1 \) for small jumps, since they can be obtained from \( \Psi_0, \Psi_1 \) by some suitable first-order Taylor expansions of the integrands of the Lévy measures \( \kappa_0, \kappa_1 \). Whether this approximation works well or leads to a significant error depends on the specific model and its parameters. A numerical example is presented in Section 8.

**Example 5.2** The generalized Riccati ODEs for the characteristic function of \( \langle X, X \rangle \) have been thoroughly studied in the context of interest rate theory. In particular, we have

1. \( \Upsilon_1(t, u) = 0 \) and \( \Upsilon_0(t, u) = \left( c + \int x^2 K(dx) \right) ut \), if \( X \) is a Lévy process with triplet \((b, c, K)\) satisfying \( \int x^2 K(dx) < \infty \).

2. For CIR time-change models with \( \int x^2 K^L(dx) < \infty \), [13, Lemma A.1] yields

\[
\Upsilon_1(t, u) = \frac{2q(u)(e^{p(u)t} - 1)}{p(u) - \lambda + e^{p(u)t}(p(u) + \lambda)},
\]

\[
\Upsilon_0(t, u) = \frac{2q}{\sigma^2} \log \left( \frac{2p(u)e^{(p(u) + \lambda)/2}}{p(u) - \lambda + e^{p(u)t}(p(u) + \lambda)} \right),
\]

for \( q(u) = (\sigma^2 g^2 + c^2 + \int x^2 K^L(dx)) u \) and \( p(u) = \sqrt{\lambda^2 - 2\sigma^2 q(u)} \).

3. In OU time-change models, the ODE for \( \Upsilon_1 \) is once again linear. We obtain

\[
\Upsilon_1(t, u) = \frac{1 - e^{-\lambda t}}{\lambda} u \left( cL + \int x^2 K^L(dx) \right),
\]

\[
\Upsilon_0(t, u) = \int_0^t \psi^Z(\Upsilon_1(s, u))ds + \left( \phi^2 \int z^2 K^Z(dz) \right) ut,
\]
provided that \( \int x^2 K^L(dx) < \infty \) and \( \int x^2 K^Z(dz) < \infty \). Note that if the Lévy exponent \( \psi^Z \) of \( Z \) is of a suitable form as e.g. for Gamma-OU or IG-OU processes, \( \Upsilon \) can be evaluated in closed form, (cf. \[20\]), unlike for quadratic variation.

The characteristic function of the predictable quadratic variation \( \langle X, X \rangle \) is considerably easier to compute than its counterpart for the quadratic variation \( [X, X] \). However, in the presence of jumps realized variance converges to the latter rather than the former by \[17, I.4.47\]. We will therefore study the effect of approximating \( [X, X] \) with \( \langle X, X \rangle \) in the context of option pricing in Section 8 below.

6 Pricing options on quadratic variation

We now turn to the valuation of options written on the quadratic variation of the log-price \( X \). To this end, we henceforth assume that the dynamics of the process \( (v, X) \) are modelled directly under a pricing measure \( Q \).

We first consider variance swaps with payoff \( [X, X]_T - K_{\text{var}} \) at time \( T \). Here, the variance swap rate \( K_{\text{var}} \) is chosen so as to set the initial value \( E_Q([X, X]_T - K_{\text{var}}) \) of the swap equal to zero. Thus we have the following immediate consequence of Lemma \[4.4\].

**Corollary 6.1 (Variance swap)** Suppose the conditions of Lemma \[4.4\] hold. Then

\[
K_{\text{var}} = E_Q([X, X]_T) = \Phi_0(0) + \Phi_1(0)v_0,
\]

and the price at time \( t \) of the variance swap is given by

\[
E_Q([X, X]_T - K_{\text{var}} | \mathcal{F}_t) = \Phi_0(t) + \Phi_1(t)v_t + [X, X]_t - K_{\text{var}},
\]

where the functions \( \Phi_0, \Phi_1 \) are defined as in Lemma \[4.4\].

Next, we turn to volatility swaps with terminal payoff \( \sqrt{[X, X]_T} - K_{\text{vol}} \) at time \( T \). As above, the volatility swap rate \( K_{\text{vol}} \) is chosen so as to set the initial value \( E_Q(\sqrt{[X, X]_T} - K_{\text{vol}}) \) of the contract equal to zero. Here, the non-linearity introduced by the square root function can be dealt with using the well-known integral representation

\[
\sqrt{x} = \frac{1}{2\sqrt{\pi}} \int_0^\infty \frac{1 - e^{-ux}}{u^{3/2}} du, \quad x \geq 0,
\]

and Fubini’s theorem (cf. e.g. \[26\]). Combined with Lemma \[4.2\] this leads to the following

**Lemma 6.2 (Volatility swap)** Suppose the conditions of Lemma \[4.4\] hold. Then

\[
K_{\text{vol}} = E_Q(\sqrt{[X, X]_T}) = \frac{1}{2\sqrt{\pi}} \int_0^\infty \frac{1 - \exp(\Psi_0(T-u) + \Psi_1(T-u)v_0)}{u^{3/2}} du,
\]

and the price of the volatility swap at time \( t \) satisfies

\[
E_Q(\sqrt{[X, X]_T} - K_{\text{vol}} | \mathcal{F}_t) = \frac{1}{2\sqrt{\pi}} \int_0^\infty \frac{1 - \exp(\Psi_0(T-t-u) + \Psi_1(T-t-u)v_t - u[X, X]_t)}{u^{3/2}} du - K_{\text{vol}}.
\]
Next, we turn to puts on variance, which can be evaluated in semi-explicit form using the characteristic function of \([X, X]_T\), Fubini’s theorem and the integral representation

\[
(K - x)^+ = \frac{1}{2\pi i} \int_{R-i\infty}^{R+i\infty} e^{-Kz} \frac{e^{2\pi i z}}{z^2} \, dz = \frac{1}{\pi} \int_0^\infty \text{Re} \left( \frac{e^{-K(R+iy)}}{(R+iy)^2} e^{(R+iy)x} \right) \, dy,
\]

for \(x \geq 0\) and any \(R < 0\) (cf. e.g. [10, Corollary 7.8] and [22, Theorem 9.2]).

**Lemma 6.3 (Variance put)** Let \(K > 0\) and fix \(R < 0\). Then at time \(t \leq T\), the price of a variance put with payoff \((K - [X, X]_T)^+\) at time \(T\) is given by

\[
E_Q((K - [X, X]_T)^+ | \mathcal{F}_t) = \frac{1}{\pi} \int_0^\infty \text{Re} \left( \frac{e^{-K(R+iy)}}{(R+iy)^2} e^{\Psi_0(T-t,R+iy)+\Psi_1(T-t,R+iy)v+R+iy|X,X|_t} \right) \, dy.
\]

The corresponding formula for variance calls can immediately be obtained using the put-call parity \((x - K)^+ = x - K + (K - x)^+\) combined with Lemmas 4.4 and 6.3.

Furthermore, the price formulas for options written on the predictable quadratic variation are easily obtained by inserting \(\Upsilon_0\) and \(\Upsilon_1\) from Lemma 5.1 in place of \(\Psi_0\) resp. \(\Psi_1\). Other European options can be dealt with analogously, provided that their payoff admits a suitable integral representation (cf. [10] for more details).

### 7 Joint dynamics of stock and variance swap

We now show that the dynamics of the process \((v_t, X_t, E_Q([X, X]_T | \mathcal{F}_t))_{t \in [0,T]}\) again turn out to be affine. This opens the door to the computation of hedging strategies trading both the underlying stock and a suitable variance swap.

**Proposition 7.1** Suppose the prerequisites of Lemma 4.4 hold and the characteristics of \((v, X)\) are given relative to the truncation function \(h(x) = x\) on \(\mathbb{R}^2\).

Then \((v_t, X_t, E_Q([X, X]_T - K_{\text{var}} | \mathcal{F}_t))_{t \in [0,T]}\) is affine in \(v\) relative to the time-inhomogenous triplets \((\beta_i(t), \gamma_i(t), \eta_i(t)), i = 0, 1, t \in [0,T]\) given by

\[
\beta_0(t) = \left( \begin{array}{c} \beta_0^1 \\ \beta_2^1 \\ \Phi_0(t) + \Phi_1(t) \beta_0^2 + \gamma_0^{22} + \int x_2^2 \kappa_0(dx) \end{array} \right), \quad \gamma_0(t) = \left( \begin{array}{c} 0 \\ 0 \\ 0 \end{array} \right),
\]

\[
\gamma_0(t, G) = \int 1_G(x_1, x_2, \Phi_1(t) x_1 + x_2^2) \kappa_0(dx) \quad \forall G \in \mathscr{B}^3,
\]

\[
\beta_1(t) = \left( \begin{array}{c} \beta_1^1 \\ \beta_2^1 \\ \Phi_1(t) + \Phi_1(t) \beta_1^2 + \gamma_1^{22} + \int x_2^2 \kappa_1(dx) \end{array} \right),
\]

\[
\gamma_1(t) = \left( \begin{array}{ccc} \gamma_1^{11} & \gamma_1^{12} & \Phi_1(t) \gamma_1^{11} \\ \gamma_1^{12} & \gamma_1^{22} & \Phi_1(t) \gamma_1^{12} \\ \Phi_1(t) \gamma_1^{11} & \Phi_1(t) \gamma_1^{12} & \Phi_1(t) \gamma_1^{11} \end{array} \right),
\]

\[
\gamma_1(t, G) = \int 1_G(x_1, x_2, \Phi_1(t) x_1 + x_2^2) \kappa_1(dx) \quad \forall G \in \mathscr{B}^3,
\]

\[
\eta_0(t) = \left( \begin{array}{c} \eta_0^1 \\ \eta_0^2 \\ \eta_0^3 \end{array} \right),
\]

\[
\eta_1(t) = \left( \begin{array}{c} \eta_1^1 \\ \eta_1^2 \\ \eta_1^3 \end{array} \right).
\]
with respect to the truncation function \( h(x) = x \) on \( \mathbb{R}^3 \).

**Proof.** This follows from Corollary 6.1, Lemma 4.1 and Itô’s formula for semimartingale characteristics [18, Proposition 3]. Notice that \( h(x) = x \) can be used as the truncation function, since \((v_t, X_t, E_Q([X, X]_T - K_{\text{var}}|\mathcal{F}_t))_{t \in [0,T]}\) is a special semimartingale by [17] II.2.29a.

---

### 8 Numerical illustration

We now show how to apply our results to the BNS-Gamma-OU model with leverage. This means that the Lévy process \( L \) in the OU-time-change model is chosen to be a Brownian motion, which implies that in particular, \( c^L = 1 \) and \( K^L = 0 \). Moreover, the background driving Lévy process \( Z \) is assumed to be a compound Poisson process with exponentially distributed jumps, i.e.

\[
K^Z(dz) = 1_{(0,\infty)}(z)abe^{-bz}dz,
\]

for constants \( a, b > 0 \) and \( b^Z = 0 \) relative to \( h = 0 \), because \( Z \) is constant between jumps. In view of Corollary 6.1 and Example 4.5, it follows that the variance swap rate \( K_{\text{var}} \) is given by

\[
K_{\text{var}} = 1 - e^{-\lambda T}v_0 + \left( \frac{e^{-\lambda T} - 1 + \lambda T}{\lambda^2} \right) \frac{a}{b} + \frac{2a\varrho^2}{b^2} - T.
\]

Moreover, Example 4.3 yields

\[
\Psi_1(t, u) = 1 - e^{-\lambda t}u
\]

as well as

\[
\Psi_0(t, u) = ab\int_0^t \int_0^\infty \left( e^{\Psi_1(s,u)z + u\varrho^2z^2} - 1 \right)e^{-bz}dzds\]

\[
= \frac{ab}{2\sqrt{-\varrho^2u}} \int_0^t U \left( \frac{1}{2}, \frac{1}{2}, \frac{(b - \Psi_1(s,u))^2}{4\varrho^2u} \right) ds - at,
\]

where \( U \) denotes the hypergeometric \( U \) function. By Lemmas 6.2 and 6.3, the volatility swap rate \( K_{\text{vol}} \) and prices of puts on quadratic variation can therefore be computed by numerically performing a nested integration.

For comparison, we also consider the value of a volatility swap resp. a put option written on the predictable quadratic variation. For the Gamma-OU process, we have \( \psi^Z(u) = au/(b - u) \) by e.g. [24, 5.5.1]. Insertion into Lemma 5.1 yields

\[
\Upsilon_1(t, u) = \frac{1 - e^{-\lambda t}}{\lambda}u,
\]

\[
\Upsilon_0(t, u) = \int_0^t \frac{a\Upsilon_1(s, u)}{b - \Upsilon_1(s, u)}ds + \left( \varrho^2 \int z^2K^Z(dz) \right)ut
\]

\[
= \frac{a}{b\lambda - u} \left( b\log \left( \frac{b - \Upsilon_1(t, u)}{b} \right) + ut \right) + \frac{2a\varrho^2}{b^2}ut,
\]
after an elementary integration. Here, \( \log \) denotes the distinguished logarithm in the sense of [23, Lemma 7.6]. Consequently, the swap rate for the volatility swap and prices of puts on the predictable quadratic variation can be computed by performing a single numerical integration. As for parameters, we use

\[
a = 1.4338, \quad b = 11.6641, \quad \lambda = 0.5783, \quad \rho = -1.2606, \quad v_0 = 0.0145,
\]

obtained in [24] by calibrating the BNS-Gamma-OU model to a set of 75 call options on the S&P500. The results are shown in Figures 1 and 2.

---

**Figure 1:** Swap rates in the BNS-Gamma-OU model with leverage.

**Figure 2:** Put prices in the BNS-Gamma-OU model with leverage for strike \( K = 50 \) (top), 40 (middle), 30 (bottom) volatility points.
The predictable volatility swap rate consistently overestimates the unpredictable one. Similarly, the prices of puts on predictable quadratic variation are always smaller than those for its unpredictable counterpart in our setup. Hence, one should be wary about using \( \langle X, X \rangle \) as a proxy for \([X, X]\) to obtain simpler formulas.
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