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INTRODUCTION NOTE

These lectures were given at the 1971 summer linguistics program at the Santa Cruz campus of the University of California, while I was a Fellow at the Center for Advanced Studies in the Behavioral Sciences at Stanford. In those days I thought of my deixis lectures as a preview to a book that was in the making. I now realize, unhappily, that since a year at the Center, away from classrooms and committees, did not give me the time and the wisdom to finish it, the book is never going to be written.

Revised versions of two of the lectures -- the first and the fifth -- have already appeared in public. I am unhappy about having the rest appear in their present form, but in any attempt to improve and update this material I would not know where to start, and I would certainly not know where to stop. But I can say of the nonexistent enlarged improved integrated updated version of these lectures that (1) they would show more of the influence of David Bennett, Eve Clark, Herbert Clark, Paul Friedrich, Geoffrey Leech, John Lyons, Michael Silverstein, Leonard Talmy, and Paul Teller, and that (2) they would show the benefit of at least one more visit (if I would be welcomed) to the members of the Mexican branch of the Summer Institute of Linguistics who, in December of 1970, submitted patiently to my interviews with them, about "their" languages, when I visited SIL workshops in Mitla and Ixmiquilpan.

Charles J. Fillmore
Berkeley
November, 1975
"MAY WE CONTINUE?"

What I intend to do in this first lecture is to offer my view of the scope of linguistic description, insofar as the field of linguistics touches on questions of the meanings of sentences. I take the subject matter of linguistics, in its grammatical, semantic and pragmatic sub-divisions, to include the full catalogue of knowledge which the speakers of a language can be said to possess about the structure of the sentences in their language, and their knowledge about the appropriate use of these sentences. I take the special explanatory task of linguistics to be that of discovering the principles which underlie such knowledge. The way I have chosen to exhibit the range of information which the speakers of a language possess about the sentences in their language is that of examining, as thoroughly as I can, one simple English sentence. This is my contribution, in other words, to an extremely respectable tradition in linguistics, the study of very short sentences.

Edward Sapir, you will recall, made famous the sentence "The farmer killed the duckling." [Edward Sapir, Language: An introduction to the study of speech, New York (1921).] In his analysis of that sentence he displayed a number of the word-derivation processes in English, and in comparing that sentence with its translations in a number of other languages, he showed the wide number of ways in which concepts and relations get lexicalized and grammatized in the world's languages. (I mention the sentence here mainly to give the lie to the theory that linguists' preoccupation with death and slaughter in their example sentences is a phenomenon of the sixties. Here in the twenties we have Edward Sapir hacking away at some poor duck.)

A sentence which gained some currency in linguistic discussions a few years ago was used by Jerrold Katz and Jerry Fodor in their well-known article on the nature of semantic theory. [Jerrold J. Katz and Jerry A. Fodor, "The structure of a semantic theory," Language, 39, (1963), pp. 170-210.] The sentence was "The bill is large", and the reader was asked to determine what one could say about the possible meanings of that sentence absolutely independent of any real-world situation in which it might have been used. One of their purposes was to indicate what could be meant by the term ambiguity from the linguist's point of view. While it is probably true that no actual utterance of the sentence "The bill is large" would be ambiguous in context, independently of context the sentence can be taken as ambiguous in ways associated with the dictionary entry of the word "bill". Their point was that the context "is large" is compatible with either the "payment-due" or the "bird's beak" sense of the noun "bill", and that a purely linguistic description of that sentence would have to show it to be ambiguous. This follows from their conclusion that since any theory of language use capable of disambiguating utterances in context would have to incorporate all possible knowledge about the universe, and such a theory would be in principle impossible. In order to be clear about what linguists as linguists could say about such a sentence,
we were asked to imagine that we found the sentence written on a piece of paper with no indication of its author, its addressee or the occasion of its being produced.

Yehoshua Bar-Hillel, in a well-known demonstration of the non-feasibility of machine translation, built much of his argument on the claim that an algorithm for translating from English into some other language would not be able, in a principled way, to make the right choice for the sentence "The box is in the pen." [Yehoshua Bar-Hillel, Appendix III to "The present status of automatic translation of languages," Advances in Computers, (F. L. Alt, editor), Academic Press (1960), pp. 158-183.] This, he claimed, is because of the polysemy of the word "pen". Any general procedure capable of achieving the context resolution of the ambiguity of the word in this sentence would have to have access to encyclopedic information, so that while the writing-implement sense of "pen" would be allowed for a sentence like "The ink is in the pen", that interpretation of the word would be disallowed in our sentence about the box. The information to which the program would need to have access must specify both that in the desired sense of "pen", pens are larger than boxes and can therefore contain them, whereas in the writing-implement sense, pens cannot contain boxes.

A particularly famous short sentence in the recent history of discussions on linguistic theory is Chomsky's "Sincerity may frighten the boy." [Noam Chomsky, Aspects of the theory of syntax, M.I.T Press (1965), pp. 63-111.] This sentence was used to demonstrate the types of grammatical information that the modern linguist needs to be able to deal with. First there is the categorial information that, for example, "sincerity" and "boy" are nouns, "may" is a modal auxiliary, "frighten" is a verb, and "the" is an article; the relational information that, for example, the subject/predicate relation holds between the word "sincerity" and the phrase "may frighten the boy" and the verb/direct object relation holds between the word "frighten" and the noun phrase "the boy"; the inherent lexical information that, for example, "sincerity" is a singular abstract noun, while the noun "boy" is animate, masculine and countable, etc.; the strict subcategorizational information that the verb "frighten" requires a direct object and that the noun "boy" requires, in the singular, a preceding determiner; as well as the selectional information that, for example, the verb "frighten" requires an animate direct object but is much less restricted with regard to the class of entities which it welcomes as its subject. Chomsky would add to this list of information about the sentence that "sincerity may frighten the boy" says something about the possibility of somebody experiencing an emotion, with the entity named by the direct object of the sentence as the potential experiencer of that emotion; that the verb must be understood statively when its subject is not animate, but can be understood actively if its subject is an animate noun or noun phrase, thus making it possible to predict that while the sentence "Sincerity may frighten the boy" is unambiguous, a sentence like "John may frighten the boy" is ambiguous.
Notice that in all of these demonstrations, the scope of linguistic description and explanation has been limited to observations about what there is to say about sentences in the abstract. In no case is the sentence viewed as having what the Norwegian psycholinguist Ragnar Rommetveit calls deictic anchorage. [Ragnar Rommetveit, Words, meanings and messages, Academic Press (1968).] In no case is any attention paid to how the sentence can be used, the conditions under which the speaker of English might choose to use it, the role the sentence can play in an ongoing conversation, or the like. It is true that these are sentences whose contextualizations do not appear to be particularly interesting, but something, at least, could have been noticed about the conditions for using the simple past tense in the Sapir sentence or the conditions for using the definite determiner in all of them.

Rather than go into such matters for these sentences, I would like to build my discussion of the explanatory domain of linguistics around a sentence which cannot be understood at all apart from considerations of its being anchored in some social context. The sentence I have chosen for this demonstration is simple and short and extremely easy to understand. It is the four-syllable question “May we come in?” I would like to approach our examination of this sentence by way of a thought experiment. What I have in mind is this: I ask you to assume that you know, about some real world situation, only one single fact, and that is that somebody used the sentence “May we come in?”

Our task is to take explicit everything that we know about the sentence as a linguistic object, and everything that we can know, as speakers of English, about the situation, or class of possible situations, in which it was uttered. We will be interested, in short, in the grammatical form of the sentence, the meanings and grammatical properties of its words, and in the assumptions we find ourselves making about the speaker of the sentence and about the setting in which it was uttered.

There are various possible phonetic realizations of this particular string of words when used as a sentence of English. I will speak briefly about other variants later, but will begin by considering that rendering of it which has heavy stress and rising intonation on the last word.

We can allow ourselves first of all to disregard the infinite range of possible conditions for the utterance of this sentence according to which we could say the sentence was uttered hypotactically. Somebody might have been asked, for example, to pronounce four English monosyllables putting heavy stress and rising intonation on the last one and he accidentally came up with our sentence; or a speaker of a foreign language might have been imitating an English utterance he once overheard; or a librarian might have been reading aloud the title
of a short story. The range of possibilities that one can imagine is in no way constrained by the structure of this particular sentence and can safely be set aside as an uninteresting problem.

There are, I believe, two major possible interpretations of our sentence. On one interpretation, the sentence can be used as a request on the part of its speaker that its addressee perform a permission-granting act. On the second and possibly less likely interpretation, the sentence is a request for information, an enquiry as to whether the speaker has permission. I will begin by considering the first interpretation.

If we assume that the sentence was uttered in conformity with the system of linguistic conventions whose character we are trying to make explicit, we will probably find ourselves imagining a situation involving some kind of enclosure, call it E, and at least three beings, call them A, B, and C. One of these, A, is a speaker of English and is the utterer of our sentence; one of them, B, is believed by A to be a speaker of English and is the addressee of our sentence; the third, C, is a companion of A. In using the word "beings" rather than the word "persons", I have C in mind, since C might not be a person but might be, for example, A's pet beaver.

We further assume, in picturing the situation in which our sentence could have served as a permission requesting utterance, that A believes that he and C are outside the enclosure E; that A believes B, the addressee, to be inside E; that A is interested in the possibility of his gaining admission to E, in C's company; and that A believes that B has the authority -- or represents somebody who has the authority -- to decide whether or not A and C may enter E. We further understand that the uttering of this sentence is an act which socially requires B to do something--in particular, to say something--it being understood that what B says as a response to the question will count as authorizing or forbidding the move into E on the part of A and his companion C. We know, too, what would count as an authorizing or forbidding act on the part of B. For example, we would know what to make of it if B, on hearing our sentence, were to say, "Okay."

These, then are the main things that we might find ourselves imagining on learning about a particular situation that somebody uttered the sentence "May we come in?" The hypothetical situation that I have set up corresponds to the most straightforward understanding we might have of the appropriateness conditions for uttering our sentence. Actual situations in which the utterance is used may depart from this description in several ways and for several reasons. There were references in my description to things which A believes; some of his beliefs may be mistaken. There were references, in my description to how A feels; he may not really feel that way, he may be speaking insincerely. And, of course, the number of A's addressees may be greater than one and the number of A's companions may be greater than one. And, with a little imagination, it is possible to conceive of other spatial arrangements of the personnel.
As linguists we need to ask what it is about the structure of the sentence "May we come in?" that makes it possible for speakers of English to agree on the details of a description of the sort I just suggested. A successful linguistic description of English ought to make it possible to "compute" the details of such a description from a grammatical and lexical description of the sentence. What we have to work with are the four words and an extremely limited amount of structure: the sentence is a question, its subject is the pronoun "we", its main verb is "come", it contains, in association with this verb the modal auxiliary "may", and the verb "come" comes with a directional complement "in".

We can take the words one at a time, beginning with "may". The word "may", when used as a modal auxiliary has three functions that will interest us here, and these I will refer to as its (1) epistemic, (2) pragmatic, and (3) magical functions. In its epistemic function, it is used in possibility asserting expressions such as "He may not understand you". In its pragmatic function, it is used in sentences uttered as parts of permission granting or permission seeking acts, such as "You may come in now". In its magical function it is used in the expression of wishes, blessings, and curses, such as "May all your troubles be little ones" or "May you spend eternity roller-skating on cobblesones."

In its magical use, this modal only occurs in initial position, and "may" is in the initial position in our sentence. The curse I invented, recast with "may" in post subject position, becomes "You may spend eternity rollerskating on cobblesones". Such a sentence would count as a warning or a gloomy prediction, but not as a bona fide curse. I have said that our sentence is to be construed as a question, and it is clear, I think, that the function of asking a question is incompatible with the function of issuing a magical wish. I assume in fact, that the sequence of words I have taken as my example cannot be given a "magical" interpretation.

Certain sentences with "may" are ambiguous between the epistemic and the pragmatic functions of that modal. One example is "John may leave the room." The person who utters that sentence may either, in doing so, be authorizing somebody named John to leave the room, or he may be expressing his belief in the possibility of that person's leaving the room at some time in the future. It is clear, however, that the epistemic and pragmatic senses are not both potentially present in every non-magical use of "may". It happens that these two uses of the modal are associated with two grammatically quite distinct sets of contextual possibilities, and instances of ambiguity with respect to these two senses are instances of accidental overlap of these two context sets. I will content myself with merely giving examples: it is probably immediately clear that the permission granting sense is completely absent from "John may have left the room", the sentence "John may have left the room" does not permit a pragmatic
interpretation as, say, "I hereby give John permission to have left the room". It is precisely also clear that the possibility expressing sense is absent from "Is John leaving the room?"; that question does not permit an epistemic interpretation as, say "Is it possible that John will leave the room?". Such observations are to be accounted for by noting that the pragmatic sense of "may" simply does not show up in the so-called perfective construction (and there are fairly good reasons why this is so), and that the epistemic sense does not show up in questions. The reason we know that our sentence "May we come in?" concerned the permission granting use of "may" is that our sentence is a question, and neither the magical nor the epistemic sense of the modal is compatible with the sentence that contains it being a question. (Notice, incidentally, that this incompatibility with questions is a lexically peculiar fact about epistemic "may" and is not a generalization that applies to any possibility asserting modal. The modal "might" can indeed have epistemic sense in questions, as in "Might John leave the room?". That question can be interpreted as meaning "Is it possible that John will leave the room?")

The recognition that our sentence is a question, then, rules out for interpreters of "May we come in?" the possibility that "may" is used in either its epistemic or its magical senses. We are left with the assumption that it is used in its pragmatic sense, and therefore that it is used in a social situation involving permission granting in some way. Permission granting situations involve two parties, the person or persons accepted as having authority to grant the permission, and the person or persons whose actions are to be authorized. A sentence with pragmatic "may" may be uttered performatively, in which case the utterance is a part of a permission-seeking or permission-granting act, or it may be uttered nonperformatively. In the latter case, it is a statement or question about somebody's having permission to do something. It is the performative use of our sentence which I had in mind when I lined up the details of the situation involving beings A, B, and C and the enclosure, E. In the performative use, our question permits the paraphrase "Do you give us permission to come in?"; and a non-performative interpretation permits the paraphrase, "Do we have permission to come in?" I will postpone until a little later my discussion of the non-performative interpretation of this sentence.

In a performative utterance of a pragmatic "may" sentence, the possessor of authority is taken to be the speaker, if the sentence is an assertion, the addressee, if the sentence is a question. Thus, the speaker of "John may leave the room" is, in producing the sentence performatively authorizing John to leave the room. The sentence we are examining, however, is a question, and in uttering a question with pragmatic "may", the speaker is acknowledging the addressee's authority with respect to the permission-granting gesture. This alternation of the authority role between the speaker of an assertion and the addressee of a question must be accounted for in terms of general principles of conversation and general principles in the logic of questions and answers.
Without going into the details, there are many instances in two-party discourse of role switching between speaker and addressee. The most obvious switch is that between the two conversation-participant pronouns, as in

"I did a good job."  "No, you didn't"
or
"Have you seen him?"  "Yes, I have."

The interchanged roles may be implicit, not linked to any specific material in the surface sentence. For example, in a question like "Did John seem angry?" the question means, "Did you perceive John as angry?"; in the assertion "John seemed angry", the meaning is that I (or a group including me) perceived John as angry. There are examples of speaker/addressee reversals in the semantic interpretation of an unchanging lexical item, as seen, for example, in the use of the demonstrative "this" in opening utterances on the telephone. If a telephone conversation begins with the utterance "This is Chuck Fillmore", you interpret it as meaning "I am Chuck Fillmore." If it begins with "Is this Chuck Fillmore?" you take it as meaning "Are you Chuck Fillmore?" In short, if A asks B a question, A acknowledges B's authority to answer the question, and B, in trying to answer the question, acknowledges that acknowledgement. Any of the ways in which A's sentence assigns separate roles to speaker and addressee must have those assignments reversed in B's contribution to the same conversation.

In a performative utterance of a sentence like "John may leave the room", the speaker of the sentence is the authority with respect to the permission-granting act which a performance of that sentence constitutes. If that sentence is, as it is, an authorized answer to the question "May John leave the room?", it follows that the addressee of the question has the same role as the speaker of the corresponding assertion. Given these facts about role-switching, you can see that a problem could arise when the subject of a sentence with pragmatic "may" is the pronoun "we", a word which is capable of referring to a group including both speaker and addressee.

So far we have seen how a speaker of English is able to reach certain conclusions about our sentence: from the fact that it is a question and contains the modal "may", (1) it involves the permission-granting sense of "may" and (2) it is the addressee of the sentence who is taken as having the right to grant the desired permission.

In the sentence "May we come in?" it is clear that the pronoun "we" is exclusive, and that was in fact the reason we were forced to imagine three beings in the situation calling for this particular utterance. The individual we have been calling C is the other being included in the scope of "we" and distinct from the addressee, S. In our sentence, this fact about "we" is over-determined, since the verb associated with our modal is the verb "come"; but if we replace "come" by "go", we will see, I think, that there is a relationship between
the exclusive character of the pronoun and the performative interpretation of the question. When the question "May we go in?" is used as a permission-seeking utterance, it is more natural to think of the pronoun as referring to a group which does not include the addressee, for the reason that in the permission-granting situation, the person with authority and the person or persons seeking permission are typically distinct. On the other hand, when the question "May we go in?" is interpreted as meaning "Do we have permission to go in?", there is no difficulty in construing the pronoun either exclusively or inclusively.

So far, then, this is what we know: from the fact that our sentence is a question having "may" as its modal, we know that it has to do with a permission-requesting situation. From the fact that it is a question rather than an assertion, we know that it is the addressee, and not the speaker, who has the authority role. And from a general understanding of permission-granting situations, we know that the person having authority is distinct from the persons who need and seek permission to enter, and that therefore the pronoun "we" must be used in the sense which is exclusive of the addressee. (For many people this argument is not convincing, because they can imagine a situation in which one person asks another "May we go in?" meaning "Do you now give us permission to enter?" These people would not disagree with the analysis of the question at hand, but would disagree on the contribution of "may" to the conclusion about the exclusivity of "we".)

We turn now to the third word, the main verb of the sentence, the word "come". We notice first of all that it is an action verb, and therefore the activity it identifies qualifies as something for which it makes sense to speak of granting permission. If our sentence were something like "May we understand your proposal?" we would have had to reject it as a well-formed pragmatic-"may" question, since one does not speak of needing permission to understand something. As an action verb, furthermore, it is not an "achievement" verb. If our sentence were "May we succeed on this project?", it would have to be rejected as a pragmatic-"may" question, since "succeed", as an achievement verb, refers to carrying out an activity which leads, fortuitously, to a particular consequence; and one does not speak of needing permission to have good luck.

The verb "come", secondly, is lexically simple with respect to the type of activity it designates. In this way it is unlike a verb like "swim", which has associated with it both the idea of motion and an understanding of a particular manner of motion. If our sentence were "May we swim in?", we would have had to point out that this sentence can be used under two distinct conditions in a permission-seeking situation. Suppose, for illustration, that the speaker and his companion were swimming in a body of water that entered a cave, and they were addressing a person guarding the entrance to the cave. In that case there could be no question of their needing permission to swim -- they are already swimming -- and they are merely asking for permission to move into the
cave while swimming. The sentence, in that case, would have heavy stress on "in". Suppose, on the other hand, that the speaker and his companion have already been granted permission to enter the cave, and they wish to know whether they may do this by way of the stream. That is, by swimming into it. In that case, it is already understood that they have permission to move into the cave, and what they are seeking is permission to do this by swimming. And in that case the sentence would have heavy stress on "swim".

The verb "come", I suggested, does not have this sort of lexical complexity, and so there is not the same sort of ambiguity with respect to which aspects of the situation are those for which permission is needed. The question we are examining, you will recall, has heavy stress and rising intonation on the final word "in". In the sentence with the double-barreled verb "swim" the de-stressing of the main verb is associated with a presupposition, namely, the presupposition that "we" are already swimming. The de-stressing of the lexically simple "come", on the other hand, has no analogous presupposition associated with it.

The verb "come" has other sorts of complexities, however, and this is where we return to the topic of deixis. As it happens, the description of the presuppositional structure of motion sentences containing this verb requires reference to all three types of deixis — person, place, and time.

First, a digression on time. In speaking of temporal indications in the semantics of natural languages, it is necessary to distinguish the coding time, roughly, the time of the speech act, from the reference time, the point or period of time that is being referred to or focused on in the sentence. (There is more, but that can wait.) We can see how both of these types of temporal concepts can figure in the description of a single sentence by considering the sentence "John was here last Tuesday". The reference time is reflected in the choice of tense on the verb and is indicated by the phrase "last Tuesday". The coding time is involved in the interpretation of "last Tuesday" as, (say) the Tuesday of the calendar week which precedes the moment of speech, and in the interpretation of "here" as meaning "the place where the speaker finds himself at the time of pronouncing the sentence".

The role of deictic categories in the interpretation of sentences with our verb "come" may be observed with sentences of the form:

\[
X \text{ came to } Y \text{ at } T
\]

where \(X\) is the moving entity, \(Y\) is the destination, and \(T\) is the reference time. For this example I have put \(T\) in the past for ease of exposition. It happens that sentences of the form "\(X\) came to \(Y\) at \(T\)" are appropriate just in case any of the following conditions obtains:
(1) The speaker is at $Y$ at coding time; (2) The addressee is at $Y$
 at coding time; (3) The speaker is at $Y$ at reference time ($T$); (4) The
 addressee is at $Y$ at reference time ($T$).

To see that this is so, take "John", "the office", and "yesterday
morning" as values of $X$, $Y$ and $T$ respectively. A sentence like "John
came to the office yesterday morning" is appropriate under any of the
four conditions just indicated. That is, it is a sentence that I can
say appropriately if I am in the office when I say it, if you are in
the office when I say it to you, if I was in the office yesterday morning
when John came, or if you were in the office yesterday morning when
John came. (This description does not cover all uses of the motion-
verb "come", it has special uses when the motion referred to is motion
on the part of both speaker and hearer, a use in which the destination
is thought of as somebody's "home base", and in a special and very
interesting use to which it can be put in third-person narrative. We
will get to all that eventually.)

Sentences with the verb "come" are, then, potentially ambiguous
in four ways, in an unusual sense of ambiguity related to what users of
the sentence can be said to presuppose. It is not true that every such
sentence with "come" is ambiguous in these four ways, however, because
limitations on these appropriateness conditions appear when we substitute
for the $X$ and $Y$ of the formula expressions of person deixis and place
deixis, respectively. For example, if I say, "I came there yesterday
morning", it cannot be that I am there now, because "there" is by definition
a place where I am not now located, and it cannot be that I was already
there yesterday morning when I came. Only interpretations (2) and
(4) are possible.

But now what are we to say about our sentence "May we come in"? We
have seen, from the fact that we are dealing with permission-
granting "may" in an interrogative sentence, that our pronoun "we" is
exclusive of the addressee. That same conclusion could also have been
reached by noticing its occurrence with the verb "come". "Come" is
a verb of locomotion which indicates a change of location from some
point of origin to some destination, this latter conceived of as a
place where the speaker or addressee is at the time of the speech act or
at the reference time. In a permission-seeking utterance with the
modal "may", there is lacking a definite reference time, and that
leaves open only those possibilities that refer to the participants' location at the time of the speech act. Since the pronoun "we" has to
include the speaker and does not have to include the addressee, we are
forced to conclude that "we" is exclusive: since the addressee must
be at the place of destination in order for the use of this sentence
to be appropriate, he cannot be included in the group seeking to move
toward that destination. Again our analysis supports the picture we
had at the beginning: of A on the outside, speaking on behalf of himself
and C, also on the outside, and addressing the insider, B. (There is
a possibility for our question that I have not yet mentioned, and that is
the possibility that it is uttered in a context in which the preceding
discourse has provided a (future) reference time. Understood in that
way, the situation with A, B, C and E that I set up at the beginning
will have to be modified. On this new interpretation, it is not required
that B be inside E at the time of the speech act, but only that A assumes
that B will be inside E at the time of the movement of A and C into E.)
The English verb "come", like its partner "go", is one of the few verbs of motion which require a destination complement in syntactically complete sentences. In our case the destination complement has the form "in", which we may take as an ellipsis for something like "into the place". Since "in" as a destination particle means something paraphrasable as "to a place which is inside", its occurrence in this sentence can be said to ascribe to the destination which the speaker has in mind the information that it is a part of the interior of some sort of enclosure. This is different from whatever interpretation we would have given if our demonstration sentence had been something like "May we come up?", "May we come through?" or "May we come over?" or the like. The information that the destination is in some sort of an enclosure, together with the information that the addressee is at the time of the speech act located at the destination of the movement, is what imposes the understanding that the moving entities have as their point of origin a location which is not within that enclosure, and this contributed to our picture of the speaker and his companion being outside of an enclosure, the addressee being inside it.

The illocutionary act potential of a sentence must be studied in the context of the systems of rules or conventions that we might choose to call discourse rules, a subset of which might be called conversation rules. We have seen, in what has already been said about the illocutionary force of our example sentence, that it is not to be construed as a request for information, but as a request for the addressee to "perform" in some way. It is usable as a way of getting the conversational partner to perform the needed permission-granting or permission-denying act. In the sense that a question like "Shall we come in?" can be taken as a request for a command, the question "May we come in?" can be taken as a request to get one's interlocutor to grant permission. Because of its role in a changing interpersonal situation, a complete description of the sentence must specify the various social and physical conditions which must be satisfied in order for it to be used appropriately. For various reasons these may be stated as belief conditions which must be satisfied by the utterer of the sentence in order for us to acknowledge that it has been uttered in good faith.

We have agreed that the speaker must believe that the addressee is inside E, that he and his companion are outside E, and that B is a person capable of authorizing admission into E. We will also agree, I believe, that in the most straightforward interpretation of a permission-seeking sentence, the speaker wants to do what he is asking permission to do, and that he believes he needs to get this permission before he can properly do what he wants to do. By considering these various types of appropriateness conditions for utterances, we are able to recognize various ways in which utterances of the sentence can be said to be deviant. The sentence can be uttered mistakenly, in case the speaker's beliefs are incorrect, or it may be uttered insincerely, in case the belief conditions are not satisfied or in case the speaker does not really desire what his uttering the sentence implies that he desires.
It is in discourse analysis, I believe, where we can make most explicit the principles which govern the appropriateness of utterance types, because it is there that these principles can be used to make judgements about the appropriateness and the "force" of utterances given their contexts.

Consider our sentence. A may be mistaken in his belief that he is outside the enclosure E, and this will become apparent to him, and to us, if B's response is, "Well, fellows, it looks to me like you're already in." A may be mistaken in his belief about the location of B. He will realize that if he hears, from an unexpected direction, the reply "Yoo-hoo, here I am; go right on in." A may be mistaken in his belief that B is the proper authority, and this he will learn if he hears B say, "Don't ask me." And A may be mistaken in his belief that he needs permission to enter, and he will find that out if B's answer is something like, "Of course, why do you ask?"

This is the place to mention Robin Lakoff's recent work on "why" and "well". [Robin T. Lakoff, "Questionable answers and answerable questions," mimeo. (1971).] "Why", in Mrs. Lakoff's analysis, is the responder's way of rejecting the need-to-say "conversational implicature" associated with the previous participant's utterance. A will know that it was not necessary for him to ask for permission if B's answer is "Why, yes." On the other hand, if B answers the question or performs the requested speech act grudgingly or hesitantly, he expresses that by choosing the word "well". This will become clear if, on asking "May we come in?", we hear the answer, "Well, yes."

The sentence can be used "insincerely" in two ways. It may be used politely, in which case the assumptions associated with the sentence about the social dominance (on this occasion) of the addressee are intended as a polite social gesture; or the sentence may be used ironically, as in cases where the suggested dominance relation is clearly contradicted by the realities of the situation. The word "insincere" is not a particularly happy way to characterize the polite use; I refer merely to the fact that the belief conditions about the status of the addressee are not exactly satisfied. An example of the ironic use can be seen in the situation in which prison wardens address the question to a prisoner in his cell, or in the case of a pair of aggressive encyclopedia salesmen who have already entered the living room.

The conversation rules of the language govern not only the conditions under which it is appropriate to perform the permission-requesting utterance of the type we have been examining, but they must also determine the principles by which a speaker of English is able to recognize appropriate responses to the request. If the question is used in absolutely its most straightforward way -- a rare occurrence, I would guess -- the normal affirmative answer would be something like "Okay" or "Yes, you may".
Notice that there is something slightly rude about these answers: (at least it seems so to people who do not live on the east coast); it is interesting to consider why this should be so. The questioner is saying something like "I would like to enter the place where you are, and I am asking you to give me permission to do that." One would think that an answer that means, in effect, "I hereby grant you the permission that you requested" should exactly satisfy the request, but the fact is, it does so in an unpleasing way. In the social dialect of English that most of us probably feel most comfortable with, one of the things we attempt to maintain in conversational interaction is the masking of stratification. The questioner, in asking "May we come in?", is exposing his desire to enter the enclosure containing the addressee, and is imputing a status of authority for this occasion to the addressee. What the straightforward answer "Yes, you may" does is acknowledge this status difference, and that is what would make it seem rude in a community where conversational politeness is expected. Oddly, a polite answer to a request for permission is not a permission-granting utterance at all, but is a command. More polite than the answer "Yes, you may" are answers like "Yes, please do," or "Come in, by all means." If one wonders why a command is more polite, in this context, than a permission-granting utterance, one way of looking at it is this. In making the request, A has exposed to B his desire to enter E; on ordering A to enter, B, by return, is exposing to A B's desire to have A enter E, and this is because of appropriateness conditions associated with commands. The more polite answer, in spite of the fact that stratification masking is not explicitly achieved, is the one which shows that B not only tolerates but desires the admission to E on the part of A and C.

(There is something which this account leaves out. It seems that commands are not invariably the more polite way to answer a request for permission, but only when the activity in question could be construed as an inconvenience to the permission-granter. A polite reply to "May I leave now?" is not "Please leave, by all means.")

That a command can serve technically as an answer to a request for permission is related not only to the appropriateness conditions for commands having to do with the speaker's desires, but also to the fact that there is a logical entailment relationship between commands and permission-grantings. The theory of well-formed conversations, if it is to show in a principled way what sorts of things qualify as answers to questions, must include or have access to a set of meaning postulates for natural language that would indicate, for example, the entailment relationship between expressions containing the pairs of concepts REQUIRE and PERMIT, DESIRE and TOLERATE, or NECESSARY and POSSIBLE. I predict that such matters will not go neglected this summer.

I have spoken so far about the performative interpretation of our sample sentence. In its non-performative sense, our question comes as
a request for information rather than as a request for action. In the
non-performative interpretation, the question means "Do you know
whether we have permission to come in?" (I believe there are many
speakers of English who do not have this use of "may"). The main
difference in the situation which welcomes the sentence on the inter-
pretation we are now giving it is that A believes B to have information
rather than authority and that the sentence is uttered in an informa-
tion-seeking rather than a permission-seeking situation. The discourse
principles associated with possible answers to "May we come in?" when
construed non-performatively are, I think, fairly easy to determine,
and I won't say anything about them except to point out that the
response "Okay" would show that the answerer construed the question as
a performative.

So far I have been considering only that phonetic rendering of our
question which has heavy stress and rising intonation on the last word,
and I promised to say something about other possible renderings of this
particular string of words. I already pointed out differences in stress
placement potential between our sentence and the question "May we swim
in?". I said that for that sentence, when the word "in" is stressed,
the presupposition is made that the speaker and his companion are already
swimming, and that when the word "in" is stressed, it is presupposed
that they have already been given permission to enter. The verb "come",
as I pointed out, does not give us this option, because this word is a
pure motion word that does not have associated with it any notion of
means, medium or manner of movement.

I assume that there are two functions of contrastive stress: one
of these has to do with presuppositions that can be constructed out
of the stressed portion of the sentence, by means of a dummy or
indefiniteness marker filling the constituent represented by the
contrastively stressed element; the other occurs in utterances that
a speaker is repeating because his addressee did not hear or did not
believe what was said the first time, with the heavy stress assigned to
the constituent which the speaker is trying to be clear about. For our
sentence, the second of these functions allows the placement of heavy
stress on any of our four words. In the first function, heavy stress
may occur on any of the words except "come", but most naturally, I
suppose, on the pronoun.

Let me now summarize the various kinds of facts which must, I
suggest, be included in a fully developed system of linguistic description.

(1) The linguistic description of a language must characterize for
each lexical item in the language

(a) the grammatical constructions in which it can occur,

(b) the grammatical processes to which it is subject in
   each relevant context,

c) the grammatical processes which its presence in a
   construction determines, and
(d) information about speech act conditions, conversation rules, and semantic interpretation which must be associated in an idiosyncratic way with the lexical item in question;

(2) it must provide the apparatus which characterizes

(a) the grammatical structures of sentences on the "deep" or most abstract level, and

(b) the grammatical processes by which abstract linguistic structures are processed and become surface sentences;

(3) it must contain a component for calculating the complete semantic and pragmatic description of a sentence given its grammatical structure and information associated with these lexical items;

(4) it must be able to draw on a theory of illocutionary acts, in terms of which the calculations of (3) are empowered to provide a full account of the illocutionary act potential of each sentence;

(5) it must be able to draw on a theory of discourse which relates the use of sentences in social and conversational situations; and

(6) it must be able to draw on a theory of "natural logic" by means of which such judgments as the success of an argument or the appropriateness of elements in conversations can be deduced.

I assume, incidentally, that these requirements can be stated, with essentially the same content, in the 'generative semantics' framework.

In this lecture I have argued that there are principles of linguistic description which should be geared in some way to deictically anchored sentences. Very little of previous linguistic theory has paid attention to this phenomenon. In my succeeding lectures I will emphasize the deictic aspects of language, exploring in turns notions of space, time, movement, the ongoing discourse, and the reflexes in language of the identity of the participants in a conversation and their relationships to each other. My goal in this lecture series is to show how the phenomena of deixis impose a number of serious empirical, conceptual and notational problems for grammatical theory.
I said in the first lecture that one of my goals in these talks was to become clear about the ways in which the grammars of natural languages reflect what Rommetveit calls the "deictic anchorage" of sentences -- an understanding of the roles sentences can serve in social situations occurring in space and time. Frequently, as I tried to show in that lecture, a sentence can only be fully interpreted if we know something about the situation in which it has been used; in many cases, then, understanding a sentence involves knowing the class of situations in which it could be appropriately uttered, and knowing what effect it could be expected to have in that situation.

One of the sub-categories of deixis, you will recall, was place deixis, having to do with the linguistic expression of the speaker's perception of his position in three-dimensional space. A second sub-category of deixis was time deixis, having to do with the position in time of the speech act. Before I go on to the topics of place and time deixis, I plan to devote two lectures to non-deictic conceptions of space and time.

The difference between deictic and non-deictic conceptions can be understood by an analogy. Consider the difference between a sculptured representation of a human figure, set up in the middle of a courtyard, and a photograph of a human figure. The sculpture does not represent any particular observer's point of view, but the photograph does. The photograph does because the camera had to be positioned at a particular place in front of or to the side of, above or below, or on the same level as, the model.

Sometimes the same linguistic material can have both non-deictic and deictic functions. One example is the word "left". In a sentence like "My sister stood at the general's left side," we have an example of the non-deictic use of the word "left." The location of the speaker at the time of the speech act is completely irrelevant. The situation is quite different for a sentence like "What's that shiny object over there, just to the left of the cypress tree?" In this second case, the location in space of the participants in the conversation is absolutely essential to an understanding of the question.

I will deal today with spatial notions that have no connection with the observer's point of view, as in the sentence about my sister and the general. Knowing what it means to stand at the general's left side requires knowing something about how a general's body is designed; it requires no special understanding at all about where the speaker is when he talks about it.
A number of writers who have interested themselves in the semantic structure of the system of locative prepositions in English have noticed that prepositions can be grouped together and distinguished from each other in ways that correspond to the ascription of different dimensionality properties to the entity named by the following noun or noun phrase. In particular, the preposition "at" is said to ascribe no particular dimensionality to the referent of its associated noun, the preposition "on" is said to ascribe to the referent of its head noun the property of being a line or a surface, and the preposition "in" is said to ascribe to the referent of its head noun the notion of a bounded two-dimensional or three-dimensional space. Consider phrases like "at the intersection" -- "on the line" -- "on the page" -- "on the wall" -- "in the city" -- "in the kitchen".

Frequently the same noun has different interpretations depending on what dimensionality property is assigned it by the accompanying preposition. Using examples borrowed from Geoffrey Leech's book, TOWARDS A SEMANTIC DESCRIPTION OF ENGLISH, I offer "at the corner" which means near or in contact with the intersection or meeting of two straight lines -- or two streets; "on the corner" which locates something as being in contact with a particular part of the surface of some angular two-dimensional figure or three-dimensional object; while "in the corner" is an expression in which the noun "corner" is used to indicate a portion of three-dimensional space -- in particular, a part of the interior of, say, a room.

Or consider the difference between the understanding of the noun "island" when it is used with the preposition "on" or the preposition "in". If something is said to be "in the island", the noun is used as indicating merely a bounded geographical area; if something is said to be "on the island", the word "island" is taken as naming something perceived as a three-dimensional object in three-dimensional space. Notice that there is nothing particularly odd about the phrase "on Guam", because it is easy to conceive of Guam as a separable three-dimensional object that things said to be "on Guam" are on the surface of; it is odd, however, to speak of something as being "on Australia" or "on Greenland".

Leech points out that the noun "grass" is used differently in the two expressions "in the grass" and "on the grass". In the former the grass is thought of as being a relevantly three dimensional space, which would imply that one has in mind either very small objects or fairly tall grass.

A number of nouns in our language seem to have their dimensionality properties built in, because they are more or less limited to occurring with one or another of the two prepositions "on" or "in". For example, "lawn" and "yard". We speak of children playing "on the lawn" or "in the yard", but not as playing "in the lawn", or "on the yard" in the same meanings. The noun "lawn" is generally used only to indicate a surface, but the noun "yard" names a bounded area and not specifically a surface.
Being located on the surface of this planet calls for "on" if we use the word "earth" but "in" if we use the word "world". The word "earth" names a three-dimensional object in three-dimensional space, as many things about the syntax of that word show: what is "in the earth" is in the interior of a three-dimensional object, what is "on the earth" is on the surface of a three-dimensional object.

The concepts that are apparently needed for covering this three-way system are simple location, surface, and interior. John Catford's terms are neutral, exterior and interior. Location of something in contact with a surface calls for the preposition "on". Simple location, with no reference to surface or interior, calls for "at". The word "surface" is perhaps not too apt, since what I have in mind includes a line, as in "on the line", "on the edge", "on the border", etc. Catford's word exterior doesn't particularly help with that, either. [See John Catford, "Learning a language in the field: problems of linguistic relativity," Modern Language Journal 53.5 (1969).]

The surface vs. interior distinction seems to be very similar to what distinguishes the adessive/allative/ablative cases in Finnish from the inessive/fillative/elative cases -- except that in Finnish there seems not to be a category that corresponds to the simple or "at"-type locative of English. Robert Austerlitz distinguishes the two systems as unbounded and bounded, the bounded understood as having a boundary that makes it possible for something to be said to be inside it. Some nouns can presumably be used with either of these case categories, but, as with English "lawn" and "yard", there are some which are limited to one or the other. The word for countryside, according to Austerlitz, occurs only with the adessive etc. cases, the word for forest occurring only with the inessive etc. cases.

John Catford has shown that the Kabardian system subdivides the interior relationship into four sub-categories, distinguishing them in this way: there is one for horizontally bounded spaces, such as courtyards and boxes; one for lower bounded spaces, such as holes and pockets; one for upper-bounded spaces, such as houses and rooms; and one for filled spaces such as lakes and crowds.

The typical kind of locating expression in a language is one which indicates the location of one object with respect to some other object. The simplest kinds of locating expressions that we have examined so far do nothing more than impute a certain dimensionality to the reference object. Objects, areas, and spaces, can be thought of as having extremities and parts, and a language provides separate words for these. A line has ends, a surface can have an edge, the three-dimensional space satisfying certain space conditions has corners, a middle part, and so on.
The locative expressions I have mentioned so far place something essentially inside or in contact with the reference object or reference area. It is also possible to introduce the concept of relative distance, and refer to one object as being near to or far from the reference object. "She was near the general."

Up to this point I have spoken of the reference objects only in terms of their dimensionality, or in terms of whether it is possible to characterize them as having surfaces or interiors. An extremely important set of spatial notions has to do with whether a reference object can be said to have some sort of orientation in space. Since all of the well-known natural languages have developed on this earth, certain notions of spatial orientation common to all human beings, possibly by virtue of their having semi-circular canals in their inner ears, can be counted on as occurring in the semantic organization of lexical items in all languages. These are, first of all, the up/down orientation that is determined by the direction of gravitational forces as perceived on this earth, and two horizontal axes that we can refer to as front/back and left/right. It is important to realize that for a thing to have an up/down orientation, it must be conceived of as permanently or typically or symbolically oriented in a fixed way with respect to the direction of the pull of gravity. A thing can have a vertical or up/down orientation without having either of the two possible horizontal orientations, as, for example, a cylindrical water-tower. A thing can have a front/back orientation, as for example, a missile moving in outer space, without having either an up/down orientation or a left/right orientation. The left/right orientation, however, is possible for an object only if that object has both a vertical or up/down orientation and a front/back orientation.

Words that are used for locating objects along the vertical axis with respect to a reference object include, in English, the positions "above", "below", "over", "under", and "beneath". Whether two objects are positioned as being at different positions along the same vertical axis does not depend on how either of the objects is oriented.

I mentioned earlier that English has words for extremities and parts of objects, as with words like "end", "edge" and "corner"; there also are names and modifiers for vertically oriented extremities and parts of objects, such as "top" and "bottom", "upper" and "lower". Notice that the same words "top" and "bottom" name both extremities and parts. If something is "on the top of X", it is in contact with X's upper surface; if something is "in the top of X", it is understood as being contained in the uppermost portion or segment of X.

Many of the expressions by which we locate one object with respect to some other object impute to that second or reference object some sort of horizontal orientation. One of the surfaces of many animals and artifacts is regarded as having a special orientational
priority. The word in English for what I have in mind is "front". For animate beings having a certain degree of complexity, the front is that portion of it which contains its main organs of perception and which arrives first whenever it moves in its most characteristic manner of movement. This double criterion for frontness in animate beings may lead to some uncertainties. I assume that for animals, the location of the main organs of perception outweighs the direction-of-movement criterion, since we speak of crabs as moving sideways, not as having heads on the sides of their bodies; and since if we found a race of people who typically get around in the way we see people move in reverse motion pictures, I believe we would say of them that they walk backwards rather than that they have faces on the backs of their heads.

Artifacts or other non-living objects which living beings in some way use or have access to, can also sometimes be said to have fronts and backs. If the object has some surface similarity to a front/back oriented animal, the portion of the object designated as its front is so designated on analogy with the associated model. Objects which have a fixed orientation when they are in motion have that part which arrives earlier designated as the front. Otherwise, that portion of an object is designated its front if it is that part to which its users are oriented when they are using the object in the principal way which it was intended to be used, or that part of an object is designated as its front if it is the part of the object to which its users typically or importantly or symbolically have access. Notice, incidentally, how the user-orientation criterion and the access criterion operate differently in the case of a traditionally designed church; the user-orientation criterion designates one end of the building as its front, while the access criterion designates the opposite end as its front. One end of the church is thought of as its front on the inside, the opposite end on the outside.

As with "top" and "bottom", the words "front" and "back" designate both extremities and extreme parts of objects or spaces; but unlike "top" and "bottom" they also occur in expressions indicating position outside the object along the front/back axis of the object; in this way they have functions analogous to those of "above" and "below", except that here the setting of the axis is determined by the reference object itself. If an object that we wish to locate is outside the reference object, along the front/back line, and closer to its front extremity, we say it is "in front of" the reference object; if it is outside the reference object but closer to the back extremity, we say it is "in back of" or "behind" the reference object. If the object being located is in contact with the front surface, we say it is "on the front" of it; if it is in contact with the back surface, we say it is "on the back" of it. On the other hand, if it is inside the reference object, the expressions used for indicating whether the object being identified is closer to the front or to the back extremity are, respectively, "in the front" or "in the back" of the reference object. Thus, going back to church, if I ask you to meet me "in back of the church", we will meet outside of the church at one end of the building, but if I ask you to meet me "in the back of the church", we will meet on the inside and at the opposite end.
Digression: With buildings and television sets, the word "back" is satisfactory, but the word "rear" might have been a more apt choice as the opposite member to "front". This is because of the connection in English of the word "back" with the meaning "the outer part of the body closest to the spinal column". In cows and horses and dogs and pigs their backs are on top.

I said earlier that objects which enjoy both an up/down orientation and a front/back orientation also have "sides", known in English as the "left" side and the "right" side. There is a basic sense of the terms "left" and "right" by which human beings are taught to find left and right on their own bodies, and it is likely that this can be learned only by demonstration. There are no simpler concepts in terms of which the notions "left" and "right" can be explicated. Lexicographers have tried various devices for communicating the notions "left" and "right". These devices are usually successful, of course, but what they offer should not be called "definitions" strictly speaking.

English language dictionaries typically define "left" as "that side of the body on which in man the muscular action of the limbs is, with most individuals, weaker than on the other side". In the conceptual analysis sense of definition, of course, that is not a definition of "left". It is simply not true that "left" and "right" are statistical concepts related to physical strength, and we can be quite sure that speakers of English will continue to use these words in the same way even if it should ever happen that through mutation or exercise, the typical laterality preferences of human beings get reversed. A French dictionary will define "left" as that part of the human body which contains the heart. A Japanese dictionary defines "left" as that part of a person which faces west when the person faces north. A Chinese dictionary defines "left" as the opposite side of right, and "right" as the opposite of "left". The notions "left" and "right" can be learned, as I suggested, only by demonstration; and, in fact, not everybody succeeds in learning the distinction.

I said that for an object to have left and right sides it is important that it have both a top and a bottom, and a front and a back. A missile traveling in outer space has a front and back, determined by the direction of motion, but in outer space there is no standard reference plane in terms of which it can be said to have an up/down orientation. Accordingly it makes no sense to speak of it having a left and right side, or to speak of it as suddenly taking a turn to the right. An S-shaped love-seat, to take another case, is an object which has a top and a bottom, but no front and back. Accordingly, the arms of a love seat cannot generally be referred to as its left and right arms.
The orientations left and right are fixed first of all for human beings, and then by analogy to other sorts of objects which have the requisite up/down and front/back orientation. For animals or objects which have some surface similarity to humans, left and right are determined by completing the analogy. Can we also know the left and right sides of appliances and vehicles and buildings and furniture just by completing the analogy, that is, by centering our own top-bottom-front-back framework into it and identify its left and right only by knowing top from bottom and front from back. The choice seems to depend on the way in which human beings position themselves with respect to objects. The left drawers of a chest of drawers are to one's left as one confronts the thing; the left arm of a chair or a sofa are to one's right as one faces it. Things with respect to which people orient themselves in opposing ways have left and right undetermined, or determined by an ad hoc convention. Thus the "sinister" and "dexter" portions of an escutcheon are defined in heraldry as the left and right sides from the point of view of the bearer, not the viewer. The expressions "stage left" and "stage right" are the left hand and the right hand parts of the stage from the point of view of the performers, not the audience.

Digression: Consider for a moment the way we talk about flounders. In their deep structure flounders are vertically swimming fish, each equipped with a rotation variable marked plus or minus left. A maturing flounder marked alpha-left undergoes two transformations, one by which it starts swimming on its alpha-left side, another by which its alpha-left eye migrates over its head to the minus-alpha-left side of its head. What in the surface structure of a mature flounder is its top corresponds to the left or right side in the deep structure; in fact, our choice of the words "top" and "bottom" are determined by the surface structure, "left side" and "right side" by the deep structure. The summer flounder swims on its left side, the winter flounder swims on its right side (or else the other way around). We can say of the summer flounder that its top is its right side and its bottom is its left side.

Another digression: Some day I would like to learn why people who sail in ships have never been satisfied with the words "front", "rear", "left" and "right" when talking about the parts of ships.

Still another digression: Walking "widdershins" around something is walking around it with one's left side toward it, and walking "deasil" around something is walking around it with one's right side toward it. Sometimes it is explained that these words refer to movement against or in the direction of the sun's shadows. One way of testing the real meaning of these words is to ship a native speaker of English to the southern hemisphere and to ask him to walk widdershins or deasil around some tree, and see what he does. This will determine whether "left" can be defined as the direction you turn when you walk widdershins in the northern hemisphere or whether "widdershins" needs to have the concept "left" in its definition. One wonders why such a simple experiment has never been tried.
The extremities of an object along its left/right axis are called "sides". Although the word "side" can technically be used of the top side or the back side of an object, the most typical use of the word depends upon an understanding of the particular way in which a physical object is viewed as oriented in space. To see what I mean, consider a large cube that is not thought of as being oriented in space in any particular way. When people are asked how many sides that cube has, they typically answer six. Now put that same cube in the middle of a living room, use it as a piece of furniture, with the part that is resting on the floor designated as its bottom and the part that holds the cheese tray and the cocktail glasses designated as the top. Now how many sides does it have? It has four sides. Next move it into the baby's room, paint a face on one of its vertical surfaces and pin a tail on the opposite one. Now it has two sides. The English word "side", it appears, is used to designate any smooth facet of an object which has not been designated as a top or bottom extremity or as a front or back extremity.

Physical objects have extent in space, the extent of one object can be compared with the extent of another object, and standard-magnitude objects can be taken as units of measure. When measurement becomes abstract, estimates can be made of the distance between two points in space as well as the extent of objects. In a number of cultures, determining the magnitude of manipulable objects is one thing, estimating the distance between two locations, like two villages, involves totally different concepts. According to Hallowell, the Sauk and Fox measure with their arms, fingers, or fathom, cubits, or finger-stretches, but it is not even conceivable to them that the distance between two towns can be indicated in comparable terms. Longer distances, that is, are always measured in terms of the amount of time it takes to get from one of them to the other. If the two towns are at a distance that cannot be traveled in one day, they are, say, "three sleeps apart". Shorter distances are indicated by pointing to the extent of the sky that the sun travels in the time it takes to get from one town to the other. [A. Irving Hallowell, *Culture and Experience*, U. of Penn. Press (1957), chapter 10.]

Consider some of the words we use in English for speaking about the measurement of objects and the distance between places. Consider, first, an object which has one of its dimensions considerably greater than the others. If this object has no vertical orientation, we say that it is "long" or "short", or we say that it is "so many units long". If, on the other hand, the object is vertically oriented along one of its major dimensions, we say that it is "tall" or "short", depending on how it compares with the norm we have in mind, or that it is so many measurement units "tall". For distances, we say that an object is "far from" or "near to" a mentioned or unmentioned reference object if the two locations are not seen as being generally on the same
vertical axis, but we say that something is "high" or "low" if what we are concerned with is its vertical distance from the horizon or the earth's surface or some other reference point.

In expressing measurement of objects that are viewed as having a spatial orientation, the adjectives that accompany these measurement indications are selected according to a number of assumptions we make about the salient dimensions and the specific spatial orientation of the objects in question. The linguist who has had the most to say about the features that I am about to describe is Manfred Bierwisch. [See his "Some semantic universals of German adjectives," Foundations of Language 3.1 (1967).] Bierwisch's examples were from German, and German and English measurement adjectives have some interesting differences, but I will speak of the English equivalents. Consider first the way in which the word "wide" is used in measurement expressions for roughly oblong objects. Suppose there is a plot of land 75 feet by 200 feet in dimension out in the middle of nowhere, and you ask somebody to go out and measure it and to report to you the results of his measurements. He will probably come back and tell you that the lot is 75 feet wide and 200 feet long. Now build a road along the 200 foot length of this lot in a way to suggest that this is a lot that has one of its borders along a road in some future housing development, and ask somebody to go out and measure the lot. This time you will be told that the lot is 200 feet wide and 75 feet deep. Putting the road alongside of the lot will have served to designate one border of that lot as its "front", and when an object to be measured has a front/back orientation in space, the word "wide" is used in measuring the left-to-right extent along its front, and the word used for indicating the measurement of its front-to-back distance is the word "deep". This is true of three-dimensional objects as well as areas of land, so that, for example, a table that measures three feet by five feet will be described as three feet wide and five feet long, while a desk having the same dimensions will be described as five feet wide and three feet deep.

The word "deep" has a second use as well. Where the "salient" or "base line" extremity along the top/bottom axis of an object is its bottom, we say that the object is so many units "high" or "tall" (depending on certain shape criteria), but where the base line vertical extremity is the top of an object, we speak of its top-to-bottom dimension as being so many units "deep". A building is "high" or "tall", a pond or well is "deep". For certain kinds of objects it is uncertain what the base line is, and so we don't know whether it's "high" or "deep". One example is a drawer. Some people will describe the top-to-bottom dimension of a drawer as its height, others as its depth. To the latter, the question "How deep is your desk drawer?" is ambiguous, because one could be speaking about the measurement from its top to its bottom, or the distance from front to back. The word "deep", then, has these two functions. (There is a third, too, which I will only mention in passing. Something is said to be "deep in X" if X can be a large bounded area and the location is far from the boundary, as in "deep in the
forest".) In any case, the word "deep" is appropriate only if what is measured is the dimension of an enclosure.

In Biervisch's terms, the adjectives "high", "long", "wide", and "deep" are used only for indicating measurements along salient dimensions. Where a dimension is not salient, the adjective needed is "thick". To give some of Biervisch's examples, a board has two "salient" dimensions, and if one of these is greater than the other, we say that the board is wide, long and thick by so many units each, the dimension indicated as "thick" being nonsalient. A door has a left-to-right dimension or a width, a top-to-bottom dimension or a height, and one nonsalient dimension, its thickness. While a board is long, wide and thick, a door is high, wide and thick. A drawer has a left-to-right dimension, its width, a top-to-bottom dimension, its height, and a salient front-to-back dimension, its depth. A drawer, on the German pattern at least, is high, wide and deep. The word "deep" is used for the front-to-back distance of an area or of a stationary storage object; for an object which moves, on the other hand, the front-to-back distance is its length. Thus an automobile has a left-to-right dimension, its width, a top-to-bottom dimension, its height, and a front-to-back dimension, its length. Reviewing: an automobile is long, wide and high; a drawer is high, wide and deep; a door is high, wide and thick; and a board is long, wide and thick.

So far I have mentioned only static concepts associated with space. Many spatial notions are associated with movement, and it is to that that I would like to turn now. The kind of movement that will concern me has to do with "locomotion": an object changing its location through time. In characterizing an instance of locomotion, we can indicate the position of the object at an earlier point in time, the position of the object at a later point in time, and we can in some way characterize the path that connects these two locations. If we follow the tradition of identifying the point of origin as the Source and the destination as the Goal, and if we consider the dimensionality distinctions that I mentioned earlier, we can see, as has been pointed out many times, that the three-way distinction which we found for expressions of simple location involving English prepositions, namely expressions with "at", "on", and "in", are paralleled with Source and Goal expressions too. If we take X as the point of origin of movement, then "from X", "off of X", and "out of X" are the three Source expressions which impede to X, respectively, no particular dimensionality, the property of being or having a surface, and the property of being or having an interior. Paralleling these distinctions in Goal-of-motion phrases we find "to X", "onto X", and "into X". David Bennett has pointed out that when the Path of a movement is indicated by a salient intermediate location, the three-way dimensionality distinction holds there, too. "Via", Bennett claims, is the path-indicating preposition with no presuppositions about the dimensionality of the object named by the following noun.
'over' and 'through' are the prepositions that have associated with them notions of surface and interiority respectively. [David C. Bennett, "Some observations concerning the locative-directional distinction," mimeo. (1970).]

The case-like notions that we have need of for descriptions of instances of locomotion, then, all seem to require an understanding of the same dimensionality distinctions which we found necessary for expressions of simple location. One might very well wish to take the prepositions of Location, Source, Path, and Goal, which have no dimensionality presuppositions associated with them, and regard them as expressing the basic static and dynamic positional notions; and regard all such other notions as surface, interior, front, back, top, bottom, etc., as belonging to a separate system of semantic concepts associated with the space-semantics of words naming locations and objects. Taking this point of view, we can regard the locational and directional notions associated with "at", "from", "via", and "to", as being basic, regarding all other locative or directional concepts as being conceptually more complex. For example, "in X", is, by this analysis, to be analyzed as meaning "at a place which is inside X"; "into X" can be analyzed as "to a place which is inside X"; "through X" can be analyzed as "via a place which is inside X"; and "out of X" can be analyzed as "from a place which is inside X". Something like this is essentially what Jeffrey Gruber, Geoffrey Leech, and David Bennett have proposed. The grammatical process of lexical insertion will then be analyzed as depending on a number of pre-lexical transformations of the sort which combine prepositions with prepositions, prepositions with semantic representations of extremities, surfaces, and parts of objects, or which combine some of these with particular predicates.

There are in English many directional complements of the preposition phrase type which have the same form as the underlying locative complements. This is true of the complements of the Path and Goal type, but it is not true of Source complements, because it seems that Source complements are essentially always marked with a Source-indicating preposition. An expression like "behind the sofa" can appear in a purely locative expression, as in "He left his slippers behind the sofa"; it can occur as a Goal expression, as in "The cat ran behind the sofa"; it can occur as a Path expression, as in "The cat ran behind the sofa out the window".

Our examples with "behind" showed that there are Goal complements which have the same form as the corresponding Locative expression. The next thing to consider is the case of a Locative expression which has the form of a Goal or Path expression. The function of these expressions is that of indicating the location of an object by making use of two reference objects, one of them possibly implicit. A way of looking at these expressions is that they indicate the location of objects as the destination of possible journeys or movements. Thus, if I say "The cemetery is beyond the chapel from the post office", you can think of the location of the cemetery as the destination of a journey, a more
or less straight line journey to be sure, which began at the post
office and went past the chapel. Similarly, if I said "Fred lives
past the cemetery", one might interpret what I have said as meaning
that if one makes a straight line journey from some implicit starting
point and goes via the cemetery, one will come to Fred's house.

The notion of a straight line journey, which I called on for
explaining the locative use of directional phrases, presupposes an
understanding of maintaining a constant direction. The most typical
way of maintaining a constant direction involves having standard
orientation points provided for the users of the language by physical
features of the environment. In many communities the points of the
compass are used for this, of course, but in localities that have
particularly noticeable physical features that do not orient them-

telves by the compass, terms that refer to these features take on a
greater importance in indicating direction of movement than the
cardinal directions themselves. That this can be so even in an
English-speaking community will be obvious to anyone who has tried
to read a newspaper in Honolulu.

Digression: To the extent that standard orientation points
have great social or mythic importance in the community, the
participants in the culture experience distress whenever they are
not sure of their location with respect to these orientation points.
This is the experience of being disoriented, and I assume that it
should be of greater interest to a psychologist than to a linguist,
but it might be interesting to remark that, according to Hallowell,
the Ojibwa Indians experienced distress when they lost track of
their orientation in space, but had no particular concern about
what day it was. An American, by comparison, can become quite
uncomfortable if he does not know whether it is Tuesday or Sunday,
but can live comfortable for days on end without ever knowing
whether he is facing north or south.

In this lecture I have reviewed a number of the concepts involving
space which have some relevance to semantic and pragmatic facts about
the vocabulary of natural languages. In my next lecture I will do
the same for concepts of time. In some ways, time is conceptually
simpler than space, since it only has one dimension and is uni-
directional. But there are complications enough there too, as you
will see.
In my second lecture I spoke about non-deictic conceptions of space; today I will be talking about non-deictic conceptions of time. I will unfortunately have nothing to say about the mysteries and paradoxes of time, the perception of time, illusions about the passing of time which people in different psychological states are said to experience, or indeed any of the really interesting and important things about time which physicists, astronauts, theologians, and acidheads are said to possess. I'll only talk about a few of the simpler temporal concepts, just a few among those that we need to be able to refer to when we talk about the meanings of lexical items or the functions of grammatical categories in natural languages. I do know that if you give somebody an Accutron watch and send him off into space at the speed of light and tell him to come back in 24 hours, something or other unexpected will happen, but I am ready to assume that the concepts one needs in order to understand what happens in that situation are not part of the ordinary working grammarian's stock-in-trade.

The first thing to notice about time is that it is one-dimensional and unidirectional. If two events can be said to take place at different times, it is uniquely and necessarily the case that one of them is earlier, the other later.

Since time is unidirectional, the relationship between that which remains the same at different times and the time dimension itself is frequently thought of by the human mind as movement. The movement metaphor for time allows one to think of "the world" as moving through time, or "the world" as being constant and time passing by it.

Recall that I said in connection with the front/back orientation of objects in motion that the "front" of a moving object was that part of the object which arrives at places earlier than the rest. Recall that for things which are located outside a front/back oriented object and are situated along the front/back axis, we say that they are "in front of" or "in back of" that object depending on whether they are closer to the front or the rear of the object. Another way of saying "in back of" is "behind". What I did not point out before is that just in case the setting of the front/back orientation of an object is determined by whether the object is in motion, another way of saying "in front of" is "ahead". In the movement metaphor for time, the front/back axis is set one way or the other depending on whether we regard time as stable and the continuing world as being in motion, or whether the continuing world is taken as the stable reference point and time is thought of as being in motion. Some locations in English take the metaphor one way, others take it the other way. In a sentence like "Success lay behind them, failure lay ahead of them," the words "ahead" and "behind" identify periods that are later and earlier respectively.
than the reference time of the sentence. In a sentence like "Before that time they were successful, after that time they were unsuccessful," the words "before" and "after", derived from expressions relating to spatial orientation, are based on the moving-time metaphor. If it is time that is moving, the part that has gone by is leading, is ahead, and the part that is yet to come is lagging behind; if it is the world of men that is moving with respect to time, the part that has not yet been experienced is ahead of the travellers, the part that has been experienced already is behind. Different languages arrange the metaphor differently for different uses, and sometimes, as we see in English, the same language can use both metaphors in related expressions. To take another example of the distinction in English, consider expressions like "in the months ahead" as opposed to expressions like "in the following months". The two expressions mean the same thing, but one puts later time ahead, the other puts later time behind.

The words "earlier" and "later", by contrast, are basically temporal notions, not related to the movement metaphor. In fact, an understanding of the setting of the front/back axis for an object in motion presupposes an understanding of unidirectional time, since "front" was defined in that case in terms of a part of something "arriving earlier" than the rest of it.

We can talk about events occurring in time, we can say that one event occurred earlier in time than another, and we can talk about events having duration in time. The extent of time during which an event occurs, or, in fact, an extent of time defined in any way whatever, can be thought of as having a beginning and an end, these unambiguously identified as the earliest and latest time points at which the events can be said to be going on.

Notice the proportionality between "beginning" and "end" with "top" and "bottom" and with "front" and "back", and the proportionality of "before" and "after" with "above" and "below" and with "ahead" and "behind". The up/down orientation provides an axis along which we can speak of the location of objects with respect to a given reference object. If the object being located is outside of the reference object but along the axis, we speak of it as being "above" or "below" the object. If it is an extremity or a part of the reference object located at one of the extremities along the up/down axis as defined by the typical or symbolic orientation of the object, we use the words "top" and "bottom". Similarly with the front/back axis. The nouns "front" and "back" indicate portions of the reference object, the phrases "in front of" and "in back of" -- without the definite article -- or the words "ahead" and "behind", indicate position outside of the reference object but along the front/back axis. The temporal axis is set up by the earlier/later relationship between events. A time period has an extent along this axis, and "locations" in time can be thought of as positioned with respect to a given time period along the temporal axis. The position of a time period outside of the reference period calls for the prepositions "before" and "after", the earlier
and later extremities of the reference period being indicated by the words "beginning" and "end". And like the words "front" and "back", "top" and "bottom", the words "beginning" and "end" can be used either for naming extremities or portions of the time period.

Depression: Notice that the various axes have certain inherent differences, making it always possible for us to keep them apart conceptually. The up/down axis is determined by the direction of the pull of gravitational forces, and the outside-the-reference-object indicators "above" and "below" are unambiguously specifiable independently of whether the reference object itself has an up/down orientation or whether the up/down axis defined for the object is set to agree with the gravitational up/down axis. (I can be under something even if it's upside down.) The setting of the front/back axis is determined by the built-in orientational properties of the object itself, as defined by the various criteria I mentioned last time, or by the direction of movement. I can therefore be in front of somebody when he faces me but in back of him the next moment if he turns around. With the temporal axis, however, the earlier/later orientation is permanently set, and the beginning and end portions of a time period are not conceivable independently of the earlier/later ordering relation in time.

We recognize time periods and time points, and we recognize that a time period can be defined uniquely by identifying its beginning and ending time points. Time periods can be compared with one another, so that we can speak of one time period being longer or shorter than another. The activities of human beings establish various norms for time periods, and the vocabulary of a language can have words that name relatively short periods like "a while", very short periods like "moment", "jiffy" and "trice"; very long periods like "eon", "age", and "era"; or a maximally long period like "eternity".

In addition to speaking of events occurring in time and occupying time periods, we can speak of event types recurring in time. Certain ordinal time specifiers indicate recurrences of event types, as in a sentence like "John went to Chicago twice last month". The same event type occurred at two different times.

When nature provides sequentially recurring event types having apparently the same duration, these event types can be used to provide measuring units for temporal extent. The recurring event types that are most constant and most common and most accessible to ordinary observers are the daily alternation of light and dark, changes in how the moon looks to us, and the apparent annual course of the sun accompanied by the regularly recurring changes in the seasons. These particular event types are cycles which do not involve the sequencing of discrete separable events, and so, when they are used for providing units of measure, it is necessary to identify recurrences of the same phase of the cycle. Those phases which seem to have constant
temporal extents between successions of them are, for example, the full moon, the most vertical position of the sun, the shortest day of the year, etc.

If these cycles are to be taken only as units of measure, it makes no difference which phase of the cycle is taken as the starting point for the measurement. If, however, these cyclic events are to provide concepts for locating events in "absolute time", then there is a special need for fixed-phase units, time units which have been assigned fixed starting points recognizable, in principle, by all members of the speech community. Time measure periods taken only as units of measure we can call non-calendric. Time measure periods having fixed starting points can be called calendric. Many of the time measure words in English have both calendric and non-calendric uses, for example, the word "year". If I say that the time between noon on June 28, 1971 and noon on June 28, 1972 is one year, I am using the word "year" non-calendrically. On the other hand, if I use the expression "last year", meaning the period of time between the beginning of January 1, 1970 and the end of December 31, 1970, I am using the word "year" in its calendric sense.

In addition to the time units which are provided more or less directly by the phenomena of nature, it is possible for the members of a human community to construct derivative units consisting of partitions of the naturally given time units, or sequences of the natural units. The day is divided into 24 hours, each hour into 60 minutes, each minute into 60 seconds, and so on. Specialists make even further divisions. These terms are used mainly as non-calendric or pure measurement units, but for "hour", at least in communities where class lectures or radio programs are scheduled in hour-long blocks of time matching clock time, it has a calendric use, too. A disc jockey, for example, can speak of ending one hour with a commercial and beginning the next hour with the news. An example of derivative units defined as fixed-length sequences of naturally given time units include "week", "fortnight", "pentad", "century", etc. The word "week" can be taken as either a calendric or a non-calendric unit; the word "fortnight" has only a non-calendric use.

In addition to these more or less explicitly bounded time periods, there are other sequences which are informal and vague with respect to their boundaries, but which relate in some way to local "outdoor" changes. The annual cycle, for example, is divisible into "seasons", and the daily cycle is divided into the parts of the day such as "morning", "afternoon", "evening", and "night". In some languages, the long period we call "night" has many subdivisions, and some languages have more or fewer distinctions than we have for the daylight hours.

The seasons and the subdivisions of the day are informal units, though, as we know, in communities which support astronomers and clock-makers, the separate seasons are taken as having fixed starting
points. Even at that, their informal character is not lost, however, as we know when we hear our Michigan friends complain about having a long winter. That the terms have more to do with what it's like outside than with parts of the calendar year is clear from the fact that the cycle is shifted by two seasons in the southern hemisphere, and that in many parts of the world we are told that they lack the standard four seasons, and have some other number, such as two, like, for example, "wet" and "dry".

The word "day" can be used calendrically or non-calendrically, to refer to the whole daily cycle, or it can refer just to the daylight portion of the cycle, in opposition to "night." The word "morning" can be used to refer to the daylight hours before noon, or to that part of the calendar day before noon. Thus, the "morning" is that part of the "day" which ends at noon, in either of the two calendric senses of "day." Next time you hear somebody say, "Why are you calling me in the middle of the night? Don't you realize it's three o'clock in the morning?", point out to him that he has chosen the word "night" from the day-subdivision cycle which is not in phase with the calendar day and that he has chosen the word "morning" from the day-subdivision cycle which is in phase with the calendar day, and explain to him that the reason is that only the latter is appropriate in expressions of clock time.

Some repeating sequences have named members, as, for example, the sequence "morning"/"afternoon"/"evening"/"night", the sequence "summer"/"autumn"/"winter"/"spring", the sequence "Sunday"/"Monday", etc., and two that I haven't mentioned yet, namely, the months of the year and the numbered dates of months. The named members of cycles I will refer to as positional terms.

Some of the positional term sequences have designated first members, while others do not. The reason for the difference seems to be that cycles can be said to have fixed starting points only if they are run through completely within some larger time unit, with their first member beginning at the same time the larger unit begins. As it happens, there is a calendar year change during the winter and a calendar day change during the night. Since the annual cycle of seasons is not in phase with the calendar year, and since the day-subdivision cycle is not in phase with the calendar year, these two cycles do not have first members. A formally defined cycle, such as that comprising the names of the days of the week, can quite easily have a "first" member, since the word "week" has a calendric use. However, there is one fussy and unfortunate problem with that, and that is that people do not agree on which is the first day of the week. Calendar makers typically start the week off with Sunday, but ever since the beginning of the five-day work week, many people speak of Monday as the first day of the week. This difference will take on some importance when we talk later about deictic calendric expressions.
The annual solar cycle and the lunar cycle are not in phase naturally, so in communities which make use of the lunar calendar but recognize the annual cycle with some accuracy, there is typically no first month. In the lunar calendar used by the Saulteaux, the months are named by the animals or plants which first make their appearance during that month. Since the Saulteaux have no fixed-phase calendar year which exactly includes the complete sequence of the lunations, there is no first month. Accordingly, when the Saulteaux are asked to recite the names of the months, they recite them in order, beginning with the current month. (Incidentally, when the lunar calendar gets out of phase with the biological year, the Saulteaux just let one month go by unnamed.)

The months of our calendar have their origin in the lunar calendar, but they are now artificial segments of the calendar year. The word "month" has both a calendric and a non-calendric use, but because of the differing lengths of different months, it does not name a constant length unit in either of these senses. The problem becomes apparent if you move into an apartment on the 18th of the month and you have signed a three-month lease; you will be expected to leave by the 17th of the month three months later, no matter how long the intervening months are. (Bankers, of course, use the word more carefully. A three-month loan must be paid off in 90 days.)

Summarizing, cyclically recurring events provide standard measurement units for time periods. Non-calendric terms are used only for measuring time intervals. When designated phases of cycles are taken as fixed starting points, the word used to indicate the period between one such phase and the next is a calendric term. Derivative non-calendric and calendric units are defined as segments or sequences of the naturally given units. Some calendric units are the named members of larger cycles. These I call "positional", because they indicate a position within a sequence. Positional calendric units, then, include "April", "Tuesday", "morning", and "winter". There is a difference between positional-term sequences that are put in phase with larger calendric units and those which are not. The names of the seasons are not put in phase with the calendar year; the names of the day-subdivisions have one use by which they are and another use by which they are not; the day names and the month names, by virtue of being artificial or "culturally" imposed units, are put in phase with higher calendric units, namely the calendar week and the calendar year respectively. All of these distinctions will become important later, when we talk about deictic time expressions.

So far, now, we are equipped to talk about priority in time, extent in time, cycles which allow measurement of temporal extents, and the phase-fixing of these cycles. In order to locate events unambiguously in "absolute time", it is necessary to have a constant temporal reference point, and for that a community can choose something like the birth date of a culture hero, the beginning of a
revolution, the accession to the throne of an Emperor, and so on. Once a temporal reference point has been established, it is then possible to speak of any point in time as being at a measurable distance earlier or later than or coinciding with the accepted reference point. Notice that I am now talking about an objective, external temporal reference point in "absolute time", when we talk about deictic time expressions, we will make use of a subjective, changing temporal reference point, namely the moment of the speech act, the coding time.

We can talk about a time point or a time period, we are able to locate the time point or the beginning and end of a time period at a particular "location" in "absolute time", if we care to, and we are able to indicate the length, or "duration", of a span of time. The phrase which associates the time of an event with that event might not specify the exact moment, but might specify instead a larger calendar unit which includes the time of the event. A sentence like "He was born in 1940" can be thought of as elliptical for "at a time which is included in 1940".

There are a great many devices for indicating the relative times of two-events -- that is, devices for identifying the time of one event relative to the time of another event. Some of these have to do with time units of the sort we have been discussing. Thus, if I say "She divorced Schwartz and married Harry in the same week", I have located two events as occurring within a single calendar week; but if I say "She divorced Schwartz and married Harry within a week", I have located the two events as having occurred within a single seven-day stretch, but this time it need not be coterminous with the calendar week. Similarly, if I say that one thing happened "a week later" than another, I say that there is a seven-day-long span between the two events; if I say the one thing happened "the next week" after the other, I say that the two events happened in two successive calendar weeks, but I haven't said whether the time between the two events is three or six or ten days.

In general, though there is apparently a certain amount of dialect variation here, there is a systematic difference in the understanding of positional terms depending on the presence or absence of a demonstrative, and in the understanding of nonpositional terms depending on whether a definite or indefinite determiner is used, as is shown in the following examples: "He was to meet her on Thursday" means that he was scheduled to meet her on the first Thursday after the reference time; "He was to meet her that Thursday", by contrast, adds the understanding that the reference time itself was within the same calendar week as the Thursday in question. Similarly with "He had arrived in London on Thursday" as compared with "He had arrived in London that Thursday." The former sentence could be spoken on Monday, the latter could not. In the sentences about remarriage in the preceding paragraph, there would be a difference between "within a week", which has the interpretation I gave it, and "within the week", which means the same thing as "within the same week". It should follow, and I think it
does, that terms which have no calendar function do not occur with the definite article; thus, we can say "in a while" but not "in the while", "within a fortnight", but not "within the fortnight", "in a trice", but not "in the trice", and so on. These remarks, needless to say, are to be taken with the usual qualifications one adds to generalizations about the use of English articles.

Expressions not identifying calendar units can indicate relations of priority, coincidence or containment between the times of two events. Coincidence can be made explicit with expressions like "at the same time" or "simultaneously" or less explicit with a "when"-clause. Near coincidence, or close succession, can be indicated with an expression like "as soon as". Containment of a point within a span can be expressed as in "She was watching Sesame Street when I left"; containment of a span within a span can be expressed as in "I read War and Peace while she talked to her mother on the phone." And so on. Priority in time can be shown with "before" and "after", and these are paraphrasable as "at a time which is earlier than the time when" and "at a time which is later than the time when" respectively.

Digression: We must keep in mind the difference between the factive and the counterfactive uses of "before". Its factive use is seen in "He finished the symphony before he died", its counterfactive use is seen in "He died before he finished the symphony." The difference can be made apparent when we try to introduce a temporal extent phrase. "He finished the symphony three days before he died" is okay, but "He died three days before he finished the symphony" is not. A sentence like "He got sick before he finished the symphony" is ambiguous, then, in a way in which "He got sick three days before he finished the symphony" is not.

There are various verbs in our language which make it possible to relate an event to an indication of the extent of time during which the event can be said to have occurred. One example is the verb "last". The noun "concert" is the name of an occasion or event which has a temporal extent, and we can say such things as "The concert lasted three hours." There are also verbs which relate the agent in an event to the event and to the time span occupied by the event. Some event types are characterized as having fixed terminations, others are characterized in terms of the activity itself. We can call these bounded and unbounded, and refer to the verbs as completive and durative, respectively. Time-indicating verbs of the type I have been discussing which distinguish between these two notions are the verbs "take" and "spend". Notice that we can say "It took me three hours to find the diamond" and "I spent three hours looking for the diamond." Verbs like "look for" and "find" have the aspectual information built in, but certain verbs can be used in either way. Thus, in "It took me three hours to read the book", the verb "read" is understood completively whereas with a sentence like "I spent three hours reading the book", there is no suggestion that I finished reading it.
Digation: the time extent preposition-phrase are selected according to this same distinction. Notice the difference between "I read the book in three hours" and "I read the book for three hours"; notice too that "I looked for the diamond for three hours" is better than "I looked for the diamond in three hours", and "I found the diamond in three hours" is better than "I found the diamond for three hours."

The verbs "last", "take", and "spend" are verbs which indicate something about the relation between an event and the temporal extent of that event. All three of these verbs can have their temporal extent complements given as either calendric or non-calendric units. For example, one can say "The concert lasted all afternoon" or "I spent Sunday looking for the diamond" as well as one can use pure measurement phrases like the "three hours" of my earlier examples. There is another verb which is used to indicate the distance in time between two reference points in time, and that is the verb "elapse". This verb accepts as its temporal expression only a non-calendric time extent phrase. For example, although it is possible to say "Two days elapsed", it is not possible to say "Monday and Tuesday elapsed."

I said earlier that since the time dimension is unidirectional, there are fixed earliest and latest time points within any span of time. A time period can be indicated not only by means of a measurement expression, but also by identifying one or both of the extremities of the period. The prepositions which indicate the early and late extremities are "from" and "until", as seen in "The concert lasted from noon until midnight". There are analogies between time-extent expressions and the source/goal/distance notions associated with movement in space, and in many cases similar syntax is called for. We say both "he stayed there from Monday to Friday" and "he travelled from Chicago to Pittsburgh". In the temporal "movement" case, however, there is nothing that corresponds to the notion of path which we proposed for characterizing movement in space. There is only the shortest route between two time points: one cannot go from 1970 to 1971 "via" 1929.

In addition to the notions of the actual time of an event, one can also speak about the expected or theoretical time of an event. That being so, we can talk about the difference between the actual time and the expected time, as in sentences like "John arrived early" or "John arrived late". One can furthermore talk about an agent in an event doing something in order that the actual time of the event will be different from the expected time. The verb "postpone" refers to doing something so that the beginning of the event will be later than the time expected for the event to begin, and the verb "prolong" refers to doing something which will cause the end of the time period for an event to be later than what was expected. And so on.

When we think about tenses, the first words which come to mind are "past", "present" and "future". These are notions related to deictic time, and that is something that will concern us shortly. The notions associated with tense that can be taken up in connection with nondeictic time are, in particular, the difference between the time of an event or a condition -- let's call it the event time -- and the time or time period
that is taken as the background or setting for time indications in the clause -- and let's call that the reference time. The simplest illustration of this distinction is the so-called perfect construction, seen most clearly in one use of the *past perfect*, as in "John had retired three years earlier." Here, the reference time is associated with the tense on "had" and can be interpreted only by knowing the discourse context of the sentence; the event of John's retiring is placed at three years earlier to the reference time. This and other matters relating to tense notions will be discussed later, after some questions of deictic time have been settled. I may not live up to this promise.

In my next lecture I will begin the discussion of *deixis*.

Things to read:


In my lecture on the sentence "May we come in?" I spoke about lexical items and grammatical forms which can be interpreted only when the sentences in which they occur are understood as being anchored in some social context, that context defined in such a way as to identify the participants in the communication act, their location in space, and the time during which the communication act is performed. Aspects of language which require this sort of contextualization are what I have been calling deictic. In my second and third lectures I spoke about the non-deictic semantics of expressions which serve to locate objects and events in space and time. Today I will talk about deictic space and time expressions. My next lecture on deixis will cover social and discourse deixis.

One way to become clear about the importance of deictic anchoring is to consider a variety of cases in which messages can be correctly interpreted only if they are properly anchored in a communication situation, but where there are mistakes or uncertainties about the nature of this anchoring.

Suppose, first, that you are a young lady who has just heard a wolf whistle, and you feel like letting the wolf know that you resent what he did. There are two uncertainties in this situation, one of them being that you can't be sure who emitted the whistle, the second being that you may not have been the addressee of the compliment. To turn around and scowl is to acknowledge that you believe the message was intended for you, and that may be taken as presumptuous. The meaning of the message is fairly clear, but what is uncertain is the identity of the sender and the intended receiver.

Here is another case. Suppose that you are looking for somebody in the place that he works, and when you get to his office you find taped to his door a sign which reads "back in two hours". The message is clear, you can probably be pretty sure who the sender of the message was, and you can properly consider yourself included in the set of intended receivers of the message. This time, however, one bit of important information is missing, namely the time at which the message was written.

Consider a third case. Herb Clark has brought to my attention some experiments that were conducted with preschool children communicating with each other across a barrier. They could hear each other, but they could not see each other. Each child had in front of him an array of blocks, and the experiment was to see how well children of different ages could communicate with each other by linguistic means alone. One child was told how to assemble the blocks to make a particular figure, and his job was to teach the child on the other side of the barrier how to do the same thing. It was not uncommon, Clark
tells me, for the one child to say, "Put this block on top of that one", for the other then to say, "You mean this one?", and for the first to reply, "Yes". This is characteristic of what Piaget refers to as the egocentric speech of children under the age of about seven. What is important for us to notice is that the children were using demonstratives in contexts requiring gestures that should have been monitored by their conversation partners, but neither sender nor receiver apparently sensed that need.

Take another case. Suppose this time that you are in a large building whose echoing properties you are not familiar with, and you are trying to locate somebody you believe to be in this building. You call out, "Yoohoo, Jimmy, where are you?", and you hear Jimmy's voice coming from somewhere saying "I'm right here". You know that he is telling the truth, but unless you can tell where his voice is coming from, you still don't know where he is. You call him again, and he says, somewhat impatiently this time, "I'm right here". Eventually you may find him, but in the process you will have learned that the only function of a sentence like "I'm right here" is that of emitting a noise that will somehow help people guess where you are.

The worst possible case I can imagine for a totally unanchored occasion-sentence is that of finding afloat in the ocean in a bottle a note which reads, "Meet me here at noon tomorrow with a stick about this big".

There are many less obvious examples of anchoring mistakes and confusions that one can think of. A sentence like "The farmer killed the duckling", which I mentioned in my first lecture, is in fact a sentence which can only be properly uttered in a discourse context in which the reference time reflected in the simple past tense of the verb has been identified in the preceding context, as well as the identity of a particular farmer and a particular duckling. Some people feel that biblical injunctions ought to be obeyed, but they are not always careful about who the injunctions were addressed to. What they fail to realize is that when the intended addressee of a command complies with the command, the command no longer stands. The biblical command, "Be fruitful and multiply" has been complied with, and nobody living today can consider himself or herself one of the intended receivers of that message. The earth has been replenished and subdued.

Deixis is the name given to those formal properties of utterances which are determined by, and which are interpreted by knowing, certain aspects of the communication act in which the utterances in question can play a role. These include, as I have already mentioned, the identity of the interlocutors in a communication situation, covered by the term person deixis; the place or places in which these individuals are located, for which we have the term place deixis; the time at which the communication act takes place -- for this we may need to distinguish as the encoding time, the time at which the message is
sent, and as the decoding time, the time at which the message is received -- these together coming under the heading of time deixis: the matrix of linguistic material within which the utterance has a role, that is, the preceding and following parts of the discourse, which we can refer to as discourse deixis; and the social relationships on the part of the participants in the conversation, that determine, for example, the choice of honorific or polite or intimate or insulting speech levels, etc., which we can group together under the term social deixis.

Today, as I said, I will be speaking mainly about place deixis and time deixis; later on I will have something to say about social deixis and discourse deixis, and I will include remarks on person deixis in my discussion of social deixis. There are certain person deictic categories, however, which are relevant to the description of both place deixis and time deixis, and I will identify these briefly now.

There is, first of all, the speaker of the utterance, the sender of the message, what grammarians call the "first person": there is, secondly, the addressee of the message or utterance, the messages intended recipient, what we usually refer to as the "second person": there is a third category of person deixis which is seldom included in discussions of pronoun systems or person markers in languages, presumably because it seldom has obvious reflexes in the morphology of a language, but which plays a role nevertheless -- I have in mind the intended audience, by which I mean a person who may be considered part of the conversational group but who is not a member of the speaker/addressee pair. The three categories of person deixis that I will be talking about, then, are speaker, addressee, and audience. (Out of habit I use the word "speaker" even though I mean "sender".) Other individuals referred to in sentences can be identified negatively with respect to these three categories as being, for example, somebody who is neither speaker nor addressee, or somebody who is neither speaker nor addressee nor audience.

The most obvious place deictic terms in English are the adverbs "here" and "there" and the demonstratives "this" and "that", along with their plural forms; the most obvious time deictic words are adverbs like "now" or "today". There are important distinctions in the uses of these and other deictic words which I would like us to be clear about right away. I will frequently need to point out whether a word or expression that I am referring to can be used in one or more of three different ways, and these I will call gestural, symbolic, and anaphoric. By the gestural use of a deictic expression I mean that use by which it can be properly interpreted only by somebody who is monitoring some physical aspect of the communication situation; by the symbolic use of a deictic expression I mean that use whose interpretation involves merely knowing certain aspects of the speech communication situation, whether this knowledge comes by current perception or not; and by the anaphoric use of an expression I mean that use which can be correctly interpreted by knowing what other portion of the same discourse the expression is coreferential with.
I can illustrate the distinction I'm talking about by taking the word "there". It has all three uses. Its gestural use can be seen in a sentence like, "I want you to put it there". You have to know where the speaker is pointing in order to know what place he is indicating. The symbolic use is exemplified in the telephoners utterance, "Is Johnny there?". This time we understand the word "there" as meaning "in the place where you are." An example of the anaphoric use of "there" is a sentence like "I drove the car to the parking lot and left it there". In that case the word refers to a place which had been identified earlier in the discourse, namely the parking lot. Take another example, this time one showing just the distinction between the gestural and the symbolic use. If, during my lecture you hear me use a phrase like "this finger", the chances are fairly good that you will look up to see what it is that I want you to see; you will expect the word to be accompanied by a gesture or demonstration of some sort. On the other hand, if you hear me use the phrase "this campus", you do not need to look up, because you know my meaning to be "the campus in which I am now located", and you happen to know where I am. The former is the gestural use, the latter the symbolic use.

One way to become sensitive in a hurry to the role of deixis-accompanying gestures is to have conversations with blind people, and with deaf people who can read lips. When you are talking with blind people, you detect instantly that gestures which require your interlocutor to see what you are doing are impossible; this is sensed as an inconvenience, but the nature of the problem can be mastered instantly. In conversations with a deaf person who can read lips, the fact that he can see you may cause you to rely on gestures more than you normally would, since gestures are generally an aid to communication. It is easy to forget that your addressee cannot look at what you are pointing at and simultaneously read your lips. If you want to talk about, say, a city on a map, you can point to the map, but then you must wait for him to look back at your lips again before you can resume talking.

There are not very many deictic expressions which function gesturally only. Possibly the so-called presentatives are like that, for example, the "voici" and "voila" of French or the "vat" and "von" of Russian. In English, as far as I can tell, the only word which is obligatorily accompanied by a gesture is the nonstandard size demonstrating word "yea" as in "She's about yea tall".

Place indications take part in the deictic system of a language by virtue of the fact that for many locating expressions, the location of one, or another, or both, of the speech act participants can serve as a spatial reference point. Sometimes all that means is that for an expression which in a nondeictic use requires mention of a reference object, in its deictic use the reference object, taken to be the speaker's body at the time of the speech act, simply goes unmentioned. Take, for example, the expression "upstairs". If I say, "Johnny lives upstairs", you will understand me as meaning upstairs of the place where I am at the time I say the sentence, unless the
immediately preceding discourse has provided some other reference point. If I say "Harry lives nearby", the same can be said. You will understand that Harry lives near to the place where I am when I say the sentence, again, except for the case where a reference point has been identified in the immediately preceding discourse.

For words that can refer to areas or spaces, the word "this" followed by the appropriate noun locates an object as being in the same area as the speaker is at coding time. Thus I can talk about something being "in this room", "on this planet", "in this city", etc. In the Fijian language, the choice of different prepositions has that same function. If I want to say, in Fijian, that somebody is in a certain town, I will choose one word for "in" if I am in that same town, another if I am not.

The English adverb "here", when used for locating objects, is paraphrasable as "in this place", "at this place", etc., in either the gestural or the symbolic use of "this". The scope of the word "here" is as general, or as vague, as the scope of the noun "place". With the scope usually determinable from the subject matter, I can use the word "here" to mean anything from "at this point" or "in this galaxy".

Systems of deictic place adverbs and demonstratives seem to be of various types, according to the number of distinct terms that can be used. In English we have a two-way contrast shown in the pair "this" versus "that", though we also have the archaic forms "yon" and "yonder". In a number of languages, the system of contrasts involves three terms, as with the Japanese "kore", "sore", and "are". One is told that Tlingit is a language with a four-way contrast, translatable, I suppose, as "right here", "right there", "over there", and "way the heck over there".

The various terms in these systems may differ according to whether they can be used gesturally, symbolically, or anaphorically. There may be differences, in fact, between the adverbs and the demonstratives in this regard, even though both might have the same number of terms. And there can be differences from one dialect to another. For example, in Japanese, the two distal locative adverbs, namely "soko" and "asoko", differ in that while both can be used gesturally, only "soko" can be used anaphorically. There appear to be dialect differences with respect to this observation, analogously, I suppose, to the differences in Scots dialects between those in which the word "yonder" can be used only when the object being located is presently visible, and those which do not require this.

It is frequently the case that if a language has two or more terms in its system of place deictic categories, one of these will identify the location of the speaker, or the speaker and addressee as a group, and one can indicate the location of the addressee whenever the addressee's location is taken as being distinct from that of the speaker. This latter appears to be one of the functions of the middle category for such languages as Japanese, Spanish or Tagalog, but the words seem
to have so many other functions as well, that it is difficult to be absolutely clear about the reference to the conversation partners. I have heard of one language, Samal, with place deictic terms which separately indicate the position of the speaker, the addressee, the audience, and "none of the above". In this language, spoken in the Philippines and studied by Bill Geoghegan, there are separate place deictic expressions for "near me", "near you", "near other participants in our conversation" and "away from all of the above". The way Geoghegan explained it to me, if A is talking to B and C is a part of their conversational group, A will use one deictic category for locating things which are near C; if C is not a part of the conversational group, as might be the case if he has fallen asleep or if A and B are whispering or if C has picked up a newspaper or has started talking to somebody else, then A must use the fourth place-deictic category instead of the third. (A few months ago, Bar-Hillel suggested that I look for reflexes, in deictic systems, of an "audience" category. It was shortly after he made that suggestion that I met Bill Geoghegan. Since then I have thought of a number of other ways in which the audience category plays a role in speech. Perhaps I will remember to mention some of these when I talk about social deixis later on.)

When I talked about non-deictic place indications, I discussed the various terms that depend on the understanding of something being oriented in space in a particular way, and it was in this connection that I examined expressions like "in front of", "behind", "above", "below", "to the left side of", and "to the right side of". The way we understood these expressions, especially those connected with the horizontal dimensions, depended on how we imputed an orientation in space to the reference object. These expressions have additionally a use that shows up in deictically anchored situations. In particular, the location of the speaker and his outlook on the world can determine the orientation of the objects around him. From the fact that we can speak of "the side of the tree facing me", we see that even things which do not have front/back orientation of their own can be thought of as having their front close to the observer. If there is a kitten on the ground close to a tree, and close to the side which "faces" me, I can say that there is a kitten "in front of" the tree. If there is a dog on the opposite side of the tree I can say that it is "behind" the tree. Notice that these expressions cannot be interpreted apart from knowing where I am at the time I utter the sentences. In this egocentric way of recognizing orientation in space, "left" and "right" are defined from the observer's point of view. Thus, if the dog and the cat should walk ninety degrees widdershins around the tree, I can then speak of the dog as being on the left side of the tree and the kitten on the right side of the tree.
The conditions that I have mentioned so far are satisfactory for thinking aloud, but for deictic locating expressions involving notions like "front", "back", "left", and "right", the speaker must also be aware of his addressee's point of view. He can use these abbreviated expressions only when speaker and hearer are oriented toward the object in the same way. Thus, if I ask you "What's the shiny object out there to the left of the cypress tree?", I've spoken appropriately only if you and I are both oriented toward these objects in the same way; it is inappropriate if the tree is between us and I am talking to you over the telephone. In situations in which I recognize that your point of view may be different from mine, I must use expressions which show that fact, such expressions as "to your right", or "on the right side as you face it".

I have spoken here about spatial orientation concepts which are defined from the speaker's point of view. It should be clear that it is also possible for the speaker of a sentence to regard his own body as a physical object with an orientation in space; expressions like "in front of me", "behind me", or "on my left side", are deictic by containing a first person pronoun but they are not instances of the deictic use of the orientational expressions.

Place deixis plays a role in description of movement verbs in ways that I suggested in the first lecture, and there is much to say about that particular class of verbs. In fact, I plan to take up problems connected with coming and going, coming and going home, coming and going away, in a later lecture. There are many ways of using place deixic terms that reflect what might be called taking the other fellow's point of view. I'll discuss these matters when I talk about social deixis. There are special uses of place-deictic terms in third-person narratives. I'll take that up in a lecture on discourse.

The category needed for time deixis, as I mentioned earlier, is what we might call coding time. By coding time I mean, in general, the time of the "communication act", but of course there is some unclarity in that expression. In particular, there is a need to distinguish encoding time from decoding time, to talk about a number of problems connected with messages that are not sent and received at the same time; and there is the problem of knowing whether the coding time is the time at which the utterance as a whole is being produced, or the time at which the deictic time word is being uttered. Just as the same gestural element can occur in accompaniment with two or more different gestures in a single sentence, as with "I want you to put this block on top of this one", the word "now" can be used in two voice gestural ways in a single utterance, as, for example, "Now you see it, now you don't".

In general anyway, the main purpose of the proximal deictic time category is that of identifying a particular time as coinciding with, being close to, or being contained in the same larger time unit as, the moment of speech, or the coding time. The terms past, present, and future refer to times earlier than, coinciding with, or later than, the time of the speech act. Here too, the notion "time of the speech act" has an undesired vagueness. One can imagine a skillful dentist
saying something like "This won't take long, did it?". For the interpretation of that sentence we would have to assume that whatever took place happened after the dentist started talking and before he finished talking.

We can talk about something occurring simultaneously with the speech act, or as having an extent which includes the moment of the speech act, as in "I want you to turn the corner . . . right . . . now!" for the first case, or "John lives in Chicago now", for the second case. There is a general vagueness associated with "now" like what we found for "here", but again the word "right" can narrow things down a bit. As we could say "right here", we could also say "right now". Again, in the expression with "right", the addressee is assumed to be monitoring the message as it is being produced, and is therefore able to identify the intended time point. There is another narrowing word, "just", as in "just now", but it is generally used to indicate a short period of time before the coding time. In Russian the word "sejchas" can be used to refer to a time period either immediately before or immediately after the coding time, and therefore it has the function of both "just now" and "right away." American tourists in the Soviet Union are sometimes confused by the fact that so many guides translate the Russian "sejchas" into "just now", and use it to refer to times which immediately follow the speech act time as well as those which immediately precede. "We'll visit the mausoleum just now".

Time periods that are located at measured or unmeasured distances earlier than or later than the coding time call for adverbs like "recently" or "soon", or measurement expressions like "three days ago" or "ten years from now". For something which continues from the moment of speech into the future, the word "henceforth" is appropriate; for something which is going to occur at a particular time in the future, an expression like "later on" is appropriate. The full story will reveal a large number of interesting differences between time-indicating expressions depending on whether they are used deictically. Some occur only in deictic expressions. "After a while" can be used either deictically or non-deictically, but "in a while" is used only deictically, and "after a while" is at least most natural when used deictically. I can say "I'll do that in a while", but not "I did it in a while". Expressions of later time having the form "in" plus "a" plus the name of a noncalendar time unit are used in nondeictic contexts only with completive aspect verbs, but in a deictic context they can indicate a period before the end of which the thing will happen. Thus, if I say "I did it in an hour" the meaning is that it took me an hour to do it, and that I finished doing it; if I say "I'll do it in an hour" it can have that use, but it can also mean that I'll do it before an hour runs out, even if I don't start doing it until 45 minutes from now.
We noticed in the discussion of place deixis, that there were ways of locating something within the same area as the speaker, as in an expression like "in this town", or "in this room". Similarly, there are expressions indicating the time of an event as occurring within the same time unit as the moment of the speech act, and, once again, the demonstrative "this" is called for. I must remind you here of the difference between calendric and noncalendric time units, and the difference between positional and nonpositional calendric units. If I wish to locate the time of an event within the same calendric nonpositional unit as the moment of speech, I use the word "this" with the name of that unit, with certain special qualifications regarding the day-length units. If something happened or is to happen "this week", its occurrence is in the same week as the coding time of the sentence; for something which happens "this month", or "this year", or "this century", again the pattern is the same: its occurrence is placed within the same calendric unit as the moment of speech.

For the positional calendric units, matters are slightly different. If I say that something happened or is to happen "this August", I am saying that it will occur within the August period of the calendar year which contains the coding time. If I speak of something occurring on "this Thursday", I speak of it as occurring on a Thursday of the calendar week which also contains the coding time. For the months of the year, the interpretation is fairly straightforward, because the full sequence of month names is included within a calendar year, so that there is no confusion about the identity of the first month and the last month. With the days of the week, however, things are a bit tricky, for two reasons. One is the uncertainty over whether the week begins with Sunday or Monday, the other is the dialect difference between speakers of English who use "this" plus a weekday name only for identifying times which are within the same calendar week but are later than the coding time. With the names of the seasons and with the subdivisions of the twenty-four hour day, however, it is not always clear what the larger including unit is. If I say "this afternoon", everybody knows that I am talking about the afternoon of the day which includes the coding time, and if I say "this summer", everybody knows that I am talking about something taking place during the summer of the calendar year which includes the coding time, but since there is a year change during the winter and a day change during the night, expressions like "this winter" and "this night" are not so clear when spoken during any other time of the year or the day.

There are also ways of locating an event with respect to the coding time as occurring in a calendric unit which is at such and such a distance from the calendric unit that includes the coding time. In English the word "next" indicates the unit which follows the current unit, "last" indicates the unit which precedes the current unit, the locutions "after next" and "before last" being usable for the calendric units that are two units away, in the past and in the future, from the current one. Thus we have "this week", "next week", "week after next", or "last week", "week before last". This pattern holds for weeks, months, years, as well, I suppose, as less commonly used units such as decades and centuries.
Some of the deictic calenaric units are given separate lexicalizations, and these may be different from language to language. In English, for example, instead of "this day" we have "today"; instead of "next day" we have "tomorrow" and so on. For the day subdivisions we have "this afternoon", "this morning", "this evening", but a separate lexicalization for "this night", namely "tonight". (The "night" that is lexicalized in "tonight" is the "night" period that is seen as being a part of the calendar day. In this way "tonight" differs from the expressions "last night" or "night before last".) Many languages have a richer set of lexicalizations for the deictic day names than English does, having, for example, separate words for yesterday, day before yesterday, the day before the day before yesterday, etc. The Persian system goes two days ahead and four days back; Japanese goes three days ahead and three days back and so does Russian; Vietnamese goes three days ahead and four days back; Chinantec goes four days ahead and four days back. The deictic day subdivisions might be separately lexicalized. In many languages, the word for "this morning" or "this evening" is a separate lexical item. In Chinantec, there is a separate lexical item for yesterday afternoon, and another separate lexical item for the afternoon of the day before yesterday.

Sometimes you will find a separate way of indicating a positional deictic unit depending on whether that unit contains the moment of speech or not. In English, we can say "this morning" during the morning or later on during the day. In Chinantec, on the other hand, there is one way of saying "this morning" during the morning, another way of saying it during the rest of the day.

English has something analogous to that with the names of the days of the week. There are two uses of expressions having the form "this" plus a weekday name. One is that of identifying the day as a whole, and in this usage there are no restrictions on which day of the week it can be used. Thus, if I am talking about the current Wednesday and I am speaking on that Wednesday, I can say something like "This Wednesday the weather is a lot better than last Wednesday"; but, assuming that I know today is Wednesday, I would not say "I am planning to have dinner in Santa Cruz this Wednesday". The reason seems to be that the deictic day words, namely, "today", "tomorrow", "yesterday", seem to have priority over these other expressions when you are locating the time of some event. Thus, for example, if I know it is Wednesday when I am talking, and I wish to speak of something that is to happen on the following day, it is not appropriate for me to say that it is going to happen "this Thursday", but I must say that it is going to happen "tomorrow".

I mentioned that there is one set of conventions followed by many speakers of English by which the dating expressions of the form "this" followed by a weekday name are used only of times which follow, within the same week, the coding time. For speakers of this dialect, because of the priority of the deictic day names, there is never any need for the expression "this Monday", and none of these expressions
can be used on a Saturday. This is true no matter where your week begins, because if your week ends on Saturday, there are no following days within the same week, and if your week ends on Sunday, the only day which follows Saturday is its immediate successor, and that calls for the word "tomorrow" rather than "this Sunday".

Expressions like "this Friday" or "this April" identify, in dating expressions, a positional unit within the same larger calendar unit as the coding time. Without the use of the demonstratives, expressions like "in April" or "on Friday" can be used in dating something within the named positional unit which is at a distance from the coding time or less than one noncalendric larger unit, in either the future or the past depending on the tense of the clause. Thus, if on Monday I say "I saw her on Friday", I am talking about the immediately preceding Friday; if I say "I'll see her on Friday", I am talking about the immediately following Friday.

The use of the words "next" and "last" with the positional calendric terms has speakers of English divided into an uncountable number of subdialects, and I believe the best thing to do is to leave this subject untouched.

The tense systems of a number of languages do more than simply indicate the "direction" in earlier or later time of the event but sometimes make some reference to a calendric unit. Thus, as I learned from S.I.L. linguist Robert Russell, the Amahuaca language of Peru has one tense form which identifies a period since the last full moon, and it has another tense form which means "yesterday" if it is pronounced during the morning but means "this morning" if it is pronounced later on in the day.

Digression: while I am on the subject of the ways in which the use of a linguistic expression requires the speaker's awareness of the time of day, I should point out that the traditional greetings in a great many languages are selected according to the time of day, as, for example, English "good morning" and "good afternoon" and the like. The one example of a naming expression whose appropriateness is determined by the time of day in which it is used is an example I have from Charles Ferguson and which I have managed to bring into every lecture I've ever given on the subject of deixis. In Moroccan Arabic there are two words for needle; one of them is used only in the morning, and the other is used during the rest of the day.

In my discussion of time, I referred many times to the property of its being unidirectional. It happens that with a number of deictic expressions of time, this unidirectionality is ignored. In a great many languages, for example; the word for "yesterday" is the same as the word for "tomorrow", the word for "the day before yesterday" being the same as the word for "the day after tomorrow" and so on. Hindi is one
such language. It is typical of the Shiriana languages of South America that their tenses are determined independently of the difference between past and future. The tense system in these languages distinguishes such notions as a period a few minutes from the moment of speech, a period within the same calendar day as the moment of speech, a period within a few days of the moment of speech, a period significantly more remote than that, etc., but all independently of past and future.

I mentioned earlier that many locutions about time involve spatial metaphors based on the notion of movement. It is on the moving world version of the metaphor that we can speak of the future as being ahead and the past as being behind: it is the moving time version of the metaphor which gives Vietnamese its time expressions, "the week ahead" for "last week" and "the week behind" for "next week", and so on. In English, too, we speak of "this coming Tuesday", suggesting the image that Tuesday is moving towards us, not that we are moving towards it. An expression like "Summer has come and gone", is based on the same image.

I hope to say more about coming and going in a later lecture, and I hope to be able to say something more about tense in a later lecture on discourse. Situations for which encoding time and decoding time need to be distinguished will be mentioned in my discussion of social deixis, under the general heading of taking the other fellow's point of view. At the end of my second lecture on deixis I will summarize the uses of demonstratives in English. As a "homework" assignment I invite you to try to anticipate that discussion.
COMING AND GOING

In 1965, in a paper entitled "Entailment rules in a semantic theory" [The Ohio State University Project on Linguistic Analysis, Report No. 11], and then in 1966 in an article called "Deictic categories in the semantics of 'come'" [Foundations of Language, Vol. 2, 219-227], I presented an analysis of the acceptability conditions for deictically anchored English sentences containing the motion verbs "come" and "go". The main conclusion I arrived at in those papers was that, while the directional complement of the verb "go" indicates a place where the speaker (or encoder) is not located at coding time, the destination associated with expressions containing the verb "come" requires somewhat more complicated understandings. The place to which one speaks of something or somebody "coming" is understood as a place where either the speaker or the addressee is located at either the coding time or the reference time.

In 1969, in a paper entitled "Types of lexical information" [Ferenc Kiefer, ed., Studies in Syntax and Semantics, Reidel, 109-137], I reviewed these findings and added a remark on the function of the verb "come" in sentences which are not deictically anchored with respect to speaker and addressee. In third-person narrative, my point was, the choice of the verb "come" was determined by whether the narrator regards the destination of the movement as being the location at reference-time of the central character of the episode to which the sentence has reference. Then in 1970, in a paper called "Subjects, speakers and roles" [Synthese, Vol. 21, 251-274], I repeated that claim and added that I took as syntactic evidence for it, namely, the observation that -- certain conditions being satisfied -- a single sentence cannot contain references to separate journeys with differing destinations by using the verb "come" for each journey. My evidence was that while the first of the following two sentences is acceptable, the second is not:

After John came to Bill's house, John and Bill together went over to Mary's house.

Then in 1971 I carried out a particularly significant piece of research into the meaning of these very interesting verbs. I looked them up in the dictionary.

'The dictionary' in this case, was the Oxford English Dictionary. The 'signification' part of the entry for "come" in the O.E.D looks like this:
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An elementary intransitive verb of motion
expressing movement towards or so as to
reach the speaker, or the person spoken to,
or towards a point where the speaker in
thought or imagination places himself, or
(when he himself is not in question) towards
the person who forms the subject of his
narrative.

Motion toward the speaker or the person spoken to is, of course,
motion toward the encoder's or decoder's location at coding time.
Motion toward a point where the speaker in thought or imagination
places himself can be thought of as motion toward the assumed
location of a participant in the conversation at reference time.
The case where the speaker himself is not in question is the case
of a third-person or non-person-deictically anchored discourse,
and the person who forms the subject of the narrative is the
central character that I had discussed.

In the relevant part of the definition of "go" where "go" is
seen as paired with "come", the O.E.D. has this to say:

(Where) the prominent notion is that of
destination or direction ... the verb is
distinguished from COME by the implication
that the movement is not towards the speaker,
or the person whose point of view he for the
moment assumes.

Finding out that something has been known, in its basic outlines,
for a very long time, in no way detracts from the inherent interest
that the facts may have, and I think it will be very much worth our
while to look into the semantics of the deictic motion verbs today,
between the first and second of my two lectures on deixis proper. We
will, I think, in fact, come up with a few things that are not
derivable from the O.E.D. account.

I will first of all say something about a number of general
concepts associated with locomotion; I will then characterize the
English deictic motion verbs -- "come", "go", "bring" and "take" --
with a remark or two on their kin in other languages; lastly I will
discuss the transferred uses of "come" in third-person narrative. I
mentioned in my earlier lectures the use of "come" and "go" in
expressions relating to the passing of time. I won't say more about
that today.

First, on motion. We say of something that it has moved, in the
"locomotion" sense of movement that I have in mind, if it is at one
location at one time and at another location at another time. I will
disregard the more or less self-contained instances of motion of the
wiggling and rotating sort, and I will also disregard unbounded instances of locomotion of the sort planets enjoy. I will discuss bounded motion, motion that can be characterized as having a starting point and an ending point, an origin and a destination -- what I have been calling Source and Goal. In addition to the terminals, we can also characterize or delimit in some way the intervening states which we might call, after David Bennett, the Path. (Whenever we want our discourse about these matters to sound more obscure, we may substitute for the terms Source, Goal and Path, the terms Ablative, Allative and Itinerative.)

Motion, thus, presupposes an understanding of both time and space. We can characterize the initial state as the doublet \( P_iT_i \), with \( P \) standing for Place and \( T \) standing for Time respectively, and we can identify the final state of the motion as the doublet \( P_nT_n \). The set of states \( P_iT_i \) (with "i" between 1 and n) identifies the Path.

Recall now that I introduced the notion reference time in an earlier lecture, meaning by that the point or period that is the temporal focus or background for the event or condition being described in the clause. The reference time can be made explicit by means of a time specifier phrase. The reference time for a clause indicating motion can either be a span which covers the whole period \( T_j - T_n \) or it can be identified with either \( T_j \) or \( T_n \). (It's not quite this simple, but what I'm telling you isn't all wrong, either.) Examples of sentences in which the reference time is the time of the whole journey are these:

She swam from the end of the dock to the shore.
He travelled from Columbus to Biloxi.

If we were to add time phrases like "this morning" or "last week" we would be locating the whole journey in time.

But now consider the verbs "leave" and "arrive" in expressions in which only the Goal phrase is explicitly present. I would like to say of the sentences

He left for Chicago around noon.
and He arrived in Chicago around noon.

that the reference time is \( T_j \) for the first sentence and \( T_n \) for the second. This may all seem too obvious to deserve mention, but we will find it necessary to distinguish between departure time \( T_j \) and arrival time \( T_n \) when we talk about the deictic motion verbs, as I think you will agree if you think about the sentences

He went home around midnight.
and He came home around midnight.

The time specifier in the first sentence could be understood as indicating the time he left the party, say; the one in the second sentence indicates the time he arrived home.
In the first of those sentences, we feel intuitively that there is in the setting or in the previous discourse a location that is a kind of spatial reference point for the sentence, namely the place where, say, a party was going on. What I'm saying is that for a sentence like "He went home around midnight" there is in the discourse not only a presupposed time period or c which the interpreter can anchor the sentence, but also a presupposed location -- in this case, the place from which the movement began.

Since there are so many parallels between space and time expressions, I may as well tell you about another one that I think I see. Not only can we speak of reference time, we might also find it useful to introduce the notion of reference place, the location or object that is taken as the framework or spatial reference point for what is mentioned in the clause. On the one hand the reference place can be either the location of an event that does not involve locomotion or the location of all of the points in an instance of locomotion, and on the other hand it can be either the place which is identified with the Source of the motion, or the place which is identified with the Goal of the motion. The choice is frequently determined by the semantics of the verb. Certain verbs have reference places identified with P₁, the Source (as, for example, "leave" and "go" in one of its uses), others have reference places identified with Pₙ, the Goal (as, for example, "arrive" and "come"), and still others have reference places that are not uniquely identified with either of these (as, for example, "travel" and "go" in one of its uses). In a sentence like

People kept coming and going all day.

the same reference place is understood as the arrival point or Pₙ for the "coming" and the departure point or P₁ for the "going".

This place/time parallelism exists on the deictic level as well, and the whole thing becomes fairly easy to conceptualize if we can think of a communication act as metaphorically an instance of motion -- the travelling of a message from one person to another. Whenever the time period or time span determining the center of the tense system is simply taken to be the time during which the communication act as a whole takes place, we may simply speak of encoding time. (This, of course, is the typical situation for speech, since spoken messages are usually received at the same time they are sent.) If the center for the tense system is the time the message is being encoded, we speak of encoding time, as exemplified in a written message like

I'm writing this letter on the balcony of my hotel in Debrecen.
Where the tense center is taken to be the time the message is being interpreted, we can speak of decoding time, as exemplified in

You have just read my last letter to you.

Viewing communication as analogous with motion, we can see that the encoding time is $T_1$, the decoding time is $T_n$, and the coding time in general is $T_1 - T_n$. Similarly, when sender and receiver are both "in the same place", we can speak of the encoding place, as in

It sure is nice here now, isn't it?

Where the encoder's and decoder's locations are distinct, we can speak of the encoding place, the encoder's location, and the decoding place, the decoder's location. Both are indicated in the sentence

It's nice over here, what's it like over there?

The encoding place is analogous to the $P_1$, the decoding place is analogous to the $P_n$, of the motion, and the coding place in general is simply the place which includes $P_1 - P_n$.

Now to the deictic motion verbs. What is there to say about the verbs "come" and "go" in English, and about the verbs "bring" and "take"? Description of these verbs will mention something about the location of the conversation participants, and what we need to do now is to make sure we can be clear about the details. My method will be that of proposing, disconfirming, and revising hypotheses. I will begin by considering only uses of the verbs in person-deictically anchored discourse, that is, in discourse in which speaker and addressee are "in question".

Sometimes we find, in descriptions of exotic languages, grammatical categories associated with, say, directional affixes of some sort, that are named "Toward Speaker" and "Away from Speaker". Let's take it as our first hypothesis that "come" and "bring" have to do with motion toward the speaker, "go" and "take" with motion away from the speaker.

Hypothesis I: (a) "come" and "bring" indicate motion toward the location of the speaker at coding time;
(b) "go" and "take" indicate motion toward a location which is distinct from the speaker's location at coding time.

Fancy Version of Hypothesis I:
(a) for the movements indicated with "come" and "bring", the encoder is at $P_n$ and $T_n$;
(b) for the movements indicated with "go" and "take", the encoder is at $P_1$ and $T_1$.
Nondisconfirming observations are easy to find, as, for example, sentences like

Please come in.
and Please go away.

Disconfirming sentences are also easy to find, unfortunately for Hypothesis I, as, for example, the sentences

He came here two hours before I arrived.
and I saw him go over there to way over there.

The first of these refers to motion toward a place where the speaker is at coding time, and "there" is, at the very least, a place where the speaker is not at the coding time. A hypothesis compatible with all of the above examples is that the verbs have to do with "motion toward here" as opposed to "motion toward there", the two deictic adverbs understood as having their symbolic and not their gestural (or anaphoric) senses.

Hypothesis II: (a) "come" and "bring" indicate motion toward the location of the speaker at coding time;
(b) "go" and "take" indicate motion toward a location which is distinct from the speaker’s location at coding time.

Fancy Version of Hypothesis II:
(a) for the movements indicated with "come" and "bring", the encoder is at \( P_n \) at coding time;
(b) for the movements indicated with "go" and "take", the encoder is not at \( P_n \) at coding time.

Ungrammatical sentences whose nongrammaticality is accounted for by Hypothesis II include such as

Please go here.
They went here.
Take them here.

(I restricted the way we were to understand the adverb "here" as symbolic rather than gestural. In the gestural use, as in pointing to locations on a map, these sentences are perfectly acceptable.)

But now let’s consider some more sentences. The first two do not disconfirm the hypothesis:

I’ll take it there right away.
I’ll go there right away.
But the next two that I'll give you raise some questions about the (a) part of the hypothesis, the part relating to "come" and "bring":

I'll bring it there right away.
I'll come there right away.

The destination of the movements in these cases is neither the encoder's location at arrival time, nor his location at coding time. It's not the first, because, since I chose first-person subject examples, it is the encoder whose movements are in question; it's not the second, because of the way we understand the adverb "there" symbolically.

In the case of these last sentences, the destination is understood as the place where the decoder is at coding time. If I say that I'll come there right away, what I have to be talking about is the place where you are now. In these sentences, the encoder was the mover, but even if we had taken a third-person subject, as in

He'll come there right away,

we would still have the same understanding about the decoder's being "there" at coding time.

So this leads us to reformulate the hypothesis, for the part relating to "come" to identify the destination as a place where either the encoder or the decoder is at coding time.

**Hypothesis III:** "come" and "bring" indicate motion toward the location of either the speaker or the addressee at coding time.

**Fancy Version of Hypothesis III:** for the movements indicated with "come" or "bring", $P_n$ is the location at coding time of either the encoder or the decoder.

Thus we see that the criteria by which a location can be the destination for "come" or "bring" as opposed to "go" or "take", are different from those for selecting the place-indicator "here" as opposed to "there". In the other case about either the encoding place or the decoding place.

The pronoun "we" can be understood inclusively or exclusively, as we saw earlier. In a sentence like

Can we go over there?

the pronoun is ambiguous between these two readings; but in a sentence like

Can we come over there?
the pronoun can be understood exclusively only. The destination for "come" has to include either the speaker or the addressee, but since the pronoun "we" has to include the speaker, we must conclude that the destination for that sentence is the place where the addressee is at coding time. The ambiguity of the first sentence, the un-ambiguous character of the second sentence, are accounted for by Hypothesis III.

In certain constructions, we know that the first-person-plural pronoun is only understood inclusively, as, for example, in the so-called first-person-plural imperative construction with "let's". In a sentence like

Let's go over there.

all is well, since you and I can both go to a place where I am not now; but a sentence like

Let's come over there.

is bad, because you and I cannot both go to a place where one of us already is. Again, Hypothesis III provides the principles by which these facts on ambiguity and grammaticality can be explained.

But Hypothesis III can't stand after all. There are situations in which we can talk about somebody taking himself to a place where neither speaker nor addressee is at coding time, and yet where the verb "come" is quite appropriate. Consider the case where you and I are together in the same room and I say to you,

I'll come there at dawn.

In this sentence, "there" is neither the encoding place nor the decoding place. It's not the encoding place by definition, and it's not the decoding place by hypothesis, since I asked you to imagine that you and I were together. I think it's clear that what I would have to mean by "there" in that sentence is a place where you will be at the reference time (which, with this verb, is the arrival time). On the other hand, in a sentence like

Please come there at dawn.

when said under the same conditions, "there" cannot refer to the decoder's location at arrival time, since it is the decoder whose motion is in question. For this last sentence, "there" is understood as the encoder's location at reference time.

We are ready for another formulation of our account of "come" and "bring".
Hypothesis IV: "come" and "bring" indicate motion toward the location of either the speaker or the addressee at either coding time or reference time.

Fancy Version of Hypothesis IV: for the movements indicated with "come" or "bring" $P_n$ is the location at $T_n$ or at coding time of either the encoder or the decoder.

In the examples which led up to this formulation, the mover was one of the conversation participants, the destination was the location at the time of reference of the other participant. I'm going to where you will be, or you're going to be where I will be. If the subject of the verb is somebody other than either of the conversation partners, as in

He'll come there at dawn.

the sentence is ambiguous, permitting either the understanding that you will be there when he arrives, or that I will be. In a sentence like

We'll come there at dawn.

as compared with

We'll go there at dawn.

the pronoun is unambiguously exclusive of addressee, since the sentence has to be understood as motion toward the addressee's location. Again, while a sentence like

Let's go there at dawn.

is all right, we will find it unacceptable to say

Let's come there at dawn.

I've been using the word "there" in most of these examples merely to limit ourselves to the situation in which the destination is a place where the encoder cannot be at coding time; and by placing both participants in the same location, I was able to remove temporarily from consideration the possibility that the destination was the place where the decoder was at coding time. Now if we take a sentence which has no other place-deictic or person-deictic elements apart from the verb "come" and ask ourselves under what conditions it could appropriately be used, we will come up with the conclusions that I presented in my first lecture. Thus, the conditions under which I can say to you

Johnny came to the office yesterday morning.
include the cases where I am at the office when I say it, you are at the office when I say it, I was in the office yesterday morning when Johnny came, or you were there then.

To repeat myself, the destination for "come", unless certain cases are ruled out by the presence of other deictic information, is either the encoder's or the decoder's location at either coding time or reference time. The destination for "go", on the other hand, is quite simply a place which is distinct from the encoder's location at coding time. It follows from this difference that there are many situations where either "go" or "come" would be appropriate. It's okay to say either

He'll go to the office tomorrow to pick me up.
or
He'll come to the office tomorrow to pick me up.

even when the encoder is not in the office at coding time; and, with similar conditions, these two sentences are also equally okay:

She'll go there to meet you.
She'll come there to meet you.

For these last examples I've concentrated on "come" and "go" and ignored "bring" and "take". In general, "bring" and "take" have the same possibilities as "come" and "go", with respect to their destinations, but "bring", at least in many dialects, is subject to fewer conditions than "come". I suspect that in some dialects "bring" has no deictic components at all, but is merely a destination-oriented verb having much the same syntactic nature as "deliver". Everybody agrees that

Let's come there.

is bad, but many people allow themselves to say things like

Let's bring it there.

I'm guessing now when I say that: in some dialects, the appropriateness conditions for "bring" are essentially the same as those for "come"; in some the word is like "deliver"; and in the majority dialect there is a requirement that the destination be a place where a person having some importance in the discourse is located. My evidence for this claim is that many people who would allow themselves to say "Let's bring it there" when talking about delivering a box of candy to a friend in a hospital, would not say it when talking about transporting a flag, say, to the top of a flag on an uninhabited island.

The verbs "bring" and "take", by the way, have different senses that are relevant to our discussion, and we will shortly discover a need to keep them apart. A sentence of the form "A brings B to C" is paraphrasable as either "A enables B to come to C" or "A comes to C
with B accompanying him", or "A comes to I conveying B". We may call these one enabling, the conducting, and the conveying senses of "bring", and we will notice that "take" has likewise three such senses, constructed out of the paraphrases I suggested for "bring" by substituting "go" for "come".

The enabling sense shows up in sentences like:

A grant from the Ford Foundation brought me to California.
Fifty bucks will take me to Fresno.

The conducting sense is found in sentences like:

She brought me to this party.
Please take me away.

The conveying sense is seen in sentences like:

I brought it in my pocket.
I took it to the laundry.

In some languages we find the conducting and conveying meanings separately lexicalized, but not lexicalized with the deictic motion verbs. I have in mind expressions like Japanese "turete kuru/iku" ("come/go accompanying") and "motte kuru/iku" ("come/go carrying").

Even apart from special problems connected with "bring", Hypothesis IV turns out to be unsatisfactory. Consider now sentences like these:

He came over to my place last night,
but I wasn't home.
I came over to your place last night,
but you weren't home.

as opposed to one like:

I came over to Fred's place last night,
but he wasn't home.

which is unacceptable.

In the acceptable cases, the destination of "come" is not a place where either participant is at coding time or was at reference time, but is understood as the home base of one of them. The home base need not be the home base at coding time, because we find acceptable sentences like this one:

When you lived on Sixth Street, I came over several times to visit you, but nobody was ever home.
John Lawler pointed out to me that the home base must be the person's home base at reference time, since it is not acceptable, in the home base interpretation, to say

I came over to that house about a week before you bought it.

Here is the latest version of our hypothesis for "come" and "bring", modified to include the home base notion.

Hypothesis V: "come" and "bring" indicate motion toward the location of either the speaker or the addressee at either coding time or reference time, or toward the location of the home base of either the speaker or the hearer at reference time.

Fancy Version of Hypothesis V: for the movements indicated with "come" or "bring", \( P_n \) is the location at \( T_n \) of: the encoder, the encoder's home, the decoder or the decoder's home or it is the location of either the encoder or the decoder at coding time.

But now let's look at some problems connected with sentences which make explicit reference to somebody's home -- sentences containing the adverb "home". The word can be used to indicate Location, Source, Path and Goal, as in the sentences:

Is Johnny home?
Fred left home this morning.
Sheila left for home an hour ago.
George arrived home after midnight.

(I assume that in the "leave for home" case, although the word "home" identifies the Goal, the phrase "for home" seems rather to indicate the Path.) The word "home" is to be understood as meaning "X's home", and the question I'd like us to consider now is that of identifying "X".

In the locative expressions, "home" designates the home of the person about whose location something is being said. In the motion sentences, it would appear that the home is the home of the person indicated by the subject of the motion verb. Let's represent this as Hypothesis A.

Hypothesis A: the construction Motion-Verb + "home" indicates motion toward the home of the person designated by the subject-phrase of the Motion-Verb.

There are many sentences which support this hypothesis. In
Johnny went home.

we understand it that where Johnny went was his own home. In

Johnny came home.

we have that understanding again, but this time with the additional understandings predictable from Hypothesis V. In

I'm going to go home now.

we understand, from the use of "go", that the speaker is not at home at the time he says it; and in

I'm going to come home now.

we understand that the addressee is taken to be in the speaker's home at the time the sentence is said, or that the place is also the addressee's home. Similarly, I can say to you

When are you going to go home?

only if I am not now in your home; and if I say

When are you going to come home?

it is understood either that I am in your house when I say it, or that it is my house too. All of these things are explainable from Hypothesis A and Hypothesis V.

But what about "bring" and "take"? In

I brought a lot of work home tonight, Hon.

"home" is the home of the subject of the verb, and similarly with

He took the documents home.

Hypothesis A seems to work, in other words, for "bring" and "take", too. Or does it? Look at these sentences:

John took the documents home.
John took Sheila home.

The second sentence permits the interpretation that John took Sheila to her home. To many speakers, this last sentence could also mean that John took Sheila to his home, but to every speaker, that is the meaning that would come out if we were to say:

John took Sheila home with him.
Analogously,

I brought her home.

could mean that I conducted her to her home; but the sentence

I brought her home with me.

has to mean that she ended up at my place, as the sentence

I brought the documents home.

says that the documents ended up at my place.

It looks as if Hypothesis A won't do, unless the verbs "bring" and "take" are given different grammatical analyses corresponding to their different uses, and unless the relations referred to in the hypothesis are definable from the semantic representations rather than from the surface structure.

Suppose, for example, that we relate sentences like

I brought the documents home.
I took the documents home.

with their paraphrases:

I came home conveying the documents.
I went home conveying the documents.

The subject of the motion verb is the owner of the home. The same relationship is also maintained if we relate the two sentences

I brought Sheila home with me.
I took Sheila home with me.

with their paraphrases:

I came home with Sheila accompanying me.
I went home with Sheila accompanying me.

In these cases the subject of the motion-verb is the same as the subject of the original sentence. In the third use of these verbs, however, they must be analyzed as causatives. The semantic representation of the two sentences

I brought Sheila home.
I took Sheila home.

will have to be something like
It is Sheila's home, and it is "Sheila" that is the subject of the motion verb in the paraphrase.

In short, Hypothesis A can be allowed to stand, but only with the backing of a grammatical theory which allows the coreference information needed for interpreting "home" to be determined from a semantic representation of the sentence.

But, alas, matters aren't quite that simple. It is easy to see "bring" and "take" as lexically complex, but there appears to be a similar problem with the simple motion verbs themselves. Whose homes are being talked about in these two sentences?

Can I come home?
Can I come home with you?

For the first question, the home is my home, as would be predicted from Hypothesis A; and it's a question I would ask under the condition that you are at his home when I ask it, or that it's also your home, as would be predicted from Hypothesis Y. But the question "Can I come home with you?" is a puzzler. The question can be appropriately asked when both speaker and addressee are away from the destination referred to in the sentence, and the "home" in question is the addressee's, not the speaker's. This means that Hypothesis A cannot stand, unless there is some paraphrase of "Can I come home with you?" that has "you" as the subject of the motion verb, and unless there is also some reason to believe that that paraphrase is close to the underlying structure of the sentence. A candidate for the paraphrase we are after is

Can I accompany you when you go home?

But the surface sentence had the word "come", and "come" would be inappropriate in the paraphrase. The conditions on "come" do not allow us to say things like

Are you going to come home?

when the home is the addressee's alone, and the speaker is not at the addressee's home at coding time or reference time. Exactly parallel observations could be made for sentences like these but with the participants reversed, as with

Can you come home?
Can you come home with me?

There are two problems for these sentences, one having to do with interpretations of comitative "with"-phrases in general, the other having to do with the function of "come" in comitative-phrase sentences.
it is frequently the case that the entity named by the head noun of a comitative "with"-phrase is the principal actor in the event described by the sentence, and not the companion. Thus, if there is a host/guest relationship between the Browns and the Smiths in a situation described by the sentence

The Browns had dinner with the Smiths yesterday.

the hosts are the Smiths, the guests are the Browns. In third-person motion-verb sentences like

Sheila went home yesterday.
Sheila went home with Schwartz yesterday.

it is understood that Sheila is the principal actor in the first case, the companion in the second case. I have no idea why this is so, but I know at least that it is not a phenomenon that is unique to deictic sentences. Somehow we will want to relate the sentence about Sheila's going home with Schwartz to a representation suggested by

Schwartz went home with Sheila accompanying him.

in order for the principle of Hypothesis A to make it possible to get the identity of the home-owner right.

The puzzle about the appropriateness of the verb "come" in these sentences is another matter. Notice that although the two sentences

Can you come home?
Can you go home?

have very different appropriateness conditions, the two sentences

Can you come home with me?
Can you go home with me?

have essentially the same function if they are uttered away from the speaker's home. Similar observations hold for sentences with the participants reversed. Compare the two sentences

Can I come home?
Can I go home?

with

Can I come home with you?
Can I go home with you?

An understanding of the function of "come" in these sentences will require a revision of Hypothesis V. It has to do with the use of the verb in sentences in which what is relevant is not anything about the
destination of the movement, but the fact that the principal actor is one of the conversation participants, and the sentence is about something or somebody accompanying him.

Suppose that I am planning to spend a year wandering around, far from home, with no particular destination in mind, and I want to invite you to accompany me. I can say,

Would you like to go (along)?

but I could just as well say

Would you like to come (along)?

The same options are available if you are the traveller and I am asking to be invited along. I can ask either of these two questions:

Can I come (along)?
Can I go (along)?

The revised hypothesis must take into account this new condition. I should mention, incidentally, that the companion does not need to be a conversation participant, but the principal actor does. Thus, in the sense I have in mind, it's okay for me to ask if Johnny can join you on a trip by asking

Can Johnny come (with you)?

but it's not okay to ask if I can join Fred on his trip by asking

Can I come (with Fred)?

unless some of the other appropriateness conditions for "come" are satisfied.

Hypothesis VI [Hypothesis V plus First Addendum]: "come" and "bring" also indicate motion at reference time which is in the company of either the speaker or the addressee.

I think that our account of the appropriateness conditions for "come" and "bring" is complete in respect to the occurrence of these verbs in simple sentences concerning which the identity and the location of the conversation participants are relevant. There is also a use of these verbs in third-person narrative, as I have already mentioned, in which the destination appropriate for "come" is a place that is somehow associated with the central character of the narrative at that point -- either his location at reference time or his home base. This doesn't capture it completely, however, because it's also possible to choose a reference place -- a place with which the narrator somehow
associates himself and his reader in imagination -- which has no particular association with a central character. Thus, if I'm talking about an uninhabited island in a little-known lake in Minnesota, I can talk about a loon "coming" there at night and about the waves "bringing" things to its shores. But I can only let this place continue to be the deictic center for motion verbs if I do not bring the speaker or addressee into the same discourse. After describing this island in the way I suggested, I cannot then add

I would like to come there some day.

One of the observations that I made about the deictic center in third-person discourse is that you can only have one at a time. I pointed out that it's funny to say

After John came to Fred's house, John and Fred together came over to Bill's house.

I suggested once that the recognition of the central character of an episode as reflected in the choice of "come" in English must have some functional similarity to the distinction maintained in the Algonkian languages and a few others between the "proximate" and "obviative" third person pronouns. Only one person (or other animate being) at a time can be referred to with the proximate pronoun, everybody else getting the obviative one.

Anyway, the final version of our account of the deictic motion verbs will be something like this:

| Hypothesis VII [Hypothesis VI plus Second Addendum]: |
| "come" and "bring" also indicate, in discourse in which neither speaker nor addressee figures as a character, motion toward a place taken as the subject of the narrative, toward the location of the central character at reference time, or toward the place which is the central character's home base at reference time. |

Sometimes it is said of English that the use of "come" for motion toward the addressee should be described as an instance of the speaker's taking the addressee's point of view. If assigning a deictic center can be equated with taking a point of view -- as is suggested by the use in third-person discourse -- then it may be that even in deictically anchored sentences, there can only be one deictic center for these verbs, within a single portion of the discourse.

The claim seems not to be true, but raising the question brings into light a number of interesting new issues. Suppose we are talking about somebody who lives half-way between our houses, and we are thinking about journeys that he might make from his house to your
house and from his house to my house. (I set the situation up this way merely to rule out questions about our being close neighbors and whether he is moving toward where you are is simultaneously moving toward where I am.) If both speaker and addressee can be deictic centers for "come" in the same sentence, then the addressee's point-of-view theory about "coming to see you" won't stand. It happens to be acceptable to most speakers of English to say, in the situation I have in mind, a sentence like

Either he'll come to your house to watch television tonight, or he'll come to my house to play ping-pong.

and it also seems to be okay to say

He'll come to your house to watch television, and then after the news he'll come to my house to play ping-pong.

But now I have to ask you what you think of these two sentences.

He'll come to your house before he comes to my house.
He'll come to my house after he comes to your house.

Some speakers accept both of these sentences, but a large number uniformly reject the one with "after". The hypothesis that there might be only one deictic center in conversational discourse got disconfirmed by a look at a few examples like these, but in the process I was led to this other horror. I have no idea on earth what to say about it.

It needs to be remembered that the account we ended up with is an account of the semantics of the verb "come" and "bring" in English (and, especially for "bring", not all dialects of English at that), and that words which are like these verbs in other languages might have somewhat different appropriateness conditions prescribed for them.

In many languages, for example, the "come" and "bring" verbs are appropriate for motion toward places associated with the speaker only. In these languages, when Mother calls Junior to the dinner table, Junior says "I'm going", not "I'm coming". "Coming" is motion toward me, not motion toward you. Standard Japanese is like this, but, as I've learned from Haruo Aoki, in a great many dialects -- e.g., Nagasaki -- the pattern is more like what we have in English.

It also happens that the conditions for using "come" and "go" in the accompaniment sense isn't equally free in all languages. In Albanian, I've been told, one says

Can I go (*come) with you?
Can you come (*go) with me?

My Chinese informant tells me that, in both Cantonese and Mandarin, both notions are available if the addressee is the companion and the speaker
is the traveller, but if it's the other way around, the only option is

Can I go with you?

I don't know how general restrictions of this sort are, across languages, and it's difficult to find out how it works in different languages by reading their grammars. It's something I would like to be able to look into some day.

The words "come" and "go" will come up again in my discussion of social deixis, particularly in connection with what I'll be calling "taking the other fellow's point of view". By the way of preview, I point out that in some languages in which the deictic motion verbs refer basically only to the speaker, it happens that in polite or deferential language, the deictic center can be assigned to the addressee. In Mazahua, according to Don Stuart, this applies not only to the motion verbs, but also to the place-deictic words. A polite letter written in Mazahua will say something like "I wish I could come here to visit you, but I can't get away; can you go there to visit me?", where the meaning is "I wish I could go there, and I'm asking you to come here." (I've invented the example, but I believe it's not misleading.)

With my next lecture I'll return to general questions of deixis.

Postscript I: The "tag along" sense of come, provided for in the Hypothesis VI version, mentions the speaker and addressee, but in this case, the relevant conversation participants are not necessarily the speaker and addressee at the performative level. This is indicated by the unacceptability of the second clause in a sentence like: "Fred asked Mary to come with him to Tahiti, so she came with him."

Postscript II: David Peizer has pointed out to me some of the syntactic consequences of associating the reference place for "go" with the Source, for "come" with the Goal; I believe that Jeff Gruber has made similar observations somewhere. They have to do with the fact that, if the reference place is something which is established in the discourse, sentences in which the speaker implies ignorance of the reference place are bad. The principle predicts, therefore, that sentences like "Where did he go?" are all right, but "Where did he come?" are bad (in the motion-verb sense of "Come"), and, similarly, that "He went to somewhere" and "He came from somewhere" are acceptable, while "He went from somewhere" and "He came to somewhere" are not.
DEIXIS II

My last general lecture on deixis dealt with place deixis and time deixis. Today I will take up the topics of discourse deixis and social deixis. I will begin with the former.

Discourse deixis has to do with the choice of lexical or grammatical elements which indicate or otherwise refer to some portion or aspect of the ongoing discourse -- something like, for example, "the former". Most commonly, the terms of discourse deixis are taken from systems of deictic and non-deictic time semantics, for the very good reason that any point in a discourse can be thought of as a point in time -- the time at which that portion of the discourse is encoded or decoded -- with preceding portions of the discourse conceived as occurring earlier in time, later portions thought of as occurring later in time. Expressions in discourse deixis taken directly from non-deictic time semantics are words like "earlier" and "later", and phrases like "the preceding X" and "the following X". That is, an expression like in the following paragraph is analogous to "on the following day".

A point in the development of a discourse can be taken as the coding time, so that such deictic time notions as the oriented tenses are completely appropriate for discourse-deictic locutions. "In the last paragraph we saw ..." is an example with the discourse point taken as general coding time; "in the next paragraph I will show ..." is an example using encoding time; and "in the last chapter you saw that ..." is an example using decoding time.

The deictic time expressions "this", "next" and "last" that are appropriate for portions of discourse are those that are appropriate for calendar units in the time semantics. "In the last paragraph" is like "last week"; "in the next chapter" is like "during the next month"; and "This sentence contains five words" is a little like "This week contains three legal holidays".

There are a few discourse-deictic elements which are peculiar to written discourse. Examples are "above" and "below" in English, or their equivalents in Japanese, "izyoo" and "ika". The image in both the English case and the Japanese case is based on the written language, but the two languages differ in acceptability of the written-language form in spoken discourse. In Japanese formal speech-making, the words "izyoo" and "ika" are quite appropriate; but in English the only people allowed to refer to what they have just said as the above" are those irritating professors who insist on reading their lectures to class.

The word "this" has the function I mentioned above, as in a sentence like "This sentence contains five words", which was said to be like the use with deictic calendric time units. A special function that it has in speech is similar to the visual gestural use in a sentence like "Hers was about this big"; what I have in mind is the use of a sentence like "She spoke about this loud", a sentence in which the degree of loudness o. its performance constitutes the demonstration referred to by the demonstrative.
The demonstratives "this" and "that" have additionally their uses in referring to an immediately preceding and an immediately following portion of the discourse, respectively. The phenomenon is not limited to discourse, but to anything at all occurring close to the coding time -- either something which the speaker performs or some happening which is observable at the same time by encoder and decoder. Thus, I can introduce my frog act, or I can introduce my explanation of something, by saying "This is my imitation of a frog" or "This is my explanation" respectively; similarly, I can post-announce my frog act or my explanation by saying something like "That was my imitation of a frog" or "That was my explanation". It seems to me that there is much in common with this particular usage and the distinction between the coreferentiality use of "this" and "that" by which, with "this" the idea is that one of the participants knows what it is that is being referred to but the other does not, and with "that" it is assumed that both encoder and decoder know what is being talked about. A passage with "this" in the function just mentioned is:

I met a friend of yours last night. Well, this guy told me some pretty interesting things about you.

A passage with "that" in the "both-of-us-know" function is:

Remember the man who sold us those football tickets? Well, that guy told me...

The forward-pointing and backward-pointing demonstratives of discourse deixis are similarly distinguished, I think, because when I say (just before giving my explanation) "This is my explanation", I know what it is but you don't; but when I say "That was my explanation", we both know what it is.

This is true in general, but the distinction is obscured by the fact that "this" also has, more so in some dialects than in others, a backward-pointing function as well as a forward-pointing function. The backward-pointing function was illustrated in the first clause of the last sentence. There appear to be tense restrictions of some sort associated with the use of "this" as opposed to "that" in backward-pointing discourse deixis, as is suggested by the fact that it is more acceptable to say "This has been an interesting course" or "That was a brilliant lecture" than to say "This was an interesting course" or "That has been a brilliant lecture" when spoken by me to my professor immediately after his penultimate lecture.

In cases where a preceding portion of a discourse contains a list of two items, many languages have special devices for referring to the elements in the list. In English we have the words "the former" and "the latter". In a number of other languages -- including French and German -- the demonstratives have that function, the proximal demonstrative used to mean "the former", the distal demonstrative used to mean "the latter".
In discourse deixis there are also sometimes special ways of referring to the encoder or the decoder, but this, I would guess, has more to do with gentility conventions about personal references in writing than with grammatical realities that should be of interest to us here. There is not much more, gentle reader, to say about discourse deixis, in the opinion of the present author, than what has already been said. (It occurs to me that it ought to be fairly easy for people to figure out how much of this lecture was delivered orally and how much was added in the writing up.)

The subject of discourse deixis can lead fairly naturally to the subject of discourse analysis, and that, in turn, can lead naturally to our next topic, social deixis.

A typical view of discourse analysis has it that its goal is the presentation of the total design of a text. That aspect of discourse analysis which gets suggested by the 'moving finger' or 'moving coding time' idea emphasizes the need for a technique which will allow the analyst to characterize the discourse at any point in its development. For example, it ought to be possible to choose any point in a discourse, to identify the current message, to specify what is being communicated at that point, what is being presupposed, which of its presuppositions are established in earlier portions of the discourse, which of its presuppositions are challenged or revised in later portions of the discourse, and so on.

And where discourse analysis of the sort I have in mind is applied to samples of conversation, the kinds of observations the analyst will find himself making will lead directly to a consideration of social deixis.

The analysis of conversation can be carried on at two levels: the one I will call external, the other internal. The external analysis of conversation deals with the mechanics of conversation -- the pacing, the manner of choosing the next speaker, the pausing between and within contributions to the conversations, the devices that are used for initiating and terminating a conversation, the ways in which clearance cues are issued which allow the listeners of a conversational group to know that the 'floor' is clear, the ways in which a participant knows that it is his 'turn' to speak, and so on. The study of these sorts of things belong more appropriately, I would guess, to such other disciplines as the ethnography of communication, the sociology of small-group interaction, ethnomethodology, Victor Yngve's 'state-of-mind theory' [Victor Yngve, "On getting a word in edgewise," Papers of the Sixth Regional Meeting of the Chicago Linguistic Society, 1970, pp. 367-377], and interaction chronography [Joseph Jaffe and Stanley Feldstein, Rhythms of Dialogue, Academic Press, 1970], than to linguistics proper; but I feel sure that linguistics can profitably draw from these studies in many ways.
After three tries, the newsman stops retrieving the same ball and takes out another one. This one has the same fate.

The external analysis of conversation deals with such matters as: when does one participant decide to make a contribution to the conversation; how does he gain the attention of the other participants; how does a participant know when it's his turn; what does he do to guarantee that he will have a turn; how does a participant change the topic; how does the conversation get terminated; and so on.

Any of these topics offers enormous possibilities for research, and the people who work in these areas can sometimes find a great deal to say about what superficially looks like extremely small matters. Take, for example, the English greeting "hello" and the hesitation-pause utterance "uh.

Harvey Sacks, the ethnomethodologist at Irvine, has a great deal to say on the function in conversation of the hesitation-marker "uh." He has noticed that participants in a conversation are less tolerant of pauses if the pauses occur between two successive contributions to the conversation than if they occur within one person's contribution. The main function of "uh" is to signal "it's my turn" ("my ball is in the air"). In the middle of a contribution, the "uh" indicates that the current speaker has more to say and that the pause is not to be construed as indicating that his speech has ended. At the beginning of a contribution to the conversation, the "uh" has the function of claiming the floor. If you speak to me and I say "uh", I am indicating to you that I'm going to take my turn, but you have to wait until I think of what I want to say.

(One way of checking out the functional importance of this turn-holding syllable is to do something which violates the expectations that are associated with its normal use. I once conducted an experiment with my linguistics colleagues at Ohio State during a luncheon faculty meeting. In the middle of the meeting I said "uh", and everybody else remained silent, waiting for me to say something. I happened to be chewing food at the time, so I pointed to my cheeks and went on chewing. My conversation partners waited while I finished chewing, and looked toward me expectantly when I finally swallowed. I then took another forkful of food and resumed eating. The reaction indicated to me that having said "uh", I had claimed the floor, so the people I was in conversation with had the right to expect me eventually to have something to say. By violating that expectation, I offended some people and amused others; and we all became aware of one of the techniques of conversational interaction that can be used unfairly.)

Apparently the length of the pause that is tolerated between one person's contribution to the conversation and the next person's varies from culture to culture, and, I would expect, from individual to individual. I have heard of several cases of cross-cultural difficulties between native speakers of English and speakers from other cultures in which conversational pacing is at a more reduced tempo. The speaker of
English frequently feels the need to say over again what he has just said, on the theory that his interlocutor's silence is due to a problem of hearing or attention.

A particularly interesting study of one aspect of the mechanics of conversation is Emanuel A. Schegloff's "Sequencing in conversational openings" [American Anthropologist, Vol. 70, 1968, pp. 1075-1095], derived from his dissertation The first five seconds. The study is about the mechanics and functioning of the summoning and answering elements at the beginning of a telephone conversation -- what we might refer to as the establishing of person-deictic anchoring. One of the interesting observations that Schegloff makes about English is that certain problems of communication over the telephone are enhanced by the fact that the word "hello" is used both as a summons and as an answer to a summons. When there's a bad connection, one person shouts "hello" and what he gets back is a lot of noise and the sound of the other person shouting "hello". He doesn't know, if he assumes the connection is bad for both partners, whether the "hello" he has just heard is an answer to his summons, in which case it's his turn to say what he wanted to say, or whether the person's "hello" is a summons, in which case he must say "hello" as an answer to that summons. If our language had separate words for calling and responding, like "chemdo" and "boogee", such a problem could not come up.

By the internal analysis of conversation I mean, on the one hand, the analysis of what conversation partners are doing to each other by means of their contributions to the conversation and, on the other hand, the devices by which the utterances that speakers produce establish or reflect information about the identity of the conversation partners, the nature of the social context, or the social relations between the partners. The former has to do with conversation rules in the sense of Paul Grice, Bill Labov, and the Lakoffs, as well as the principles for characterizing speech acts in the style of John Searle; and the latter is social deixis. The two are obviously closely related, since the sorts of considerations one needs to pay attention to in describing speech acts and the various types of conversational exchanges include all of what one needs to keep in mind for descriptions of social deixis.

(The ways in which the quality of conversation is affected by whether or not social deictic anchoring is established is well understood by the leaders of a social movement that has drawn a great deal of attention to itself in recent years, especially here in California, namely the encounter group movement. One of the techniques used by the practitioners of this movement is that of urging its participants to limit their discourse to sincere person-deictically anchored sentences in which the reference time is identical to the coding time. (They have, as you may know, less accurate ways of describing it, but there is no doubt that the use of this technique has drawn heavily from recent advances in deictic theory.) The way it works is something like this: One of the participants says something like "life is rotten." The leader, on hearing this, says that the participant has failed to produce a sentence which satisfies the anchoring
criteria. The participant tries again, this time changing it to "I am telling you now that life is rotten," The leader explains that the criteria for producing a person-deictically anchored sentence are not satisfied merely by making the performative level explicit. The participant tries again, this time saying "My life is rotten." The leader gets him this time on the truthfulness and reference-time criteria. "Here you are," he says, "drinking organic apple juice, soaking in a hot tub, surrounded by people who love you, and you tell us that your life is rotten. How can you expect us to believe you?" Through a few more exchanges of this sort, the leader gradually gets the participant to create a sincere fully centered utterance, which is usually something like "I want you to feel sorry for me. Please come and give me a hug." At last he has produced a sentence which established a relationship between speaker and addressee that is relevant to the moment of speech.

Social deixis, then, is the study of that aspect of sentences which reflect or establish or are determined by certain realities of the social situation in which the speech act occurs. The places to look in a language for information on social deixis include: the devices for person marking, such as the pronouns of English and most other languages; the various ways of separating speech levels, as seen, for example, in the distinctions found in so many of the languages of East Asia between plain, polite, honorific and humble speech; formal distinctions in utterances of various types that depend on certain properties of the speech act participants, as shown, for example, in the imperative sentences in Biloxi, as described by Mary Haas [in this language, imperative sentences have separate forms depending on whether they are spoken by a male to an adult male, by a female to an adult male, or whether it is spoken by anybody to an adult female, or by anybody to a child. Mary R. Haas, "Men's and women's speech in Koasati," 1944, reprinted in Hymes, D. H., Language in Culture and Society, 1964]; the various ways in which names, titles, and kinship terms vary in form and usage according to the relationships among the speaker, the addressee, the audience and the person referred to; the various ways in which linguistic performances can count as social acts, as in insults, greetings and expressions of gratitude; the ways in which linguistic performances can accompany other social acts, such as the "There you go," of the waitress and the "Upsy daisy" of the playful father; and, lastly, the various devices that a language provides for a speaker to be able to establish and maintain a deictic anchoring with a given addressee.

This description, as you see, absorbs what I earlier called person deixis, as well as many aspects of the external analysis of conversations and many aspects of the analysis of speech acts.

In studying social deixis, there are various approaches that one could take. I could begin, for example, by considering grammatical forms of a particular type and exploring their functioning in conversation and the social contexts in which their use might be considered
appropriate. For example, we could consider the set of pronouns which a language has, or the greeting patterns that exist in the language community, and talk about the speech-act functions in which these play a role as well as the social contexts which limit or determine their appropriateness. Or instead we could take the various speech functions, such as attention-calling, thanking, identifying oneself, referring to one's addressee, etc., and, for each of these, talk about the various forms which serve this function under specific social conditions. Or, thirdly, we could take specific defined social contexts, as, for example, a conversation between two high-status individuals who have not met each other before, and discuss the linguistic forms which are appropriate in this context for carrying out the various possible speech-act functions which conversations between these two individuals could be said to exemplify. In one way or another, I will be using each of these approaches.

Suppose we begin with pronouns. In English, the words for identifying the speaker and the addressee of a conversation are simple "I" and "you", with somewhat more variety possible if the speaker is a Quaker or if the addressee is a divinity. Another complexity, to be sure, is found in the so-called first-person-plural pronoun "we", but we have already talked about that. I mentioned that it is ambiguously inclusive or exclusive of the addressee, and I discussed something about contexts in which it does not get disambiguated. There are one or two other things worth saying about this pronoun, one being that in its singular use -- its use on the part of editors, clergymen and royalty -- the grammatical rules of English sometimes recognize it as singular, sometimes as plural. The verb agreement processes treat it as plural, the choice of the reflexive morpheme treats it as singular: the reflexive form of singular "we" is "ourself" and not "ourselves". Another fact about English "we" that should be mentioned is that the group of individuals included in the scope of the pronoun need not all be human. In English, but not in certain other languages, it's possible for me to ask "May we come in?" when I'm speaking for me and my pet beaver.

Japanese, by comparison with English, offers a lot more variety. There are in that language a great many person-indicating words, the choice among which depends on such factors as age, sex and social status of the conversation participants; the social relationships that hold between them; the degree of intimacy or formality of the conversation; and combinations of these factors.

To look at some examples that might be closer to home, let's take the case of the formal and informal second person pronouns that we find in so many European languages. Following the justly famous study of Brown and Gilman [Roger Brown and Alfred Gilman, "The pronouns of power and solidarity," in Thos. A. Sebeok, ed., Style in language, MIT Press, 1960, pp. 253-276] we can use the symbols 1 for the informal pronoun and V for the
formal pronoun. The pronouns referring to the addressee have both symmetric and asymmetric uses in two-party conversations. The symmetric cases include that in which two people exchange T and that in which two people exchange V, the asymmetric case is the case in which one person gives the other person T but receives V from him. What the Brown and Gilman study has shown is that even in language communities which are as much in contact with each other as the French, German and Italian, the social conditions calling for one or another of the pronoun usage patterns differ a great deal. (For details, see their article.)

According to an extremely interesting study of pronominal usage in 19th century Russian novels by Paul Friedrich ["Structural implications of Russian pronominal usage," in Wm. Bright, ed., Sociallinguistics, Mouton, 1966], there are ten factors which determine the appropriateness of one or another of the pronominal usage patterns. These are: the topic of conversation, the social context, the age or sex or generation of the conversation partners, the kinship relationship between the partners, shared membership in a dialect or social group, the possession of relative jural or political authority on the part of one of the participants, and the degree of emotional solidarity between the two. What Friedrich was particularly interested in is in his study was an analysis of the phenomenon he called "breakthrough", the process of changing, as a concomitant of a changing social relationship between the two individuals involved, from one pronominal usage pattern to another.

Certain sorts of changes in these patterns do not count as breakthroughs in this sense, being determined instead by one of the other factors. The case where army officers will exchange V while talking about military matters and will later exchange T when their conversation is social is a case that is accounted for by the factor of 'topic of conversation'. An example of a breakthrough, on the other hand, is found when two officers exchanging T while having a drink together will suddenly switch to V when one of them feels insulted and issues a challenge to a duel. The sudden loss of emotional solidarity between them is reflected in the switch from exchanging T to exchanging V.

Pronominal usage breakthroughs can occur when people are establishing a new degree of intimacy in their relationship, in which the pattern becomes one of exchanging T. When a newly defined social equality is set up between two people, they can switch from the asymmetric pattern to the pattern of exchanging T. Insults can arise either by switching from V to T or by switching from T to V. A switch from V to T can indicate that the speaker withdraws respect from his addressee; a switch from T to V can indicate that the speaker rejects previous assumptions of emotional solidarity with his conversation partner.

There is sometimes a long period of fluctuation in a breakthrough. One of the types of breakthrough that occurred in Friedrich's material was what is found in the conversations of partners in a love affair.
During the period when the new relationship is not yet firmly established, there is unease and fluctuation in the use of the pronouns. This unease comes from the fear of committing one or another of the pronoun-switching insults. One partner fears that if the other expects I and receives you, he will think that the move toward greater intimacy is being resisted; on the other hand, the other partner fears that if the other expects you and receives I, somebody is being a bit presumptuous. The pronoun usage fluctuation, and the accompanying unease, with people who are redefining their relationship is that of not knowing what the other person's expectations are.

One interesting question related to the use of pronouns in those languages which provide a two-way distinction of the sort I have been discussing is whether the users of the language do or do not have any clearly defined way of using the pronouns in conversations with God. I talked about this with some SIL missionary linguists in Mexico and found that in some of the Indian languages of Mexico it is completely obvious to the speakers that God must be addressed as you; to others it is completely obvious that God must be addressed as I. Things are not that certain for other languages. Until recently, if you addressed God as "tu" or "vous" in French, it depended on whether you were a Protestant or a Catholic. In short, to restate the theme of the Brown and Gilman study, knowing merely that a language has a distinction between two second-person pronouns of the type called formal and informal is not at all the same as knowing what the social and emotional significance of the use of these forms might be.

The sort of breakthrough that Friedrich studied in connection with Russian pronominal usage is, of course, not limited to pronouns. There are other devices by which the participants in a conversation call or refer to each other besides the use of pronouns, and conditions very similar to those involved in the choice of pronouns in the studies of Brown and Gilman and Friedrich are also involved in the ways in which names and titles and kinship terms are used.

An example of a symmetric way of exchanging names is that by which both partners use first names, or that by which both partners use a title and the family name. An example of an asymmetric usage is the case where one calls the other by his first name but is addressed by the other with his title and last name.

Here, too, there are the same sorts of difficulties in switching from one pattern to another. Let's suppose, for example, that I have always called you Dr. Smedlap, and you have always called me Herschel. It happens that once an asymmetric naming usage has been established between two individuals, it is very difficult to change. Certain ways of bringing about the change are more difficult than others. As the one who has been at the lower end of the relationship all these years, I would find it difficult to initiate a change in either direction. It would be presumptuous of me to say "Dr. Smedlap, would you mind if I called you Sam from now on?" and it would be difficult in another way if I were to say to you "Instead of calling me Herschel, I'd prefer it
"if you called me Dr. Bramble from now on."

But initiating a change would be difficult for you, too. One of the things that people do in conversation, especially in the English-speaking world, is to maintain stratification masking. If you say to me, "Please call me Sam instead of Dr. Smedlap," the very act of saying that is an acknowledgement of the social difference that exists between us, and that is what would make it difficult for you. The change to less formality can be made easy, however, if you decide to make a joke about it. "Hey, man, let's cut this 'doctor' bit. My name is Sam." That would do it, but this time, the very act of making a joke about it might be seen as implying a greater degree of emotional solidarity than you would like. You might not want to get that close to Herschel Bramble.

With these last examples I've been concerned mostly with terms of address. Similar problems exist with terms of third-person reference where the choice of an appropriate term depends on the sorts of social relationships that obtain among the speaker and the addressee and the person referred to. The situation comes up as an embarrassment, most typically, whenever the gentleman is expected to order dinner in a restaurant for his companion. Suppose I am in an elegant restaurant and the waiter comes up, looking at me, and asks if I am ready to order. Since in the English of people over thirty the use of a personal pronoun as a term of first reference is considered rude, I would find it difficult to say "She's going to have a cheeseburger." The clause has to have a subject, but the alternatives also seem awkward. The versions "My wife will have a cheeseburger" or "Mrs. Willoughby here will have a cheeseburger" are awkward because of the fact that it seems inappropriate and unnecessary for somebody to introduce his wife, or Mrs. Willoughby, even, to the waiter in a restaurant.

I have tried to find out what different people do in this situation, and I have come across a number of solutions. There are some men who would avoid the dilemma by speaking to the companion, expecting the waiter to overhear their conversation: "Let's see, you wanted the cheeseburger with everything, right?" Another solution is for him to order for himself whatever it is that she wants: "That'll be two cheeseburgers, please." A better solution is for him to order the same thing for both of them, and then change his mind about his own order: "That'll be two cheeseburgers. No, on second thought, make mine a carrot-and-raisin salad." The most common solution, according to a waitress I interviewed, is a strange kind of pretended formality using the phrase "the young lady". But it's also common for people to make a joke out of it: "Her ladyship will have one of your superb cheeseburgers." My point is that for people who sense the various nuances of terms of personal reference, there is no easy or natural or 'unmarked' way of choosing a third-person subject for sentences of the type you need for ordering somebody else's dinner. (There are, therefore, good sociolinguistic reasons for supporting W. L., in addition to all the other reasons. She can order her own meal.)
Kinship terms, used for personal reference, have different versions depending on the relationship between the speaker and his addressee. The use of a possessive pronoun with a kinship term, or kinship term plus name, depends on whether or not the two partners in the conversation belong (in reality or symbolically) in the same family. People are often talked about this somewhere. A child refers to a certain woman as "Mommy" when he is talking to somebody who is a member of the same family, somebody like his father or his big sister, but when he is talking to somebody outside of his family, he must say "My mommym". In Japanese one tends to use the honorific or honorific-endearment kinship terms when talking to members of one's own family, but the humble equivalent when talking to people outside of the family.

In English, the assumptions associated with the use of a possessive pronoun with a kinship term allow the possessive to be used insincerely in some cases, cases where the relationship is perfectly clear but the speaker, probably as a joke, wishes to act as if one or another of the partners does not have the mentioned relationship to the individual referred to. I have in mind conversations between husband and wife about young daughter Peggy. When Peggy does something particularly praiseworthy, the father says to the mother, "Look at what my daughter did." When Peggy does something offensive, however, the command becomes, "Look at what your daughter did."

Attention-calling is carried out in different ways depending upon whether a person with whom one wishes to establish person-deictic anchoring is known or unknown and whether the discourse is polite or impolite. Some general titles can be used for attention-calling, others cannot. "Miss" can be used in polite attention-calling, "Mister" in impolite attention-calling, but "Mrs." not at all. The pronoun "you" can be used, but it is impolite. When the addressee is known to the speaker, a name or more specific title than Mr. or Miss is appropriate. The choice between a name or a title depends on the relationship between the partners, and certain informal titles may depend on various combinations of factors. "Doc", as claimed by Erving Goffman, combines deference and male solidarity, for example.

Titles can be used for address or third-person reference in English, but in many languages they can also be used for second-person reference. Sometimes there are separate forms for address and reference, as between "the Reverend" and "Reverend". Sometimes people use titles for identifying themselves, but there appears to be both social class and individual variation in this. Many people use the title "Mr." when talking about themselves ("I'm Mr. Jones"), while many others could never imagine themselves doing that. The title "Dr." is always used in self-identifying by medical
doctors, but usually not by holders of other sorts of doctorates. If you hear somebody say "I'm Dr. Smith" you can usually assume that he's either a medical doctor or an education school professor.

There are many ways of referring to people which can best be thought of in terms of the speaker's taking the addressee's point of view. In particular in conversation with small children, the words used for identifying members of the child's family are the words that it would be appropriate for the child to use. A mother, thus, when talking to her small child, will refer to herself as "Mommy", to her brother Will as "Uncle Willy", to her father as "Grandpa", and so on, each time taking the word which would be appropriate for the child to use rather than the word which would be appropriate for her to use. In referring to the child, the child's name is sometimes used, but if a pronoun is used, it is always "you", the pronoun that takes the speaker's point of view. A Japanese mother will refer to her small son, when talking to him, as "boku".

A different sort of thing occurs in the peculiar symmetric naming pattern between parents and children that occurs in Arabic, as I have learned from Charles Ferguson. In this case the pattern is not limited to conversation with children. A woman's children call her "Mama" but she also calls each of them "Mama". A man's children call him "Baba", but he, symmetrically, calls each of them "Baba" too.

There are several different ways in which, for the establishment of person-deictic anchoring, the speaker identifies himself to the addressee. The various patterns in English can be illustrated by "It's me", "This is Chuck Fillmore", "I'm Chuck Fillmore", "My name is Chuck Fillmore". The order I've listed them in reflects a range in how easily the addressee can identify the speaker. In the case of "It's me", my addressee must know me well enough to be able to recognize my voice. It's something that I would use only when the sound of my voice is the only evidence you have as to my identity: I'm talking on the telephone, or my hair turned gray overnight and I no longer look like my old self. At the other extreme, if I say "My name is Chuck Fillmore" I have no reason to assume that you have ever heard of me before. The one with "this" is particularly interesting. The conditions under which it is appropriate for me to introduce myself with the locution "This is Chuck Fillmore" seem to be these: (i) the communication is by voice (i.e., not by a letter, say); (ii) the communication situation is not face-to-face; and (iii) I have reason to believe that you will recognize the name. This way of introducing oneself is appropriate over the telephone, over the radio, or on television. Sometimes on television, the pretense is made that the performer/audience relationship is face-to-face, so it is just as appropriate to say "This is Walter Cronkite" as it is to say "I am Walter Cronkite", but the former is more appropriate over the radio. The requirement that the conversation be face-to-face is not the requirement that the individuals see each other, because people meeting each other in total darkness would not use the expression with
"this", nor would blind people. I would not call up some complete stranger, somebody who had no reason to know my name, and begin our conversation with "This is Chuck Fillmore." I have noticed that some telephone salespeople make use of the presupposition unfairly. About three times in the past year I've received phone calls from salespeople who begin their pitch with "Hello Charles, this is Harry Schwartz." If the conversation had not begun with an appropriate term of address, I would have suggested right away that he had the wrong number. The introduction with "this", however, added to the near appropriateness of the "Hello, Charles" had the effect of making me think that this was somebody that I was supposed to know. Out of embarrassment, I would listen to him much longer than I would have if I had known instantly that it was a sale pitch.

(Remember that the "this" of the participant-identifying locutions was one of those words that switched roles between assertions and questions. "This is Harry Schwartz" means "I am Harry Schwartz", but -- in American English, but apparently not in British English -- "Is this Harry Schwartz?" means "Are you Harry Schwartz?" In Britain one would say "Is that Harry Schwartz?" and would regard the question "Is this Harry Schwartz?" as a part of a guessing game. It's conceivable that this use of "this" is a way of taking the addressee's point of view, because it is not appropriate in combination with a clear addressee-indicating pronoun like "you". It's okay to say "is that you, Harry?" but not "Is this you, Harry?" when trying to get the person on the other end of the line to tell you who he is.)

The phenomenon of 'taking the other fellow's point of view' has come up two or three times in these lectures, and it might be interesting now to summarize the sorts of things which serve this function and to add one or two observations that have not been brought up before.

I mentioned today the special use of kinship terms when talking to children, terms which are those the child would use, not those the speaker would ordinarily use. And I also mentioned the addressee-referring use of Japanese "boku", a boy's word for "I".

I mentioned in an earlier lecture that I had learned from Don Stuart that in the Mazahua language of Mexico, a language in which the movement verbs of the "come" pattern refer basically to motion toward a location identified with the speaker, there is a special way of switching the place-deictic center from the speaker to the addressee in deferential language. Ordinarily one would say "I am here and people come to me. You are there and people go to you." But in deferential uses of language, as in some letters Stuart has received, one uses the place-deictic words with the poles reversed.
as if 'you are here, people come to you. I am over there, people go to me, as William James has told me that it is. This switching of deictic centers is possible in letter-writing but not in other forms of communication. If you invite me over to your house and I accept the invitation in that, my answer will be something like "I will go there" if I give it over the telephone, something like "I will come here" if I get it by mail.

The shift of the place deictic center in letter-writing in some languages is analogous to the way in which the authors of writings can identify the time-deictic center with the time in which the material is being read as opposed to the time at which it is being written. That is, if I am writing to you and I can let the central time for the tense system of my sentences be either the time I am writing the letter or the time you are reading. Suppose, for example, that I write you a letter before you take your vacation, and I know that you will receive the letter after you return. If I say "I hope you have a good vacation", I have taken writing time as central, but if I say "I hope you had a good vacation", I have taken reading time as central. In English letter-writing conventions there are generally both possibilities, but apparently if the writer's current activities are mentioned in the letter, the writing time needs to be central. In the epistolary Latin of Cicero, by way of contrast, this was not necessary because the writer's activities at writing time were by convention assigned a past tense, the time that is past to the writing time assigned the pluperfect tense. [See Robin Lakoff's recent article, "Tense and its relation to participants," Language Vol. 46, 1970, pp. 838-849.]

It has seemed to me from time to time that the gestural use of certain demonstratives is different depending on whether the speaker takes his own point of view or the addressee's. I suggested earlier that in cases of precise indication, the proximal/distal opposition for demonstratives get 'neutralized', but there might be something to say in favor of the point-of-view explanation. If I am indicating a sore tooth when talking to a dentist I can say either "It's this one" or "It's that one." I have the feeling that the second of these acknowledges the addressee's point of view.

I once even thought that a way of testing this hypothesis could be devised in connection with a non-linguistic analog of the point-of-view problem, namely the choice of ways in which we can indicate to somebody that there's a smudge on his face.

Suppose I have a smudge on my left cheek. Some people in telling me about it will point to their left cheek, others will point to their right cheek. The latter are regarding themselves as mirrors and are taking my point of view -- or so I thought, anyway. (It may be that they're just having the left/right problem that some people, especially very young children, have in face-to-face interaction.) Anyway, what I thought was that if people tell me about a smudge on my left cheek by pointing to their right cheek they would be more inclined to say
"It's right there" than "It's right here", and that people who tell me about it by pointing to their left cheek would be more likely to say "It's right here." Not only do I no longer have much confidence in the hypothesis, but I am unwilling to carry out the experiment. One way of doing it, one might think, is to go around, pointing to one's left cheek, and telling some people "You have a smudge right here" and telling other people "You have a smudge right there" and notice which cheek they decide to wipe off. The approach doesn't work, because men, and women who don't wear makeup, simply rub their hands over both cheeks, and women who wear makeup go to the ladies' room. The other way to conduct the experiment would be to walk around with a dirty face and see whether people will talk to me about it; but naturally I'm unwilling to do that.

As I mentioned earlier, other places to look for information about requirement: on social contexts for linguistic performance is in the description of the various types of speech acts -- such things as greeting, apologizing, insulting, promising, and giving thanks. There is no end to the examples one could give, but just to illustrate the sorts of problems that might come up, let's consider greetings and thanks.

English has a number of time-of-day greetings, and these can be specified according to whether they can be conversation-initiating (like "good morning") or conversation-terminating (like "good night") and the like. In a number of other languages, the greeting patterns reflect more sorts of social realities. A typical Zapotec pattern is one by which, when meeting somebody outdoors, one says either "Where are you going?" or "Where have you been?". Notice that in order to know how to perform a greeting in this language, you have to know where the person you are addressing lives -- because only then can you know whether he's walking toward his home ("Where have you been?") or away from his home ("Where are you going?"). In the Mixe dialect studied by John and Shirley Lyons, when you meet somebody outdoors you notice whether the person is older than you or younger. If he's younger, forget it, because he'll greet you. If he's older, you notice whether he's walking uphill, downhill, or on a level. When he reaches the appropriate distance you say, say, "You are going uphill". When somebody comes to your house, you have to know where his house is, in respect to yours, in order to welcome him, because the way to welcome somebody to your home is to say "You have come downhill" or "You have come uphill" or the like.

For expressions of gratitude, let's consider just the two English expressions "Thank you" and "You're welcome". In English, but not in all languages, it is appropriate to express thanks when somebody has made a gift, performed a favor, given praise, or made
an inquiry into one's health. In some languages the equivalent expression is much more limited, and in many languages one would not say "Thank you" on being praised or commended.

The response "You're welcome" is sometimes described as a kind of conditioned response to the linguistic stimulus "Thank you", but it is actually nothing of the sort. It is appropriate to say "You're welcome" when you have been thanked for a gift or a favor, but not when being thanked for praise or an inquiry into one's health and happiness. For example, if he says to her, "You have very lovely legs" and she says "Why, thank you", he does not then say "You're welcome". If she says to him "How's your wife?" and he says "Much better, thank you", she does not then say "You're welcome".

(Incidentally, this is good to keep in mind when arguing with a behavioralist. It's common, when challenged to think of any thing which can be thought of as being a linguistic response to a purely linguistic stimulus, for the example of "You're welcome" to come up. Examples like those I just mentioned ought to convince your opponent that "You're welcome" is not an instance of a one-step conditioned response.)

This is the last of the lectures that I have had time to write up. The main other topics I would like to have included are the relation between direct discourse and indirect discourse, as this relation depends on matters of the deictic anchoring of the quoted and the quoting sentences; the logic of deictic (indexical) sentences; and the small number of independently motivated principles of case grammar from which all of the observations I have made in these lectures can be convincingly explained. I regret these omissions, but time is my enemy.

I've written these lectures up mainly in the hope of getting questions, new examples, corrections, better wisecracks, and the like. I would not like the apparently substantive remarks I've made here to be quoted, especially where there are references to exotic languages, because in most cases I haven't been able to check my sources, in a few cases I feel I might have misunderstood what I was told, and in at least one case (the case that got crossed out in most copies of the Deixis I lecture) what I said was completely wrong. The lectures should be thought of as a list of possible dissertation or term paper or squib topics. Anyway, thanks for listening to me.
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