Dark Energy Survey Year 3 results: magnification modelling and impact on cosmological constraints from galaxy clustering and galaxy–galaxy lensing
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ABSTRACT

We study the effect of magnification in the Dark Energy Survey Year 3 analysis of galaxy clustering and galaxy–galaxy lensing, using two different lens samples: a sample of luminous red galaxies, redMaGiC, and a sample with a redshift-dependent magnitude limit, MagLim. We account for the effect of magnification on both the flux and size selection of galaxies, accounting for systematic effects using the Balrog image simulations. We estimate the impact of magnification on the galaxy clustering and galaxy–galaxy lensing cosmology analysis, finding it to be a significant systematic for the MagLim sample. We show cosmological constraints from the galaxy clustering autocorrelation and galaxy–galaxy lensing signal with different magnification priors, finding broad consistency in cosmological parameters in ΛCDM and wCDM. However, when magnification bias amplitude is allowed to be free, we find the two-point correlation functions prefer a different amplitude to the fiducial input derived from the image simulations. We validate the magnification analysis by comparing the cross-clustering between lens bins with the prediction from the baseline analysis, which uses only the autocorrelation of the lens bins, indicating that systematics other than magnification may be the cause of the discrepancy. We show that adding the cross-clustering between lens redshift bins to the fit significantly improves the constraints on lens magnification parameter values and allows uninformative priors to be used on magnification coefficients, without any loss of constraining power or prior volume concerns.
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1 INTRODUCTION

Although astronomers have a long history of mapping out the projected distribution of galaxies on the sky, cosmological models make the cleanest predictions about the three-dimensional distribution of mass in the universe, i.e. the dark-matter-dominated, total matter distribution. The relation between galaxy and matter density, known as the galaxy bias, is difficult to predict theoretically; hence, it is difficult to extract cosmological information from maps of projected galaxy density alone. Gravitational lensing provides a relatively direct way to probe the total mass distribution that galaxies sit within. In particular, the mass associated with foreground, lens, galaxies distorts the observed shapes of background, source, allowing...
inference of the mass distribution around the foreground lenses, a phenomenon known as galaxy–galaxy lensing. Galaxy–galaxy lensing then can be used to break the degeneracy between the galaxy bias and the amplitude of total matter clustering, which is present in galaxy clustering measurements, and thus infer useful cosmological constraints (see e.g. Hu & Jain 2004; Bernstein 2009; Joachimi & Bridle 2010; Yoo & Seljak 2012; Mandelbaum et al. 2013).

The Dark Energy Survey (DES) is one of several galaxy imaging surveys aiming to exploit the combination of clustering and lensing information, with large sky area and deep imaging now returning high signal-to-noise measurements of the angular correlation function of galaxies, \( w(\theta) \), and the mean tangential shear induced in the background galaxies by the foreground lenses, \( \gamma (\theta) \). As statistical power continues to increase, more subtle effects need to be included in the modelling of the signal. Here we focus on gravitational lensing magnification, which impacts the number of galaxies observed in a given area of sky, leading to observable effects on the galaxy clustering and galaxy–galaxy lensing statistics. Therefore, they need to be accounted for and the data from DES Year 3 data (Y3, from the first 3 years of DES observations) afford an excellent opportunity to detect this effect. Needless to say, as surveys get wider and deeper, this effect will become more and more important, so we view this paper as one in a series of communal attempts to incorporate magnification into cosmological analyses. Lensing magnification has been investigated in the context of the weak lensing cosmology analyses, most recently in Lorenz, Alonso & Ferreira (2018), Deshpande & Kitcing (2020), Thiele, Duncan & Alonso (2020), von Wiethersheim-Kramsta et al. (2021), Duncan et al. (2022), and Mahony et al. (2022), and has been detected in a number of different ways dating back to at least Scranton et al. (2005) and see references therein for even earlier detections.

We begin by overviewing the relevant theory in Section 2 and we describe the data and simulations used in Sections 3 and 4. In Section 5, we estimate the amplitudes of the magnification contributions to our theory predictions, for both lens samples using several methods and then in Section 6 propagate that to a projection of what should be expected in DES Y3. In Section 7, we validate our modelling framework on cosmological simulations, and then present our results for the DES Y3 data in Section 8.

This paper is one of three from the DES Y3 analysis presenting cosmology results from the combination of galaxy clustering and galaxy–galaxy lensing, which we will refer to as ‘2 × 2 p’t. The other two are Porredon et al. (2021a), which presents results from the MagLim lens sample, and Pandey et al. (2022), which presents results from the redMaGiC lens sample. These results are combined with the lensing shear autocorrelation (known as cosmic shear, see Amon et al. 2022; Secco et al. 2022) in the the 3 × 2 pt paper (Abbott et al. 2022).

2 THEORY

In photometric surveys, such as DES, we use photometric redshift estimates to place galaxies into redshift bins, for which we have estimates of the ensemble redshift distribution. In the absence of magnification, the intrinsic projected galaxy density contrast in redshift bin \( i, \delta_{g,i}(\hat{\mathbf{n}}) \), is given by the line-of-sight integral of the three-dimensional galaxy density contrast

\[
\delta_{g,i}(\hat{\mathbf{n}}) \simeq \int d\chi W_g^i(\chi) \delta_{g,3D}(\mathbf{\hat{n}},\chi)
\]

with \( \chi \) the comoving distance and \( W_g^i = n_g^i(z) d\chi/d\chi \) the normalized selection function of galaxies in redshift bin \( i \). The approximate equality acknowledges that this neglects redshift space distortions (RSD, Kaiser 1987). These are included in our modelling but suppressed here for simplicity. In this section, we derive the modulation of the observed projected galaxy density by magnification and calculate the magnification contribution to angular two-point statistics.

2.1 Magnification

We can express magnification in terms of the convergence \( \kappa \) and the shear \( \gamma \) (e.g. Bartelmann & Schneider 2001):

\[
\mu = \frac{1}{(1 - \kappa)^2} \frac{1}{|\gamma|^2} \approx \frac{1}{1 - 2\kappa} \approx 1 + 2\kappa,
\]

in the limit of weak lensing when \( \kappa \ll 1 \) and \( \gamma \ll 1 \).

Magnification alters the trajectory of photons such that in regions of positive (negative) convergence (i) the apparent distance between any two points on a source plane is increased (decreased) and (ii) the telescope captures a greater (smaller) fraction of the solid angle of light emitted from an object. Magnification then impacts both the apparent position of galaxies and the distribution of light received from an individual galaxy image. In large-scale structure surveys, where we are interested specifically in the observed number density of objects, the impact of magnification can be separated into the following two effects:

(i) Change in observed area element: Since the distance between the centroids of galaxy images will increase with positive convergence, this will appear to an observer as a given area element \( \Delta \Omega \) on the unlensed sky being mapped to an area element of area \( \mu \Delta \Omega \) in the presence of magnification \( \mu \). Hence the observed area number density of galaxies decreases by a factor \( \mu \).

(ii) Change in selection probability of individual galaxies: A lensing magnification \( \mu \) increases the apparent distance between points within the image of the galaxy, enlarging the apparent image size, while the increased solid angle captured by the telescope increases the total flux received (such that galaxy surface brightness is conserved). To first order, this increases the total observed flux by a factor \( \mu \). Galaxies entering a given photometric sample are selected based on their measured (i.e. observed) properties, for example their flux or size. We note that in real data, galaxy selection can be complex in detail (i.e. not simply a threshold in total galaxy flux), and so accurately predicting the response of the number density to a change in magnification requires simulations of the selection function.

The overdensity due to convergence \( \kappa \) at position \( \hat{\mathbf{n}} \) on the sky, can be written in terms of the observed galaxy number densities, \( n_{\text{sel}}(\hat{\mathbf{n}},\kappa) \), and the same quantity at \( \kappa = 0 \) (e.g. Bernstein 2009; Joachimi & Bridle 2010),

\[
\delta_{g,\text{sel}}(\hat{\mathbf{n}},\kappa) = \frac{n_{\text{sel}}(\hat{\mathbf{n}},\kappa)}{n_{\text{sel}}(\hat{\mathbf{n}},0)} - 1.
\]

Here the superscript ‘sel’ indicates that a selection has been applied using thresholds on various observed (i.e. lensed) properties of the galaxies, which we will denote by a vector \( \tilde{F} \). The observed number density at position \( \hat{\mathbf{n}} \) can be written as an integral over \( N(\tilde{F},\hat{\mathbf{n}}) \), the absolute number of galaxies in direction \( \hat{\mathbf{n}} \) with unlensed properties \( \tilde{F} \), divided by the area element \( \Delta \Omega(\kappa) \) (on the lensed sky)

\[
n_{\text{sel}}(\hat{\mathbf{n}},\kappa) = \frac{1}{\Delta \Omega(\kappa)} \int d\tilde{F} \delta(\tilde{F}) S(\tilde{F}) N(\tilde{F},\hat{\mathbf{n}}),
\]

where \( S(\tilde{F}) \) is the sample selection function, which operates on lensed properties \( \tilde{F} \). For small convergence \( \kappa \), we can make the
substitution $\Delta \Omega(\kappa) = \Delta \Omega(0)/(1 - 2\kappa)$, such that

$$n^{\text{rel}}(\hat{n}, \kappa) = \frac{1 - 2\kappa}{\Delta \Omega(0)} \int dF \, S(F') N(\hat{F}, \hat{n}).$$

(5)

We can then Taylor expand $S(F')$ around $\kappa = 0$

$$n^{\text{rel}}(\hat{n}, \kappa) \approx \frac{1 - 2\kappa}{\Delta \Omega(0)} \int d\tilde{F} \left[ S(\tilde{F}) + \kappa \frac{\partial S}{\partial \kappa} \right] N(\tilde{F}, \hat{n}),$$

(6)

and drop terms involving $\kappa^2$, leading to

$$n^{\text{rel}}(\hat{n}, \kappa) \approx \frac{1 - 2\kappa}{\Delta \Omega(0)} \int d\tilde{F} \, S(\tilde{F}) N(\tilde{F}, \hat{n}) + \kappa \frac{1}{\Delta \Omega(0)} \int d\tilde{F} \, \frac{\partial S}{\partial \kappa} N(\tilde{F}, \hat{n}),$$

(7)

$$\approx (1 - 2\kappa)n^{\text{rel}}(\hat{n}, 0) + \kappa \frac{1}{\Delta \Omega(0)} \int d\tilde{F} \, \frac{\partial S}{\partial \kappa} N(\tilde{F}, \hat{n}).$$

(8)

Substituting this into equation (3), we have

$$\delta_{\kappa}^{\text{mag}}(\hat{n}) = \kappa(\hat{n}) \left( -2 + \frac{1}{n^{\text{rel}}(\hat{n}, 0) \Delta \Omega(0)} \int d\tilde{F} \, \frac{\partial S}{\partial \kappa} N(\tilde{F}, \hat{n}) \right)$$

(9)

$$= \kappa(\hat{n}) \left[ -2 + \frac{1}{N^{\text{rel}}(\hat{n}, 0)} \right],$$

(10)

where

$$N^{\text{rel}}(\hat{n}, 0) = \int d\tilde{F} \, S(\tilde{F}) N(\tilde{F}, \hat{n}).$$

(11)

In equation (8), we can identify the first term as being the number density in the unlensed case, $n^{\text{rel}}(\hat{n}, 0)$, modulated by $(1 - 2\kappa)$ due to the change in area element. The second term is proportional to $\kappa$, with constant of proportionality given by the response of the number of selected objects per (unlensed) area element, to a change in $\kappa$. We can thus summarize the effect on the projected number density contrast as,

$$\delta_{\kappa}^{\text{mag}}(\hat{n}) = \kappa(\hat{n}) \left[ C_{\text{area}} + C'_{\text{sample}} \right],$$

(12)

with $C_{\text{area}} = -2$, and the total magnification contribution described by a single constant $C' = C_{\text{area}} + C_{\text{sample}}$.

Where the galaxy selection function is simply made via a cut in magnitude, $m_{\text{cut}}$, this expression becomes (Joachimi & Bridle 2010; Garcia-Fernandez et al. 2016)

$$\delta_{\kappa}^{\text{mag}}(\hat{n}) = 2[\alpha'(m_{\text{cut}}) - 1]\kappa(\hat{n}),$$

(13)

where

$$\alpha'(m) = 2.5 \frac{d}{dm} \left[ \log N_s(m) \right]$$

(14)

and $N_s(m)$ is the (lensed) cumulative number of galaxies as a function of maximum magnitude $m$.

In this case, whether an excess magnification increases or decreases the observed number density, i.e. whether the increase in observed flux wins over the dilution due to change in area element, depends on the intrinsic slope of the cumulative flux distribution. The larger the ratio of faint to bright objects in the sample, the more dominant the former effect is.

Since real galaxy samples are a complex selection of flux, colour, position, and shape, we estimate the response constant $C_{\text{sample}}$ in DES Y3 using the image simulation Balrog (Everett et al. 2022), as described in Section 5.1.

### 2.2 Lens magnification

The primary effect we will study is magnification of the lens sample1 by structure that is between the lenses and the observer,

$$\delta_{\kappa}^{\text{obs}} = \delta_{\kappa}^{\text{int}} + \delta_{\kappa}^{\text{mag}}.$$

(15)

Following Section 2.1, we can write the change in number density produced by magnification as proportional to the convergence, and we define $C_\lambda$ as follows:

$$\delta_{\kappa}^{\text{mag}}(\ell) = C\kappa(\ell),$$

(16)

where $\kappa$ here denotes the convergence experienced by the lens galaxies in redshift bin $i$, and note we are now working with harmonic transform of the density contrast, $\delta_{\kappa}^{\text{mag}}(\ell)$. Recall that these are the galaxies whose clustering we are measuring, but we will also be cross-correlating this sample with the background source sample in the galaxy–galaxy lensing probe. The galaxies in the source sample also experience magnification, which we can ignore here since it impacts the two-point functions at higher order. See Appendix B for more details on source magnification in this sample and Prat et al. (2022) and Duncan et al. (2022) for further studies justifying the exclusion of source magnification from $2 \times 2$ pt analyses.

Then, this change in the density contrast affects the galaxy overdensity angular power spectrum, $C_{\ell}(\ell)$ as follows:

$$\left\langle \delta_{\kappa}^{\text{obs}}(\ell) \right\rangle = \left\langle \delta_{\kappa}^{\text{int}}(\ell) \right\rangle + C_\lambda (\kappa(\ell)^2) + 2C_\lambda \left\langle \delta_{\kappa}^{\text{mag}}(\ell) \delta_{\kappa}^{\text{mag}}(\ell) \right\rangle,$$

(17)

where angle brackets $<>$ denote an angular power spectrum and we have dropped the $(\ell)$ arguments for brevity.

Lens magnification also impacts galaxy–galaxy lensing since the convergence experienced by the lens galaxies is correlated with that causing the shear of the source galaxies (denoted here as $\gamma_{\ell}$), as well as their intrinsic alignment (denoted here as $\gamma_{\text{int}}$). The angular cross-correlation power spectrum between lens galaxy overdensity of redshift bin $i$ and shape of galaxies in redshift bin $j$ is then

$$\left\langle \delta_{\kappa}^{\text{obs}}(\ell) \gamma_{\ell}^{i,j} \right\rangle = \delta_{\kappa}^{\text{int}} \left\langle \gamma_{\ell}^{i,j} \right\rangle + C_\lambda \left\langle \kappa(\ell)^2 \gamma_{\ell}^{i,j} \right\rangle$$

$$= \delta_{\kappa}^{\text{int}} \left\langle \gamma_{\ell}^{i,j} \right\rangle + C_\lambda \left\langle \gamma_{\ell}^{i,j} \right\rangle,$$

(18)

### 2.3 Modeling the correlation functions

The modeling of the two point functions is described in detail in Krause et al. (2021); here we summarize the basic structure of this computation.

We use the Limber approximation to calculate each term contributing to the galaxy–galaxy lensing power spectrum. For two general fields, this is simply

$$C_{\ell}^{AB}(\ell) = \int d\chi \frac{W_A^{\text{tot}}(\chi)W_B^{\text{tot}}(\chi)}{\chi^2} P_{AB} \left( \chi = \frac{\ell + 0.5}{\chi}, z(\chi) \right),$$

(19)

where the window functions for galaxy density and shear are defined in Krause et al. (2021). However, when computing the angular clustering power spectrum (equation 17), the Limber approximation is insufficient, and we follow Fang et al. (2020b). For example, the exact expression for the galaxy angular power spectrum (ignoring

1 See Appendix B for discussion of the magnification of the source sample.
magnification and RSD is
\[
C_{gg}^{ij}(\ell) = \frac{2}{\pi} \int d\chi \, W_g^j(\chi) \int d\chi' \, W_g^i(\chi') \times \int \frac{dk}{k} k^3 P_{gg}(k, \chi, \chi') j_i(k \chi) j_i(k \chi') ,
\]
and the full expressions including magnification and RSD are given in Fang et al. (2020b). Schematically, the integrand in equation (20) is split into the contribution from non-linear evolution, for which unequal time contributions are negligible so that the Limber approximation is sufficient, and the linear-evolution power spectrum, for which time evolution factorizes.

We relate the power spectra to the angular correction functions via (e.g. Stebbins 1996; Kamionkowski, Kosowsky & Stebbins 1997)
\[
w_i(\theta) = \sum_{\ell} \frac{2\ell+1}{4\pi} P_{\ell}(\cos \theta) C_{\ell,\text{obs},\text{obs}}^{i,i}(\ell) ,
\]
\[
y_i(\ell) = \sum_{\ell} \frac{2\ell+1}{4\pi(\ell+1)} P_{\ell}^2(\cos \theta) C_{\ell,\text{obs},\text{sky}}^{i,i}(\ell) ,
\]
where \(P_{\ell}\) and \(P_{\ell}^2\) are the Legendre polynomials.

3 DATA

DES collected imaging data for 6 years, from 2013 to 2019, using the Dark Energy Camera (DECam) (DECam; Flaugher et al. 2015) mounted on the Blanco 4m telescope at the Cerro Tololo Inter-American Observatory (CTIO) in Chile. The observed sky area covers \(\sim 5000\) deg\(^2\) in five broadband filters, grizY, covering near-infrared and visible wavelengths. This work uses data from the first 3 years (from August 2013 to February 2016), with approximately four overlaps covering the full wide-field area, reaching a limiting magnitude of \(i \sim 23.3\) for S/N = 10 point sources.

The data were processed by the DES Data Management system (Morganson et al. 2018) and, after a complex reduction and vetting procedure, compiled into object catalogues, using the SExtractor (Bertin & Arnouts 1996) software for detection on coadded images. For ease of management when performing this detection, the sky is divided into chunks 0.7306 square degrees across, which we call tiles. This catalogue includes several photometric measurements for galaxies of which the Single Object Flux (SOF) is the most accurate available. We calculate additional metadata in the form of quality flags, survey flags, survey property maps, object classifiers, and photometric redshifts to build the Y3 Gold data set (Sevilla-Noarbe et al. 2021).

3.1 Lens samples

This paper uses two different samples of lens galaxies: redMaGiC, a sample of luminous red galaxies (LRGs) selected from the redMaPPer galaxy cluster calibration, and MagLim, a sample with a redshift-dependent magnitude limit optimized for combinations of clustering and galaxy–galaxy lensing.

3.1.1 MagLim

Our fiducial sample, MagLim, is defined with a magnitude cut in the i band that depends linearly with photometric redshift, \(i < 4z_{\text{phot}} + 18\), where \(z_{\text{phot}}\) is the photometric redshift estimate from DNF (De Vicente, Sánchez & Sevilla-Noarbe 2016). This selection has been optimized in Porredon et al. (2021b) in terms of the wCDM cosmological constraints from the 2 × 2 pt data vector, resulting in a sample with 3.5 times more galaxies than redMaGiC and 30 per cent wider redshift distributions. The sample is divided in six tomographic bins using the different number density with bin edges \(z = [0.20, 0.40, 0.55, 0.70, 0.85, 0.95, 1.05]\). The MagLim sample shows variations in number density correlated with observing properties that are corrected for with weights applied to each galaxy, described in Rodriguez-Monroy et al. (2022).

The final MagLim selection can be summarized by the following cuts on quantities from the gold catalogue:

(i) Removed objects with FLAGS_GOLD in \(2\,|8\,|16\,|32\,|64\)
(ii) Star galaxy separation with EXTENDED_CLASS \(> 3\)
(iii) SOF_CM_MAG_CORRECTED \(1 < 4 z_{\text{DNF,ZMEAN,SOF}} + 18\)
(iv) SOF_CM_MAG_CORRECTED \(1 < 17.5\)
(v) 0.2 < \(z_{\text{DNF,ZMEAN,SOF}} < 1.05\).

See Sevilla-Noarbe et al. (2021) for further details on these quantities.

3.1.2 redMaGiC

We also use the DES Year 3 redMaGiC sample. redMaGiC selects LRGs using the sequence model calibrated from bright red galaxy spectra, using the redmapper calibration (Rykoff et al. 2014, 2016). The redMaGiC sample is produced by applying a redshift-dependent threshold luminosity \(L_{\text{min}}\) that selects for constant co-moving density. The full redMaGiC algorithm is described in Rozo et al. (2016).

We divide the Y3 redMaGiC sample into five photometric redshift bins, selected on the redMaGiC redshift point estimate ZRED-MAGIC. The bin edges used are \(z = 0.15, 0.35, 0.50, 0.65, 0.80, 0.90\). The first three bins use a luminosity threshold of \(L_{\text{min}} > 0.5 L_*\), and are known as the high density sample. The last two redshift bins use a luminosity threshold of \(L_{\text{min}} > 1.0 L_*\) and are known as the high luminosity sample.

The redshift distributions are computed by stacking samples from the redshift PDF of each individual redMaGiC galaxy, allowing for the non-Gaussianity of the PDF. From the variance of these samples, we find an average individual redshift uncertainty of \(\sigma_r/(1 + z) = 0.0126\) in the redshift range used.

In Rodriguez-Monroy et al. (2022), it was found that the redMaGiC number density correlates with a number of observational properties of the survey. This permits a non-cosmological bias into the galaxy clustering. To account for this, we assign a weight to each galaxy, which corresponds to the inverse of the angular selection function at that galaxy’s location. The computation and validation of these weights is described in Rodriguez-Monroy et al. (2022).

The final redMaGiC selection can be summarized by the following cuts on quantities from the gold catalogue and redMaGiC calibration,

(i) Removed objects with FLAGS_GOLD in \(8\,|16\,|32\,|64\)
(ii) Star galaxy separation with EXTENDED_CLASS \(> 2\)
(iii) Cut on the red-sequence goodness of fit \(\chi^2 < \chi_{\text{max}}(z)\)
(iv) 0.15 < ZREDMAGIC < 0.9

The star galaxy separator EXTENDED_CLASS is defined as the sum of three integer conditions, \(T + 5 T_{\text{err}} > 0.1\), \(T + 10 T_{\text{err}} > 0.05\), and \(T + T_{\text{err}} > 0.02\), where \(T\) is the galaxy size squared, as determined by the SOF composite model described in Sevilla-Noarbe et al. (2021) measured in arcmin\(^2\).
3.2 Mask

The lens samples are selected from within the DES Year 3 $3 \times 2$ pt footprint, defined on a pixelated healpix map (Górski et al. 2005) with $N_{\text{side}} = 4096$. This angular mask only includes pixels with photometry deep enough that both lens samples are expected to have a uniform selection function in all redshift bins. We also remove pixels close to foreground objects, with photometric anomalies, or with a fractional coverage less than 80 per cent, resulting in a total area of 4143 deg$^2$. The GOLD catalogue quantities we select on are summarized by,

- footprint $> 1$
- foreground $= 0$
- badregions $< 1$
- fracdet $> 0.8$
- depth,i $> 22.2$
- ZMAX$_\text{highdens} > 0.65$
- ZMAX$_\text{highlim} > 0.95$

See Sevilla-Noarbe et al. (2021) for further details on these quantities.

3.3 Source sample

The source sample is another subset of the DES Year 3 Gold catalogue (Sevilla-Noarbe et al. 2021). It consists of 100 208 944 galaxies with measured photometry and shapes after imposing the following cuts in $r$, $i$, and $z$ bands, as motivated in Gatti et al. (2021):

- $18 < m_i < 23.5$
- $15 < m_r < 26$
- $15 < m_z < 26$
- $-1.5 < m_r - m_i < 4$
- $-4 < m_i - m_z < 1.5$

The shapes of these galaxies, determined in Gatti et al. (2021) and calibrated for use in weak lensing shear statistics in MacCrann et al. (2022), are used for the galaxy–galaxy lensing measurement. This measurement also requires the redshift distribution of the source galaxies. Just as the lens galaxies are divided into distinct redshift bins, the source galaxies are divided into four redshift bins, with mean redshifts ranging from 0.34 to 0.96. Myles et al. (2021) describe how these bins are populated and the inference of the redshift distributions and uncertainties for each bin.

4 SIMULATIONS

A number of simulations are used in this analysis. The details of these simulations are described here.

4.1 Balrog

The Balrog image simulations are created by injecting ‘fake’ galaxy images into real DES single-epoch wide-field images. The complete DES photometric pipeline is run on the images, resulting in object catalogues. The objects in the output catalogues can be matched to the Balrog injections to investigate the survey transfer function. The injected galaxies are model fits to the DES deep-field observations that are typically 3–4 magnitudes deeper than the wide field data (Hartley et al. 2022). Further details of the Year 3 Balrog simulations are described in Everett et al. (2022).

A number of Balrog catalogues were produced for the DES Year 3 analysis. In this analysis, we use Balrog run2a and run2a-mag. These runs both cover the same 500 random DES tiles, with approximately 4 million detected objects in each. The injections were randomly selected from objects in the DES deep fields down to a magnitude limit of 24.5. In run2a-mag, the exact same deepfield objects are injected at the same coordinates as in run2a but with a 2 per cent magnification applied to each galaxy image. This magnification increases the size of the image by 2 per cent while preserving surface brightness such that, in the absence of systematics and selection effects, the flux is also expected to increase by 2 per cent.

All SExtractor and SOF quantities used in the lens sample selection are computed on the matched objects in both run2a and run2a-mag. The difference in $g$-band fluxes for the same objects is shown in Fig. 1. The scatter in the flux difference is dominated by noise in the photometric fitting.

We show in Appendix A that the Balrog method produces a realistic simulation of the DES-Y3 data, with good agreement in distributions of measured quantities such as magnitudes, sizes, and photometric redshifts.

4.2 N-body simulations

4.2.1 BUZZARD v2.0

The BUZZARD v2.0 simulations are a suite of 18 synthetic DES Y3 galaxy catalogues constructed from $N$-body lightcone simulations (DeRose et al. 2022). Each pair of two synthetic DES Y3 catalogues is generated from a set of three independent lightcones with mass resolutions $[0.33, 1.6, 5.9] \times 10^{11} h^{-1} M_\odot$, box sizes of $[1.05, 2.6, 4.0] (h^{-1} \text{Gpc})^3$, spanning redshift ranges in the intervals $[0.0, 0.32, 0.84, 2.35]$, respectively. Each lightcone is run with LGADGET2, a version of GADGET2 (Springel 2005) optimized for memory efficiency when running dark-matter-only configurations.

2This was in fact a magnitude based on the total flux in the riz-bands – see Everett et al. (2022) for details.

3Magnification is applied to the injected images using the GalSim (Rowe et al. 2015) magnify method.
The simulations were initialized at $z = 50$ with initial conditions generated by 2LPTIC (Croce, Pueblas & Scoccimarro 2006) from linear matter power spectra produced by CAMB (Code for Anisotropies in the Microwave Background) (Lewis, Challinor & Lasenby 2000) at the BUZZARD cosmology. Galaxies are added to the $N$-body outputs using the ADDGALS algorithm (DeRose et al. 2022; Wechsler et al. 2022), which imubes each galaxy with a position, velocity, absolute magnitude, $\text{SED}$, half-light radius, and ellipticity. The CALCENS raytracing code (Becker 2013), which employs a spherical harmonic transform Poisson solver on an $N_{\text{side}} = 8192$ HEALPix grid (Görski et al. 2005), is used to compute lensing quantities, including convergence and shear, at each galaxy position. Those quantities are then used to magnify galaxy magnitudes and sizes, and shear ellipticities. The catalogues are cut to the DES Y3 footprint and photometric errors are applied to the magnitudes using error distributions derived from BALROG (Everett et al. 2022).

The redMaGiC sample is selected from each synthetic galaxy catalogue using the same algorithm that is employed on the DES Y3 data. This is possible given the close match between red-sequence galaxy colours in BUZZARD and the DES Y3 data. A source galaxy sample is selected to match the effective number density and shape noise of the DES Y3 METACALIBRATION source sample (Gatti et al. 2021), and photometric redshifts are estimated with the SOMPZ algorithm (Myles et al. 2021). For a comprehensive overview of these simulations, see DeRose et al. (2022).

### 4.2.2 MICE

The MICE Grand Challenge (MICE-GC) simulation is a large $N$-body run, which evolved 4096$^3$ particles in a volume of (3072 Mpc$^{-1}$)$^3$ using the gadget-2 code (Springel 2005; Fosalba et al. 2015b). It assumes a flat $\Lambda$CDM cosmology with $\Omega_m = 0.25$, $\Omega_{\Lambda} = 0.75$, $\Omega_b = 0.044$, $n_s = 0.95$, $\sigma_8 = 0.8$, and $h = 0.7$. This results in a particle mass of $2.93 \times 10^{10}$ $h^{-1}$M$_\odot$ (Fosalba et al. 2015b). The run produced, on-the-fly, a light-cone output of dark-matter particles up to $z = 1.4$ in one octant of the sky without repetition (Croce et al. 2015). A set of 256 maps of the projected mass density field in narrow redshift shells, with angular Healpix resolution $N_{\text{side}} = 814$, were measured. These were used to derive the convergence field $\kappa$ in the Born approximation by integrating them along the line-of-sight weighted by the appropriate lensing kernel. These $\kappa$ maps are then used to implement the magnification in the magnitudes and positions of mock galaxies due to weak lensing, as detailed in Fosalba et al. (2015a).

Haloes in the light-cone were populated with galaxies as detailed in Carretero et al. (2015), assigning positions, velocities, luminosities, and colours to reproduce the luminosity function, $(g-r)$ colour distribution and clustering as a function of colour and luminosity in SDSS (Blanton et al. 2003; Zehavi et al. 2011). Spectral energy distributions (SEDs) are then assigned to the galaxy resamplin from the COSMOS catalogue of Ilbert et al. (2009) galaxies with compatible luminosity and $(g-r)$ colour at the given redshift. Once with the SED, any desired magnitude can be computed. In particular, DES magnitudes are generated by convolving the SEDs with the DES pass bands, including the expected photometric noise per band given the depth of DES Y3. Finally, in order to reproduce with high fidelity, the distribution of colours and magnitudes of the observational data, we map data photometry into the MICE one using an $N$-dimensional PDF transfer function, which also preserves the correlation among colours.

Once provided with this catalogue, we run both the Redmagic and DNF algorithms to determine photometric redshifts, starting from magnitudes with and without the contribution from magnification. We then selected the redMaGiC and MagLim samples. The abundance, clustering, and photometric redshift errors of the real and simulated data resemble each other very well for both samples.

### 5 Estimating Magnification Coefficients

As described in Section 2.1, the constant $C$ in equation (16), which is the response of the galaxy number density to $\kappa$, can be split into $C = C_{\text{sample}} + C_{\text{area}}$. The $C_{\text{area}}$ from the area change is equal to $-2$. The $C_{\text{sample}}$ from the flux and galaxy size change can be estimated from our simulations separately, as the fractional change in the number of selected galaxies in response to a small convergence, $\delta \kappa$, applied to the simulated, input galaxy properties (i.e. flux and size) only – note the galaxy positions are not altered and so the change in area effect is not included. $C_{\text{sample}}$ can then be estimated simply via a numerical derivative

$$C_{\text{sample}} \delta \kappa = \frac{N(\delta \kappa) - N(0)}{N(0)}.$$

(23)

where $N(0)$ and $N(\delta \kappa)$ are the absolute number of galaxies selected from the $\kappa = 0$ and $\kappa = \delta \kappa$ simulations, respectively. Then

$$C_{\text{sample}} = \frac{N(\delta \kappa) - N(0)}{N(0) \delta \kappa}.$$

(24)

This is the basic equation we will use to estimate $C_{\text{sample}}$, but using a variety of input data, as described in Sections 5.1–5.3.

### 5.1 Estimate from BALROG simulations

The Balrog magnification run described in Section 4.1 uses the same input galaxy models in the same positions as the unmagnified run, but with a constant magnification $\delta \mu = 1.02$ (i.e. $\delta \kappa \sim 0.01$) applied to each input galaxy. We find $\delta \kappa \sim 0.01$ is large enough that we can get a sufficiently precise estimate of $C_{\text{sample}}$ (i.e. a sufficient number of objects are magnified across the detection threshold), but small enough to ensure that the quadratic $\kappa^2$ contributions to the change in number density are small ($\sim 10^{-2}$). We apply the MagLim and redMaGiC lens sample selection on the galaxy catalogues from both the $\kappa = 0$ run and the $\kappa = \delta \kappa$ run. We then estimate $C_{\text{sample}}$ via equation (24).

This estimate should capture the impact of magnification on the specific colour and magnitude selection of the redMaGiC and MagLim samples, plus any size selections such as the star–galaxy separation cuts.

The estimates of $C_{\text{sample}}$ in each of the tomographic bins for the two lens samples using Balrog are shown in Fig. 2, labelled ‘Balrog full’. These estimates are subject to shot-noise due to the finite volume of the Balrog simulation, which we calculate as follows:

$$C_{\text{sample}}^{\text{est}} = \sqrt{\frac{N(0 \text{ only}) + N(\delta \kappa \text{ only})}{N(\delta \kappa) - N(0)} + \frac{1}{N(0)} + \frac{2N(0 \text{ only})}{N(0)[N(\delta \kappa) - N(0)]}}.$$

(25)

where $N(0 \text{ only})$ is the number of objects selected from the $\kappa = 0$ simulation and not selected from the $\kappa = \delta \kappa$ simulation, and $N(\delta \kappa \text{ only})$ is the number of objects selected from the $\kappa = \delta \kappa$ simulation and not selected from the $\kappa = 0$ simulation. This is the statistical contribution to the error bars shown in Fig. 2. A derivation of this uncertainty can be found in Appendix Section D.
5.2 Estimate from perturbing measured fluxes

For this method, we add a constant offset $\Delta m$ directly to the Y3 real data magnitudes used in the sample selection.

$$\Delta m = -2.5 \log_{10} (1 + 28\kappa),$$

(26)

where $\Delta \kappa = 0.01$.

We then re-select the sample using these perturbed magnitude and can compute the $C_{\text{Data}}^{\text{sample}}$ value directly from equation (24). Note that we do not re-run the photometric redshifts, so these are computed using quantities derived from the true magnitudes. This method provides a simplistic estimate of the effect of magnification on the fluxes only and ignores the effects of photometric noise, selection on photometric redshift, size selection, observational systematics, and more generally the survey transfer function.

Since there is no additional photometric noise introduced between the original and perturbed fluxes in this method, we can use a simplified version of equation (25) to estimate the statistical uncertainty,

$$\frac{\sigma_{C_{\text{Data}}^{\text{sample}}}^{2}}{C_{\text{Data}}^{\text{sample}}} = \sqrt{\frac{1}{N(\Delta \kappa) - N(0)} + \frac{1}{N(0)}},$$

(27)

We also apply this ‘flux-only’ method to the BALROG catalogues; by comparing to the ‘flux-only’ results on the real data, this tests how representative the BALROG sample is of the real data.

5.3 N-body simulations

The third method used in this analysis is performed on the MICE and Buzzard N-body simulations described in Sections 4.2.1 and 4.2.2. This method takes advantage of the fact that we know the true convergence, $\kappa$, at each simulated galaxy location. The N-body simulations used here include magnification effects on the galaxy positions and fluxes, but do not realistically simulate the full impact of lensing on observed galaxy images, and our estimate of the selection response from them includes only that due to change in flux.

We select the lens samples with and without magnification applied to the fluxes and compute fractional change in number of selected objects, in 10 equally spaced $\kappa$ bins. From equation (24), one can see that the gradient of this relation is equal to $C_{\text{sample}}$. We estimate this gradient with a least square fit and use this as $C_{\text{N-body}}^{\text{N-body}}$.

As with our estimate from perturbing measured fluxes in the data Section 5.2, this method only captures the effect of magnification on galaxy fluxes, and not any size-selection effects. We also find agreement with the colour-magnitude distribution in the N-body simulations and the data and therefore this would also be a reasonable estimate of the data coefficients if other selection effects are small.

We note that we initially used only the Buzzard simulations for both the MagLim and redMaGiC samples, but based on evidence that the MagLim sample was not sufficiently representative of the real data (due to a decrement of galaxies at high redshift in Buzzard, see DeRose et al.), we instead used the MICE simulations for MagLim only.

5.4 Comparison of magnification coefficient estimates

Tables 1 and 2 show the relevant number counts and $C_{\text{sample}}$ estimates from the three different methods. The $C_{\text{sample}}$ estimates are also compared in Fig. 2. The $C_{\text{sample}}^{\text{N-body}}$ estimates include a systematic error that accounts for any differences in the colour–magnitude–
size selection in Balrog compared to the real data. We compute this by running the flux-only estimate described in Section 5.2 on the unmagified Balrog sample and take the difference between this estimate and the flux-only estimate from the data to be a systematic error in the \( C_{\text{Balrog}} \) estimates. This difference captures only differences in the flux-size distribution, not the effects from our magnified Balrog method. In general, the distribution of Balrog magnitudes and sizes agrees well with the data, as can be seen in Appendix A, but there are some small differences at the size-selection cut. The flux-only \( C_{\text{sample}} \) estimates on Balrog are shown in Fig. 2 and agree well with the flux-only data estimates for the redMaGiC sample. The systematic error is largest for the MagLim sample in bins 1, 5, and 6, potentially indicating that the Balrog MagLim sample is less representative of the real data at these redshifts.

The \( C_{\text{sample}} \) estimates from the magnified Balrog sample (our fiducial measurement) tend to be smaller than the flux-only magnitudes. This is particularly apparent in redshift bins between ~0.3 and ~0.6. This difference could be caused by the dependence on quantities other than flux inherent in the sample selection, for example size (used in star-galaxy separation), or systematics in the photometric pipeline. We note that the agreement is better for simple flux-limited samples without tomographic binning, as shown in Everett et al. (2022).

The redMaGiC coefficients tend to have smaller magnification bias than MagLim, and when including the \( C_{\text{area}} \) contribution, the low-redshift redMaGiC total magnification bias contributions are small.

We believe Balrog, which include a wide range of observational effects and account for selection on quantities beyond only flux, is our most accurate method for estimating the magnification coefficients, so use the Balrog estimates as fiducial hereafter.

### 6 Expected Impact on DES Y3 Analyses

In this section, we estimate the impact of magnification in the DES Year 3 galaxy clustering + galaxy–galaxy lensing (2 × 2 pt) analysis, using a noiseless datavector generated from our theoretical model (we use the same fiducial model and parameter values as Krause et al. 2021). For these tests, we use the default \( C_{\text{sample}} = C_{\text{Balrog}} \) values estimated with the Balrog simulations.

To guide intuition for the subsequent analysis of parameter biases, we show in Fig. 3 the impact of lens magnification on the different parts of the DES Year 3 data vector (for the MagLim sample). It shows magnification has the largest impact on the galaxy–galaxy lensing of high redshift source bins around high redshift lens bins. This is expected since only high redshift lens galaxies will experience large magnification. In relative terms, the clustering autocorrelations have a small contribution due to magnification, while for widely separated redshift bins [e.g. the (1,6) pairing] magnification is the dominant contribution to the signal. Despite this impact, we note that we might still expect little impact from lens magnification on the cosmological parameter constraints for the fiducial DES Y3 cosmology analysis in Abbott et al. (2022) because (i) most of signal-to-noise in the galaxy–galaxy lensing datavector is contributed by the lowest three lens redshift bins where biases are small and (ii) the cross-correlation clustering signal between different lens redshift bins is not used in the fiducial 3 × 2 pt analysis in Abbott et al. (2022) (though we note Thiele et al. (2020) find magnification bias can still be significant in the absence of cross-redshift bin clustering due to the cosmological bias from the cross-correlations acting in the opposite direction to the galaxy–galaxy lensing). We do consider this cross-correlation signal in this work, given its constraining power on the magnification signal.

Having generated a noiseless datavector from our fiducial theoretical model, we perform cosmological parameter inference following the DES Year 3 analysis choices outlined in Krause et al. (2021). We test this within a \( \Lambda \)CDM model. This analysis is designed to estimate the impact of magnification analysis choices in an idealized case, where we can identify the expected size of the magnification signal and the expected projection effects from new parameters. We later explore magnification choices on N-body simulations and the real data.
Figure 3. The impact of magnification on the galaxy–galaxy lensing ($\gamma(\theta)$) (top panel) and galaxy clustering ($w(\theta)$) (bottom panel) model prediction, for all redshift bin combinations, for the MagLim sample. In each panel, the black line (labelled ‘Non-Magnification Terms’) is the model prediction when ignoring lens magnification terms. The red and blue lines are the additional contributions to the model prediction from lens magnification, for magnification coefficient values estimated using Balrog (red lines, see Section 5.1 for details), and the perturbing flux method (blue lines, see Section 5.2 for details).
We show in Fig. 4 the recovered constraints on \( S_8 = \sigma_8 \sqrt{\Omega_m / 0.3} \) with four choices of prior on the magnification coefficients \( C_i^{\text{sample}} \):

(i) \( C_i^{\text{sample}} \) fixed to their true value (i.e. used to generate the datavector) values (labelled ‘2 × 2 pt Volumetric’).

(ii) \( C_i^{\text{sample}} = 2 \), such that there is no magnification contribution to the datavector (since \( C_{\text{true}} = 0 \), labelled ‘no mag’).

(iii) Gaussian priors on \( C_i^{\text{sample}} \) centred on their true values and with widths equal to the statistical uncertainties in the Balrog measurements, listed in Tables 2 and 1 (labelled ‘2 × 2 pt Gaussian prior’).

(iv) Uniform priors on the \( C_i^{\text{sample}} \) in the range of −4 to 12 (labelled ‘2 × 2 pt Free mag’).

We first note that even for a noiseless datavector generated from the theoretical model, the mean of the marginalized posterior does not perfectly recover the input parameter values. For the redMaGiC sample with fixed magnification coefficients, the mean of the \( S_8 \) posterior is biased (with respect to the input value) by −0.55\( \sigma \) and the mean of the \( \Omega_m \) posterior is biased by 0.84\( \sigma \). For MagLim, the corresponding biases are −0.79 and 0.93\( \sigma \). We have verified that the maximum posterior parameter values match the input cosmological parameters to high precision, implying that the biases seen in the first row of Fig. 4 are due to ‘prior volume’ of ‘projection effects’. Put broadly, these can occur when the data are not powerful enough to make the prior choice on marginalized parameters irrelevant, and their presence here means marginalized parameter constraints should be interpreted with caution (especially when comparing to other cosmological data sets). In this case, the bias is at least partially caused by the degeneracy between \( S_8 \) and the sum of the neutrino masses \( \sum m_\nu \), for which the input value \( \sum m_\nu = 0.06 \text{ eV} \) is at the lower edges of a flat prior.

Beyond the biases from prior volume effects, there is a small additional −0.13\( \sigma \) bias in \( S_8 \) for the case where magnification is not included in the datavector for the redMaGiC sample, while for MagLim the additional bias is larger, at 0.85\( \sigma \) with respect to the case where the correct magnification coefficients are assumed in the datavector. This implies that especially for the MagLim sample, it is important to include magnification contributions in the theoretical model for our analysis.

When marginalizing over the magnification coefficients with Gaussian priors, the recovered constraints are very similar to the case where they are fixed to their true values (with a 0.06\( \sigma \) and 0.19\( \sigma \) change in \( S_8 \) for redMaGiC and MagLim, respectively, compared to the fixed magnification coefficient case).

We find that using a flat prior on \( C_{\text{sample}} \) somewhat degrades the constraining power of the analysis (the 1\( \sigma \) uncertainty in \( S_8 \) is 18 per cent and 24 per cent larger for redMaGiC and MagLim, respectively), and there is a corresponding increase in the prior volume bias in the marginalized \( S_8 \), which in this case is −1.1\( \sigma \) (−1.4\( \sigma \)) for redMaGiC (MagLim).

We consider the Balrog estimates with Gaussian priors to be the most complete way to model magnification as these consider the widest range of magnification effects and their uncertainties, as shown in Section 5. We consider the flat prior to be the case most insensitive to the measurement of the coefficients, and the fixed case to be most convenient for running the inference pipeline. Because the flat prior induces additional prior volume effects, and the difference between Gaussian and fixed priors is negligible, these results justify the decision to keep the magnification coefficients fixed in the fiducial DES Y3 \( 3 \times 2 \) pt cosmology analysis (Abbott et al. 2022).

These results show that the impact of magnification in DES Year 3 is a significant systematic that must be accounted for in the modelling of the two-point functions in order to avoid cosmological bias. This supports similar conclusions in recent magnification studies for other survey specifications (Duncan et al. 2022; Mahony et al. 2022).

7 VALIDATION USING BUZZARD SIMULATIONS

In this section, we validate our theoretical predictions and parameter inference using the DES Year 3 Buzzard simulations, which are described in detail in Section 4.2.1. We measure a DES Y3-like datavector, consisting of tomographic galaxy clustering \( w(\sigma) \), galaxy–galaxy lensing \( g_r(\sigma) \), and shear \( \xi_{gal}(\theta) \) two-point correlation functions. We test our modeling of these signals in the Buzzard simulations by analysing the mean datavector across all realizations of the Y3 Buzzard simulations, while assuming a covariance on that datavector appropriate for one realization i.e. a level of uncertainty close to that for DES Y3. While the baseline DES Y3 \( 3 \times 2 \) pt analysis is validated in DeRose et al. (2022), here we aim to test the extended analysis explored here, as well as provide further confidence that the magnification components of the signal in the baseline analysis are being modelled accurately. In particular, we test:

(i) whether at fixed cosmology, the values of the magnification coefficients estimated in Section 5.3 are recovered accurately

(ii) whether the true Y3 Buzzard cosmology is recovered accurately for different choices of prior on the magnification coefficients.

(iii) whether the true cosmology is recovered accurately, and with what extra precision, when including cross-correlations between different redshift bins in \( w(\sigma) \).

The right-hand panel of Fig. 5 compares the recovered magnification coefficients from the Buzzard analysis at fixed cosmology, with and without including \( w(\sigma) \) cross-correlations in the datavector. These constraints are compared to the values directly measured in the simulations as described in Section 5.3. We see that the coefficients are well recovered (for the uniform prior case as well as the more trivial Gaussian prior case), with better constraining power when \( w(\sigma) \) cross-correlations are included. We are confident therefore that our modeling of the lens magnification signal in the two-point functions matches our estimates in Section 5.3 for the Buzzard simulations.

We further test recovery of the true cosmology for the same three choices of prior on the magnification coefficients used in Section 6: a wide flat prior, a Gaussian prior from the statistical Balrog uncertainties on the data and fixed to their true values. We use the Buzzard uncertainties for the Gaussian prior to mimic the prior size in the real data analysis. We find consistent recovery of cosmological constraints, as for the theory model datavector case in Section 6, i.e. offsets with the true cosmology, appear consistent with being due to prior volume/projection effects. When a wide, uniform prior is used on the magnification coefficients \( C_{\text{sample}} \), these volume effects appear to increase (see third line of Fig. 5 left panel).

The inclusion of cross-correlations in \( w(\sigma) \) appears to reduce these volume effects, producing with \( S_8 \) and \( \Omega_m \) constraints almost identical to those from the fiducial analysis (see sixth line of Fig. 5 left panel).

8 DES YEAR 3 RESULTS

In this section, we present cosmology constraints from the DES Y3 \( 2 \times 2 \) pt data, investigating the impact of magnification-related
analysis choices on cosmological constraints, and test the internal consistency of the magnification modelling.

### 8.1 Impact of magnification priors

In Fig. 6, we show the impact of allowing \(C_{\text{sample}}\) to vary with the same three sets of priors used in Sections 6 and 7: fixed to their fiducial values, Gaussian priors with widths based on the Balrog uncertainties (including the systematic uncertainties we assigned as described in Section 5.4), and uniform priors. We show results for \(\Lambda\)CDM and \(\omega\)CDM models for the MagLim sample, and for \(\Lambda\)CDM only in the redMaGiC sample (as MagLim is the default sample in the 3 \(\times\) 2 pt analysis (Abbott et al. 2022), who suggested the potential presence of observational systematics in the redMaGiC measurements). The cosmological constraints are broadly robust to changing the priors on the magnification coefficients.

We find that allowing the magnification parameters to vary within the Gaussian prior set by the Balrog simulations does not notably change the cosmological constraints. However, when allowing \(C_{\text{sample}}\) to vary with a wide uninformative prior, the MagLim \(\Lambda\)CDM \(S_8\) constraint is lower than the fixed case by \(\sim 1.2\sigma\). This behaviour is consistent with that seen when analysing the simulated datavectors in Sections 6 and 7, where projection/volume effects resulted in a low \(S_8\) constraint (\(\sim 1.4\sigma\) for a noiseless MagLim data vector) when the magnification parameters were varied freely. The improvement in goodness-of-fit indicated by the posterior predictive distribution (PPD) is only modest (0.014 to 0.046) and therefore does not allow
us to make definitive statements about whether free magnification coefficients are required by the data. While there may be other unmodelled systematic effects that complicate the picture in the case of the real data analysis (we discuss this further in Section 8.3), we believe the similar size and direction of these shifts means it is reasonable to ascribe it to projection/volume effects. Thus we should be careful in interpreting these constraints; these projection/volume effects imply that when allowing the magnification coefficients to vary, without supplying any extra data, we enter a regime where we are in some sense trying to fit too many parameters to our data.

We discuss the degeneracy of $C_{\text{sample}}$ with other parameters, including intrinsic alignment amplitude, in Appendix C.

We discuss the $C_{\text{sample}}$ posteriors from these runs later in Section 8.3.

8.2 Clustering cross-correlations

We now explore the addition of the clustering cross-correlation measurements between lens redshift bins, with the intention of better constraining the magnification signal.

In Fig. 7, we show the $w(\theta)$ cross-correlations (between redshift bins) measured on the real data compared to the best-fitting $2 \times 2$ pt from the fiducial analysis that only uses autocorrelations in the fit. The covariance matrix was computed using the Cosmolike package (Krause & Eifler 2017; Fang, Eifler & Krause 2020a) following the procedure in Krause et al. (2021). The inclusion of the cross-correlations is sensitive to both the magnification bias and the accuracy of the tails of the lens sample redshift distributions. Note that unless stated otherwise, we follow the main $3 \times 2$ pt analysis and exclude the two highest redshift MagLim bins.

The measured MagLim cross correlations are systematically lower than the expectation from the fiducial analysis, which has fixed magnification coefficients; the 59 cross-correlation datapoints have a $\chi^2$ of 130.7. This indicates that either the magnification coefficients estimated using B10 or other systematics are present, for example, these cross-correlations are likely to be more sensitive to the tails of the lens redshift distributions than when using only autocorrelations. When the cross-correlations are included in the fit and the magnification coefficients are allowed to vary, this $\chi^2$ reduces to 63.7.

For redMaGiC, we also see significant deviations of the measured cross-correlations from the prediction based on the fiducial analysis, with a $\chi^2$ of the cross-correlation data of 167.6 for 96 data points, reducing to 144.7 when cross-correlations are included in the fit and magnification is allowed to vary. So while there is significant improvement in the fit, it remains quite poor, probably suggesting the presence of further unaccounted-for systematics.

We then investigate whether including $w(\theta)$ cross-correlations and allowing the magnification coefficients to vary (i) affects the cosmological parameter inference and (ii) improves the model fit to the $w(\theta)$ cross-correlations. Fig. 8 demonstrates that the cosmological constraints are robust to the inclusion of $w(\theta)$. Allowing the $C_{\text{sample}}$ values to vary in the analysis naturally loses some constraining power (although perhaps due to the presence of projection/volume effects, this is not apparent in the width of the resulting $S_8$ constraint, and may manifest instead as a shift in the $S_8$ constraint). Adding the clustering between bins allows us to regain some of the lost information. Including the clustering between bins gives cosmology constraints quite consistent with the fiducial analysis, with the mean of the $S_8$ posterior increasing by 0.2σ (0.9σ) for MagLim (redMaGiC).

In Table 3, we show the $p$-value for the PPD for each cosmology MCMC chain (see Doux et al. 2021 for details). These values can be interpreted as a goodness-of-fit metric, indicating how likely the particular realization of the Y3 data (for the full $2 \times 2$ pt data vector as well as $f_p(\theta)$ and $f(\theta)$ separately) is, given the assumed cosmological model. When allowing magnification coefficients to vary, we see a moderate improvement in the PPD values for both lens galaxy samples. When additionally including $w(\theta)$ cross-correlations, we see no significant change in the $p$-value, suggesting at least that our modelling framework can be applied to the $w(\theta)$ cross-correlation reasonably successfully.

8.3 Magnification coefficient ($C_{\text{sample}}$) constraints

In Fig. 9, we show the posterior distribution of the $C_{\text{sample}}$ in each redshift bin compared to the estimates from B10 i.e. those that we fixed $C_{\text{sample}}$ to in the fiducial analysis. The $C_{\text{sample}}$ posterior in the third redshift bin of the MagLim sample is significantly larger than any of the estimates from B10, N-body simulations, or the flux perturbations. When adding the cross-correlations between lens bins, this constraint moves closer to the estimated values, though remains significantly higher. Given the good agreement between the prior estimates in this redshift bin, it is likely that the magnification parameters are capturing some other systematic in the DES data that bias the clustering measurements.

The fourth MagLim redshift bin posteriors are in good agreement with the prior estimates, especially when $w(\theta)$ cross-correlations are included in the fit.
Figure 7. The measured clustering signal, \( w(\theta) \) for the MagLim sample (top) and redMaGiC sample (bottom), including cross-correlations between redshift bins. The lower panels in each block show the difference between the data and the best-fitting theory from the fiducial LCDM analysis (which fixed magnification coefficients, and used only the autocorrelations of \( w(\theta) \)). Also shown in red is the prediction based on the best-fitting parameters when including the cross-correlations between redshift bins in the fit, and allowing the magnification coefficients to vary. For MagLim, the prediction based on the best-fitting from the fiducial analysis is a poor fit to the cross-correlation measurements, with a \( \chi^2 \) of 130.7 for the 59 cross-correlation datapoints. The red line shows significant improvement, with a \( \chi^2 \) of 63.7. Note that we still exclude redshift bins 5 and 6 for MagLim, consistent with the fiducial 3 x 2 pt analysis. For redMaGiC, the \( \chi^2 \) of the \( w(\theta) \) cross-correlations improves from 167.6 to 144.7 (for 96 data points) when the cross-correlations are included in the fit and magnification coefficients allowed to vary. So while there is significant improvement in the fit, it remains quite poor, probably suggesting the presence of further unaccounted-for systematics.

We also analyse a 2 x 2 pt data vector using all six MagLim redshift bins, keeping all other analysis choices the same as in the fiducial analysis. We find the posteriors on the first four \( C_{\text{sample}} \) parameters are consistent with the four bin run. The fifth bin is consistent with

included. Given their low redshift and therefore weak magnification signal, the constraining power on the magnification coefficients for the lowest two redshift bins is too weak to make a useful comparison.
expectation from Balrog. However, the sixth bin is around 3σ lower than expectation. Given that these redshift bins were excluded from the fiducial analysis due to the likely presence of (not-well-understood) measurement systematics, we cannot ascribe a specific cause to this discrepancy.

For the redMaGIC sample, we find good agreement between the posteriors and prior estimates in the first three redshift bins (although again the constraining power for the first two bins is weak). For the two highest redshift bins, the 2 × 2 pt posteriors favour lower $C_{\text{sample}}$ values at 2–3σ. Again, this may be an indication of the magnification coefficients’ sensitivity to other observational systematics (see discussion in Abbott et al. 2022; Pandey et al. 2022; Rodríguez-Monroy et al. 2022).

In general, when allowing the magnification coefficients to vary freely in the analysis, we do not always recover values expected from the prior estimates described in Section 5. This could be due to missing effects in the image simulations used to estimate the magnification coefficients that were not captured by any of the methods in Section 5. It could also be driven by observational systematics in the data vector that are degenerate with the magnification signal. These potential systematics are further explored in Porredon et al. (2021a), Abbott et al. (2022), Pandey et al. (2022), and Rodríguez-Monroy et al. (2022).

9 CONCLUSIONS

This analysis has studied the impact of lensing magnification of the lens sample in the DES Year 3 cosmological analysis, which combines galaxy clustering with galaxy weak lensing (Abbott et al. 2022). We estimate the amplitude of the magnification coefficients via several methods prior to analysis of the measured data vector, test the model assumptions of the fiducial analysis, and infer cosmological parameter constraints with different modelling choices related to lens magnification.

We estimate the amplitude of the magnification coefficients from the realistic Balrog image simulations (Everett et al. 2022), by injecting fake objects into real DES images and testing the response of the number density of selected objects to magnifying the input objects. We compare these estimates with simplified estimates from directly perturbing fluxes in the real data, and from mock catalogue
simulations, and find some deviations, especially at intermediate redshifts. These differences may be driven by the additional effects included in the Balrog image simulations, such as the impact on galaxy size and photometric redshift estimates.

By running variants on the fiducial DES Y3 analysis, on both simulated and real data, we demonstrate that the fiducial analysis choice, where magnification coefficients were fixed at the best-fitting estimates from the image simulations, does not bias the cosmological inference relative to imposing an informative prior that accounts for uncertainty in those estimates. We constrain cosmological parameters in ΛCDM and wCDM with different sets of priors on magnification coefficients and find the cosmology constraints on the data to behave as expected from the simulation, where changes in the $S_8$ constraint less than 1σ can be induced by incorrect magnification modelling or projection effects from a model that is too flexible.

We demonstrate the usefulness of including the clustering cross-correlations between lens redshift bins to better constrain the magnification coefficients, and therefore also the cosmological parameters. In our simulated analyses in Section 6, we show that on the Buzzard simulation measurement, including the $w(\theta)$ cross-correlations allows one to vary freely the magnification coefficients, without incurring a cost in constraining power on $S_8$ with respect to the fiducial analysis (which fixed the magnification coefficients and did not include $w(\theta)$ cross-correlations). This opens up the possibility of a more conservative analysis with minimal assumptions on the magnification coefficient values. It also points to the potential for extracting significant cosmological information from the $w(\theta)$ cross-correlations if the magnification coefficient values can be calibrated from simulations, as we have attempted here.

We constrain the magnification coefficients $C_{\text{sample}}$ from the two-point functions themselves and find some of the coefficients to be inconsistent with their prior estimates from both the Balrog image simulations and the alternative methods. While this could be caused by incorrect input coefficients, we believe the extreme values are more likely to be induced by other unmodelled systematics in the DES 2 × 2 pt data. Despite this preference for unexpected values of the magnification coefficients, when freeing the magnification parameters we observe shifts in cosmological parameters that are very similar to those biases expected from projection/prior volume effects, as observed on simulated where the modelling is perfect and no systematics are present. It is therefore unlikely that the fiducial DES Year 3 approach is incurring large (>1σ) biases in cosmological parameters due to degeneracies with magnification parameters that have been fixed to incorrect values, since in this case we would see cosmological parameter shift when freeing magnification coefficients that are inconsistent across data and simulations. Rather, it is likely that (i) there are projection/prior volume effects that are introduced by freeing the magnification coefficients and (ii) the extreme and unexpected inferred values of magnification parameters are due to unmodelled systematics in the data. In addition, the same systematic effects could also be biasing the cosmological parameters in both the fixed and free magnification coefficients cases, and require further investigation before we can claim the DES Year 3 constraints are fully robust. One unmodelled systematic that could be degenerate with magnification is the impact of dust extinction from galaxies that trace...
structures between us and the lens galaxies. This extinction could also produce changes in the observed number density of galaxies that is correlated with foreground large-scale structure, although, unlike lensing, its impact on galaxy fluxes is chromatic (Ménard et al. 2010). The $C_{\text{sample}}$ inconsistency is interesting in the context of the much studied high-redshift inconsistency between clustering and galaxy–galaxy lensing in DES Year 3 (Porredon et al. 2021a; Abbott et al. 2022; Pandey et al. 2022). However, because some of the $C_{\text{sample}}$ posteriors are significantly discrepant with all of the methods explored in this paper, we also consider the possibility that the magnification signal is partially degenerate with this inconsistency, rather than the cause.

The results in this paper demonstrate the DES $2 \times 2 pt$ cosmology results are broadly robust to the pre-unblinding choices of magnification prior, and changes in cosmological parameters follow the expected small shifts seen on simulations. The magnification signal itself is detectable in the $2 \times 2 pt$ data vector, but can be sensitive to systematics.
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APPENDIX A: Balrog SAMPLES

In this appendix, we present a comparison between the real data and the Balrog lens samples used in this analysis. Histograms of the measured magnitude, colour, photo-z, and galaxy size are shown in Fig. A1 for the MagLim sample and in Fig. A2 for redMaGiC. We find good agreement between the colour, magnitude, and photometric redshift distributions between the two samples. There are some small differences in the distributions of galaxy size $T$ and size uncertainty $T_{err}$. These quantities are used in the star galaxy separation cuts. In the Balrog sample, the photometric pipeline appears to generally find a slightly smaller size uncertainty than on the real data. Any differences between these two samples are accounted for by including a systematic error on $C_{\text{sample}}$ equal to the difference between the flux only measurements in Balrog and the real data.

Figure A1. Histograms comparing quantities of the MagLim lens sample between the real data and Balrog. The quantities shown are SOF (single-object fitting) magnitudes and colours using bands $g$, $r$, $i$, and $z$, photometric redshift point estimate from the DNF algorithm used for selecting and binning the MagLim galaxies, and size estimates $T$ and $T_{err}$ that were used for star–galaxy separation. The distribution of magnitude and colour agree well between the samples, but the Balrog pipeline appears to underestimate the uncertainty on galaxy sizes $T_{err}$. This difference is accounted for in the systematic uncertainty applied to $C_{\text{sample}}$. 

APPENDIX B: SOURCE MAGNIFICATION

As well as impacting the lens galaxies, magnification can also have an impact on the source sample by increasing the sampling of the shear field behind overdense structures. This effect generally has a smaller impact on the 3 × 2 pt data vector than lens magnification as demonstrated for the DES year 3 analysis in Prat et al. (2022). Source magnification also has a small impact estimations of source redshift uncertainties using the clustering redshift method as demonstrated for DES Year 3 in Gatti et al. (2020). In this appendix, we show the results of applying the Balrog method to the source selection to obtain approximate $C_{\text{sample}}$ values for source galaxies. Since source magnification is not included in the baseline analysis modelling Krause et al. (2021) for 3 × 2 pt, we present only the best-fitting $C_{\text{sample}}$ values output from the Balrog method and do not perform the full error analysis. These values were used only to demonstrate insensitivity to source magnification. The source sample was selected by running the metacalibration (Huff & Mandelbaum 2017) shape measurement pipeline on the balloon sample as described in Everett et al. (2022) to produce a sample equivalent to the shape catalog described in Gatti et al. (2021). In order to estimate the redshift dependence of the source magnification signal, we split the source sample into tomographic bins using the photometric redshift estimate of the deep field object associated with each balloon injection. This photometric redshift point estimate came from the EAzy template fitting photo-z code (Brammer, van Dokkum & Coppi 2008). The performance of this photo-z code on the DES deep fields is described in Hartley et al. (2022). While these tomographic bins should not be considered the same as the photo-z binning of the wide field objects, it does demonstrate the redshift dependence of the $C_{\text{sample}}$ quantity in the redshift ranges relevant to the tomographic bins used in the main 3 × 2 pt analysis. The final SOMPZ redshift binning used in the final analysis Myles et al. (2021) was not available at the time these validation tests were performed for the Y3 analysis. The $C_{\text{sample}}$ value obtained for the non-tomographic source sample is $C_{\text{source notomo}} = 1.90$. When split into tomographic bins using the deep field photo-z, we obtain $C_{\text{source sample}} = [0.67, 1.37, 1.986, 2.916]$. 

Figure A2. Same as Fig. A1 but for the redMaGiC sample. The photometric redshift shown is the $Z_{\text{redMaGiC}}$ estimate calibrated from the same red sequence training as the data.
APPENDIX C: PARAMETER DEGENERACY IN THE FREE MAGNIFICATION ANALYSIS

In this appendix, we further detail the parameter degeneracies in the $2 \times 2$ pt analysis when the magnification parameters $C_{\text{sample}}$ are allowed to be free. We aim to describe the features in the data that cause some $C_{\text{sample}}$ posteriors to disagree the Balrog estimates in Fig. 9 and to describe the reasons for the small shifts in $\sigma_8$ in Fig. 6.

In Fig. C1, we show the 2D parameter constraints of the intrinsic alignment parameters (using the TATT model (Blazek et al. 2019), which was the fiducial IA model in the DES year 3 analysis) and the $C_{\text{sample}}$ parameters from the lowest and highest MagLim redshift bins. We see some mild correlation between the IA amplitude parameter $A_1^{(IA)}$ and the constrained $C_4^{\text{sample}}$. The other constrained $C_{\text{sample}}$ parameters

![Figure C1. 2D parameter constraints on magnification coefficients and intrinsic alignment (IA) parameters in the TATT model. Results are shown for two magnification priors; a delta function at the Balrog best fits (dashed line) and the wide flat prior. Results are shown only for $C_{\text{sample}}$ in MagLim bins 1 and 4 for conciseness. We see a mild positive degeneracy between the IA amplitude and the constrained (higher-redshift) $C_{\text{sample}}$. Freeing the magnification coefficients shifts the $A_1^{(IA)}$ posterior higher. We also show the posterior for the case with cross-correlations between lens bins included in the fit, using a flat magnification prior (red). The cross-correlations constrain the high redshift $C_{\text{sample}}$ and shift the IA posteriors back towards the fixed case. Posteriors on $C_{\text{sample}}$ in the other tomographic bins were shown in Fig. 9.](https://academic.oup.com/mnras/article/523/3/3649/7193807)
show similar behaviour. This leads to a positive shift in the $A_1^{(IA)}$ posterior when magnification is freed. A higher $A_1^{(IA)}$ results in a lower $\sigma_8$, explaining the shift in Fig. 6.

Also in Fig. C1, we show the posteriors from a data vector including cross-correlations between lens bins, with a flat prior on magnification parameters. One can see the cross-correlations move the magnification and IA posteriors towards the fixed magnification case, and break the degeneracy between magnification and IA.

We also show the residual MagLim galaxy–galaxy lensing $\gamma_t$ signal for the best-fitting model from the fiducial fixed magnification chain in Fig. C2. It is of particular interest to look at the $\gamma_t$ signal for MagLim bin 3 as we find a $C_{\text{sample}}^3$ posterior much higher than the fiducial Balrog value when using a flat magnification prior (as seen in Fig. 9). We find this signal decreases when magnification is freed, relative to the fixed case, due to the lower $\sigma_8$, despite the increase in the $C_{\text{sample}}^3$ posterior. When the cross-lens bin clustering is added to the inference, the model best fit returns closer to the fixed case.

**APPENDIX D: STATISTICAL UNCERTAINTY IN Balrog**

In this appendix, we derive the statistical uncertainty on the Balrog estimates in equation (25).

The magnified and unmagnified Balrog samples contain a number of objects that are common between the two samples; we will call this $N(\delta \kappa + 0)$ and a number of objects that are unique to each sample $N(\delta \kappa \text{only})$ and $N(0 \text{only})$. We assume that these are three, independent Poisson-distributed quantities with uncertainties

$$
\sigma_{N(\delta \kappa + 0)}^2 = N(\delta \kappa + 0),
$$

$$
\sigma_{N(\delta \kappa \text{only})}^2 = N(\delta \kappa \text{only}),
$$

$$
\sigma_{N(0 \text{only})}^2 = N(0 \text{only}).
$$

**Figure C2.** Residual $\gamma_t$ signal for the best fit of different magnification set-ups.
\[ \sigma_{N(\delta k \text{ only})}^2 = N(\delta k \text{ only}), \]  
\[ \sigma_{N(0 \text{ only})}^2 = N(0 \text{ only}). \]

We can write the total number of objects in the two samples as follows:

\[ N(\delta k) = N(\delta k \text{ only}) + N(\delta k + 0), \]
\[ N(0) = N(0 \text{ only}) + N(0 + 0). \]

Starting with equation (24), we can write \( C_{\text{Balrog}} \) as follows:

\[ C_{\text{Balrog}} = \frac{N(\delta k) - N(0)}{N(0)\delta k} = \frac{X}{N(0)\delta k}. \]

and the uncertainty on this quantity as follows:

\[ \frac{\sigma_{C_{\text{Balrog}}}^2}{C_{\text{Balrog}}^2} = \frac{\sigma_X^2}{X^2} + \frac{\sigma_{N(0)}^2}{N(0)} + \frac{2\sigma_X N(0)}{XN(0)}. \]

We can then derive equation (25) by substituting in the following relations,

\[ X = N(\delta k \text{ only}) - N(0 \text{ only}), \]
\[ \sigma_X^2 = N(\delta k \text{ only}) + N(0 \text{ only}), \]
\[ \sigma_{N(0)}^2 = N(0). \]

\[ \sigma_X N(0) = -N(0 \text{ only}). \]

The final statistical uncertainty is then

\[ \frac{\sigma_{C_{\text{Balrog}}\text{ sample}}^2}{C_{\text{Balrog}}\text{ sample}^2} = \left( \frac{N(0 \text{ only}) + N(\delta k \text{ only})}{N(\delta k) - N(0)} \right)^2 + \frac{1}{N(0)} + \frac{2N(0 \text{ only})}{N(0)[N(\delta k) - N(0)]}. \]

---
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