Dark Energy Survey Year 3 results: A 2.7% measurement of baryon acoustic oscillation distance scale at redshift 0.835
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We present angular diameter measurements obtained by measuring the position of baryon acoustic oscillations (BAO) in an optimized sample of galaxies from the first three years of Dark Energy Survey data (DES Y3). The sample consists of 7 million galaxies distributed over a footprint of 4100 deg$^2$ with $0.6 < z_{\text{photo}} < 1.1$ and a typical redshift uncertainty of 0.03(1 + z). The sample selection is the same as in the BAO measurement with the first year of DES data, but the analysis presented here uses three times the area, extends to higher redshift, and makes a number of improvements, including a fully analytical BAO template, the use of covariances from both theory and simulations, and an extensive preunblinding protocol. We used two different statistics: angular correlation function and power spectrum, and validate our pipeline with an ensemble of over 1500 realistic simulations. Both statistics yield compatible results. We combine the likelihoods derived from angular correlations and spherical harmonics to constrain the ratio of comoving angular diameter distance $D_M$ at the effective redshift of our sample to the sound horizon scale at the drag epoch. We obtain $D_M(z_{\text{eff}} = 0.835)/r_d = 18.92 \pm 0.51$, which is consistent with, but smaller than, the Planck prediction assuming flat $\Lambda$CDM, at the level of 2.3$\sigma$. The analysis was performed blind and is robust to changes in a number of analysis choices. It represents the most precise BAO distance measurement from imaging data to date, and is competitive with the latest transverse ones from spectroscopic samples at $z > 0.75$. When combined with DES 3x2pt + SNIa, they lead to improvements in $H_0$ and $\Omega_m$ constraints by $\sim$20%.
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I. INTRODUCTION

The scientific knowledge of the Universe changed in the 1990s with the discovery of its accelerated expansion [1,2]. This remarkable discovery opened the door to the current cosmological standard model, $\Lambda$CDM. The model is very well established, since it is based on a very large set of independent observations that it can explain with high accuracy. However, it has shocking consequences. Only a small fraction (around 5%) of the content of our Universe is ordinary matter. The other 95% is composed of exotic entities called dark matter and dark energy, that have not been detected yet in laboratories. $\Lambda$CDM describes the dominant component of the matter-energy content of the Universe, dark energy, as a cosmological constant $\Lambda$, a description that is in agreement with all the current cosmological observations [3]. However, the value of $\Lambda$ itself is not compatible with the Standard Model of particle physics [4,5]. The current measurements of dark energy properties are not yet precise enough to distinguish between possible explanations, like the incompleteness of general relativity to describe gravity at cosmological scales or the existence of some mysterious fluid with negative pressure filling the whole Universe, are still possible.

Several observational probes are used to study the nature of dark energy. Among them, the measurement of the evolution with redshift of the angular diameter distance and the Hubble distance, using the scale of the baryon acoustic oscillations (BAO) as a standard ruler, is one of the most robust, since it is insensitive to systematic uncertainties related to the astrophysical properties of the tracers (galaxies, quasars, or the Lyman-$\alpha$ forest). In addition, the physics that causes BAO is well understood, which allows very precise measurements with the current cosmological surveys. The BAO signal was first detected in 2005 by both the Sloan Digital Sky Survey (SDSS) [6] and the 2-degree Field Galaxy Redshift Survey (2dFGRS) [7,8]. Today there are many detections at different redshifts from SDSS I, II, III, and IV [9–21], the 6-degree Field Galaxy Survey (6dFGS) [22], and WiggleZ [23–26], mapping the redshift evolution of the angular diameter distance.

The Dark Energy Survey (DES, [27,28]) is a photometric galaxy survey that probes the physical nature of dark energy by means of several independent and complementary probes. One of these probes is the precise study of the spatial distribution of galaxies, and in particular, the BAO standard ruler. Since DES is a photometric survey, its precision in the measurement of redshifts is limited.
However, a precise determination of the evolution of the angular distance with redshift is possible through the measurement of angular correlation functions or angular power spectra, as was already probed with the DES Y1 data [29]. Other measurements of the BAO signal in various photometric data samples have been presented in Refs. [30–36] using a variety of methodologies.

In this paper, a new determination of the BAO scale is presented. The measurement uses the imaging data from DES Y3, described in [37], to measure the angular diameter distance to red galaxies that have been specially selected [38] with photometric redshifts $0.6 < \z_photo < 1.1$. DES has imaged a 5,000 deg$^2$ footprint of the Southern Hemisphere using five passbands, grizY, collecting the properties of over 300 million galaxies. Here, we use 7 million galaxies over 4100 deg$^2$, that were color and magnitude selected to balance trade-offs in BAO measurements between the redshift precision and the number density. We use these data, supported by 1952 mock realizations of our sample, to measure the BAO scale at an effective redshift of 0.835.

The measurement we present is supported by a series of companion papers. In [38] we present all the details of the selection of the galaxy sample, that was optimized for $z > 0.6$ BAO measurements, the tests of its basic properties, the mitigation of observational systematic effects, and the photometric redshift validations, extending what was done in [39]. In [40] we describe the mock catalogs we have developed to test the measurement methods. These mocks match the spatial properties of the data sample and the photo-z resolution.

The structure of this paper is as follows. Section II summarizes the data we used, including all of its basic properties and the process we used to mitigate systematic effects. Section III presents the different sets of simulations used to validate the analysis. Section IV describes the analysis methodology, including the techniques to measure the clustering of galaxies (both angular correlation function and angular power spectrum), the estimation of the covariance matrices and the production of the templates that have been used to fit the BAO scale. In addition, it also presents how the BAO scale is extracted from the data. Section V present the validation of the entire analysis using simulations. Section VI describes the full set of preunblinding tests that we defined as a requirement to be passed before revealing the final results. Section VII presents our results, starting with the clustering measurements and the resulting BAO scale followed by the distance measurement derived from this scale. Finally, Sec. VIII is devoted to the cosmological implications of this measurement, including a comparison to predictions of the flat $\Lambda$CDM model and other BAO scale distance measurements. Our conclusions are presented in Sec. IX.

The fiducial cosmology we use to quote our primary results is a flat $\Lambda$CDM model with $\Omega_m = 0.31$, $h = 0.676$, $n_s = 0.97$ and $\sigma_8 = 0.83$; consistent with [41] (we denote this as Planck hereafter). However our mocks, and therefore all the statistical and systematics tests to validate our methodology, were carried out using $\Omega_m = 0.25$ and $h = 0.7$ (denoted as MICE in what follows). This cosmology matches the one of the MICE $N$-body simulations [42–44], which was used to calibrate the mock galaxy samples themselves. We demonstrate that our results are not sensitive to this choice.

It is important to remark that the whole analysis was performed blinded. The sample selection cuts and the estimation of photometric redshifts and redshift distributions, the treatment of observational systematics, and the analysis choices were defined and completed a priori. In addition, a detailed set of tests to be passed before unblinding the results was put in place. Only when the analysis passed this predefined criteria, we unblinded the measurement of the BAO scale.

II. DARK ENERGY SURVEY DATA

A. DES Y3-GOLD catalog

The Dark Energy Survey (DES) observed for six years using the Dark Energy Camera (DECam [45]) at the Blanco 4m telescope at the Cerro Tololo Inter-American Observatory (CTIO) in Chile. The survey covered 5000 sq. deg. in grizY bandpasses to approximately 10 overlapping dithered exposures in each filter. We utilize data taken during the first three years of DES operations (DES Y3), which made up DES Data Release 1 (DR1 [46]). This analysis covers the full 5000 sq. deg. survey footprint for the first time, but at approximately half the full-survey depth. The data is processed, calibrated, and coadded to produce a photometric data set of 390 million objects that is further refined to a ‘Gold’ sample for cosmological use [37]. The Y3 Gold sample includes cuts on minimal image depth and quality, additional calibration and deblending, and quality flags to identify problematic photometry and regions of the sky with substantial photometric degradation (e.g., around bright stars). The Y3 Gold sample extends to a 10$\sigma$ limiting magnitude of 23 in $i$-band and it is the basis for the definition of the BAO sample.

B. BAO sample

We select a subsample of red galaxies from the Y3 Gold sample [37] following the same color selection as in Y1 [39], designed to balance the sample density with the photo-$z$ precision above redshifts greater than 0.5. The sample covers 4108.47 deg$^2$, almost three times larger than the Y1 sample, and comprises 7,031,993 galaxies in the redshift range $0.6 < z < 1.1$, up to a magnitude limit of $i < 22.3(AB, 10\sigma)$. Full details about the sample selection and characterization is found in [38], here we summarize the main properties.

Improvements in data reduction and processing between Y1 and Y3 increased the DES detection efficiency, which
translated into a higher number density of sources, even though the number of exposures per pointing in the footprint is in average the same. We take full advantage of this optimization for the BAO sample and extend the analysis from \(z_{\text{photo}} = 1\) to \(z_{\text{photo}} = 1.1\) and to a fainter magnitude limit with respect to Y1 (22.3 instead of 22, in the \(i\)-band). Our forecasts showed that this extension of the sample meant a 10% gain in the precision of the combined BAO distance measurement.

During the selection process we used \(\text{ngmix}^1\) SOF magnitudes (hereafter referred to as SOF) with chromatic corrections and dereddened usingSED-dependent extinction corrections. These magnitudes are defined in [37]. We also use the morphological classification based on SOF photometry to select secure galaxies. These choices are common to all DES Y3 cosmological results.

We start by applying the same color cut as in Y1 to the Gold sample to select red galaxies. Despite the changes in photometry from Y1 and Y3, the color selection still isolates galaxies at \(z > 0.5\), as attested in [38]. The primary selection includes the aforementioned color cut, a magnitude cut as a function of photometric redshift \(z_{\text{photo}}\) (to remove fainter galaxies at lower redshifts), and the redshift range. The cuts applied are

\[
(i_{\text{SOF}} - z_{\text{SOF}}) + 2.0(r_{\text{SOF}} - i_{\text{SOF}}) > 1.7, \quad (1)
\]

\[
i_{\text{SOF}} < 19 + 3.0z_{\text{photo}}, \quad (2)
\]

\[
0.6 < z_{\text{photo}} < 1.1, \quad (3)
\]

where \(z_{\text{photo}}\) is the photometric redshift estimate, which we describe in Sec. II C. In addition we impose a bright magnitude cut \(17.5 < i_{\text{SOF}}\) to remove bright contaminant objects such as binary stars. Stellar contamination is mitigated with the galaxy and star classifier \(\text{SOF}\) from the Y3 \(\text{GOLD}\) catalog. Likewise, we remove sources that are flagged as suspicious or with corrupted photometry (see [38]).

A summary of the BAO sample properties is given in Table I, and an in-depth discussion of the selection process and flags can be found in [38].

### C. Photometric redshifts

We measure the BAO scale in tomographic redshift bins of width \(\Delta z = 0.1\) from 0.6 to 1.1. In order to assign galaxies to each redshift bin we use the photo-z estimate given by the directional neighborhood fitting (DNF) algorithm [47], which was trained using SOF \(griz\) fluxes on a large training sample. In this work, this reference dataset includes \(\sim 2.2 \times 10^5\) spectra matched to DES objects from 24 different spectroscopic catalogs, in particular SDSS DR14 [48] and the OzDES program [49]. DNF performs a nearest-neighbors fit to the hyperplane in color and magnitude space to this training set, and predicts the best photo-z estimate (called \(Z_{\text{MEAN}}\) in the DES catalogs), as well as the redshift of the closest neighbor (\(Z_{\text{MC}}\) and the full PDF distribution. We use \(Z_{\text{MEAN}}\) to assign galaxies to each tomographic bin.

In order to estimate the true redshift distribution \(n(z)\) in each tomographic bin we construct a matched sample [38], within one arcsec apertures, with the second public data release (PDR2) [50] from “VIMOS Public Extragalactic Redshift Survey” (VIPERS) [51]. VIPERS was designed to be a complete galaxy sample up to \(i < 22.5\) for redshifts above 0.5 and covers 16.32 deg\(^2\) in the DES footprint, containing 74591 BAO sample galaxies in the matched catalog. Each of these galaxies is weighted to account for target selection, color selection and spectroscopic efficiency. We stack the spectroscopic redshifts \(z_{\text{VIPERS}}\) from the matched catalog to estimate our five \(n(z)\)’s.\(^2\) In [38] we also use the stacking of the DNF \(Z_{\text{MEAN}}\) or DNF PDF’s to validate the redshift distributions of the BAO sample.

Table I contains estimates of the photometric redshift accuracy per galaxy, \(\sigma_{68}\), defined as the half width of the interval containing the median 68% of values in the distribution of \((Z_{\text{MEAN}} - z_{\text{VIPERS}})/(1 + z_{\text{VIPERS}})\). It also shows an estimate of the width of the individual \(n(z)\)’s, \(W_{68}\), similarly defined as the 68% confidence region of the stacking of \(z_{\text{VIPERS}}\). It also contains the mean of each \(n(z)\), \(\bar{z}\), that matches the geometric mean of the corresponding bin edges well, except at the last bin where the distribution is a bit skewed towards low redshifts.

### D. Angular mask

The BAO sample footprint is constructed directly from the high resolution HEALPix [52] maps given in [37]. The main requirements imposed in the footprint are: Each pixel

---


2. For consistency, we had removed VIPERS from the DNF training sample.
has to be observed at least once in $griz$, with a coverage greater than 80%. Pixels affected by foreground sources like extended galaxies or bright stars and regions affected by image artifacts are removed. Pixels with 10-$\sigma$ limited depth of $i_{\text{SOF,lim}} < 22.3$ are removed, consistent with the faintest magnitudes in the BAO sample, see Eqs. (2) and (3). Pixels with a 10-$\sigma$ magnitude limit in $r_{\text{SOF}}$ and $z_{\text{SOF}}$ bands such that $2r_{\text{SOF,lim}} - z_{\text{SOF,lim}} < 24$ are also removed, in order to ensure reliable measurements of the color defined in Eq. (1). The area of the BAO sample covers the 4108.47 deg$^2$ and is shown in Fig. 1 as a projected density field.

E. Observational systematics

The observed number of galaxies is expected to have a nontrivial selection function that depends on various observing conditions of the survey, in addition to external conditions such as dust extinction or the dependence of stellar density with galactic latitude. These properties, which are themselves correlated, vary spatially and in general will have large-scale modes. This imprints a bias in the clustering signal if not accounted for [53–60]. We correct this effect by applying weights to each galaxy corresponding to the inverse of the estimated angular selection function. This methodology, while now more widely adopted in the literature, was first applied in DES for the lens sample used in the DES Y1 3x2pt analysis in [61]. In Y3, the same methodology is applied to all clustering samples. Details about the method and results for other Y3 samples are given in [62] and for the BAO sample in [38].

The method consists on assigning weights to correct for the spurious clustering signal from individual survey properties, iteratively in order of decreasing significance until a global threshold is met. In the Y3 GOLD catalog, more than 100 survey property maps are available. However the majority of these maps are highly correlated among themselves. First we use a criterion to eliminate the highest correlations based on their Pearson’s correlation coefficient matrix. This reduces the list of maps to a subset of 26 maps, including depth, airmass, stellar density and E (B-V) extinction (see Appendix B of [38]).

We start by measuring the galaxy density as a function of survey property, for each tomographic bin separately. We use a set of 1000 lognormal realizations to measure what this relation is expected to look like in the absence of any induced systematic, and hence to estimate the significance of the relation found on the data. We then assign position-dependent weights to galaxies to remove the most significant trend in question. All weights are assigned with a linear fit to the density-observing condition relation, and we find no evidence for requiring additional terms in the model. This process is run iteratively until all density-observing conditions relations are below a given threshold. In the case of the BAO sample, we chose the threshold to be equivalent to $\sim\%$ of mock values.

Contrary to Y1, in Y3 we find that the observational systematic correction is several times the statistical error, mostly due to the increase in sample size. During the blinded period we tested variations in the treatment of systematics, e.g., masking regions with extreme survey property values or varying the significance threshold. They all led to consistent final weights maps. Moreover by comparison to a set of 1000 lognormal mocks, we find that the systematic error on the correction from over fitting was small compared with the statistical errors in the angular correlation function or angular power spectrum itself. In Sec. VII C we show that the recovered BAO distance measurement is insensitive of the observational weights. More details about the mitigation of systematics can be found in [38].

III. SIMULATIONS

In what follows, we discuss the two sets of mock galaxy catalogs that we use throughout the analysis to validate the whole BAO distance measurement.

A. ICE-COLA (quasi-N-body) mocks

We create a set of 1952 mock catalogs of the DES Y3 BAO sample that reproduce with high accuracy the principal properties of the data: (i) the sample observational volume, (ii) the abundance of galaxies, true redshift distribution and photometric redshift uncertainty, and (iii) the clustering as a function of redshift. We refer the reader to [40] for further details, and highlight here only the basic features of the ICE-COLA mocks used for this work.

This set of mocks is obtained using $N_{\text{sim}} = 488$ fast quasi-N-body simulations generated with the ICE-COLA code [63]. The COLA method [64,65] uses second-order Lagrangian perturbation theory (2LPT) combined with a particle-mesh (PM) gravity solver. The latter is used to solve particle trajectories on small scales, where the 2LPT...
accuracy is lower compared to the full \( N \)-body solution. The ICE-COLA algorithm extends the COLA algorithm to produce on-the-fly light-cone halo catalogs and weak lensing maps. The simulations use 2048\(^3\) particles in a box of size of 1536 Mpc \( h^{-1} \), matching the mass resolution and 1/8 of the volume of the MICE Grand Challenge simulation [42,43]. A total of 64 box replications (four boxes in each Cartesian direction) are needed to create a full-sky light cone up to redshift \( \sim 1.43 \).

Mocks of galaxies are created populating halos following the recipe of a hybrid halo occupation distribution and halo abundance matching model [66,67]. The algorithm has two free parameters per tomographic bin, setting the satellite number and the total number of galaxies as a function of host halo mass. These total of ten free parameters are found by running an automatic likelihood minimization. This automatic calibration received as inputs the redshift distribution, \( n(z) \), and the unblinded data measurements of angular clustering \( w(\theta) \) at scales smaller than 1 deg. Another important property that needs to be covered by the mocks is a realistic photometric redshift distribution. In contrast to the data, for the simulated halos we have the true redshifts and the photometric ones need to be derived. This is done by using the 2D probability distribution \( P(\z_{\text{phot}}, \z_{\text{sp}}) \) of galaxies present in both VIPERS and DES Y3 data sets. Finally, four non-overlapping DES Y3 footprint masks are placed on each full-sky halo catalog allowing to have four times more galaxy mocks than the total number of full-sky simulations.

The replications mentioned above introduce strong correlations among the measured \( w(\theta) \) of tomographic bins that are not adjacent. This is discussed more in detail in [40] where it is shown that up to a \( \sim 10\% \) of the particles are repeated (depending on the tomographic bin combination) once we impose the DES Y3 footprint and \( n(z) \). This leads to nonzero covariances for tomographic bins that have no redshift overlap otherwise. For this reason we avoid using the ICE-COLA mocks as one of our primary covariance estimation tools, but use them only to validate and benchmark the process of angular diameter distance measurements.

### B. FLASK (lognormal) mocks

Lognormal distributions have been shown to be a very good approximation to cosmological fields [68,69]. For some applications, they are a very useful tool due to their flexibility and for being much less computationally expensive than full \( N \)-body simulation runs.

We produce a set of lognormal mock catalogs using the publicly available code Full Sky Lognormal Astro fields Simulation Kit (FLASK) [70]. FLASK is able to quickly generate random catalog realizations, in tomographic bins, with the same statistical properties of the DES Y3 BAO galaxy sample.

We generate 2000 mock galaxy position catalogs and density maps with the DES Y3 footprint in HEALPix resolution \( \text{NSIDE} = 4096 \). We use as simulation input the galaxy bias and number density per tomographic bin, the full set of auto and cross correlations, and the lognormal field shift parameters\(^3\) per bin, as defined in [70,71]. The set of input correlations are the mean values measured in the ICE-COLA mocks. The galaxy biases used in the FLASK simulations are, namely, \( b = [1.576, 1.595, 1.694, 1.821, 2.033] \) for the respective five redshift bins (also extracted from the ICE-COLA mocks).

The cosmology adopted for FLASK is the MICE cosmology. Considering this cosmology and the \( n(z) \) of sample, the lognormal shift parameters for the five tomographic bins are \([0.600, 0.595, 0.593, 0.572, 0.580]\), respectively.

For the angular power spectrum estimates, we convert the FLASK catalogs to HEALPix maps with \( \text{NSIDE} = 1024 \), and then measure the auto and cross spectra using the NaMaster code\(^4\) [72], with the same specifications as with the real data (see Sec. IVA). In real space, the auto and cross correlations of each of the 2000 catalogs were measured using TreeCorr\(^5\) [73]. We set the \text{bin\_slop} parameter as \( bs = 0.0 \) which means a brute force computation of the 2-point estimators.

We use these measurements to validate our baseline covariance based on the code CosmoLike [74] (see Sec. IV C).

### IV. ANALYSIS

#### A. Clustering measurements

We measure the clustering signal on the BAO sample using three different statistics, the angular correlation function \( w(\theta) \) (ACF), the angular power spectrum in spherical harmonics, \( C_\ell \) (APS) and the three-dimensional correlation in terms of projected comoving separation \( \xi_p(s_\perp) \).

\[ w(\theta) = \frac{DD(\theta) - 2DR(\theta) + RR(\theta)}{RR(\theta)}, \]

\( ^3\)An additional parameter to specify the minimum value of the distribution.

\( ^4\)https://github.com/LSSTDESC/NaMaster.

where $DD$, $DR$, and $RR$ being the normalized counts of data-data, data-random, and random-random pairs, with angular separation $\theta \pm \Delta \theta/2$, with $\Delta \theta$ being the bin size, and all pair-counts are normalized based on the total size of each sample. We bin pair-counts at a bin size of 0.05 degrees but later combined these into larger bin sizes to explore the dependence of the BAO fit statistics on angular resolution or size of the covariance matrix. As we will see (e.g., Fig. 4), the BAO feature appears at $\sim 2.5$ to $\sim 3.5$ degrees at the redshift range considered here and has a width of approximately 1 degree. Hence, any coarse-graining due to this primary binning is not expected to affect the BAO measurements. We compute the clustering using two different pair counting codes, TreeCorr [73] and CUTE [76], performing an extensive code comparison to ensure consistent results. Finding excellent agreement between codes, we use CUTE with the brute force configuration as the default clustering code for the rest of the analysis. After the tests in Sec. V we adopted a fiducial bin-size of $\Delta \theta = 0.2$ deg, $\theta_{\text{min}} = 0.5$ deg, and $\theta_{\text{max}} = 5$ deg, which yields $N = 22$ angular bins in total.

2. Angular power spectrum: $C_\ell$

We measure the angular power spectrum of galaxies using the so-called “pseudo-$C_\ell$” (PCL) estimator [77] as implemented in the NAMASTER code [72]. For constructing galaxy overdensity maps, we use the HEALPix equal-area pixelization scheme, with a resolution of NSIDE = 1024, corresponding to a mean spacing of $\sim 0.06$ degrees. The equal-area pixelization allows computing the galaxy overdensity as $\delta_g = (N_p/w_p)(\sum_p w_p/\sum_p N_p) - 1$ where $N_p$ is the number of galaxies in pixel $p$ and $w_p$ the pixelized mask, that gives the fraction of the area of pixel $p$ covered by the survey.

The discrete nature of galaxy number counts introduces a noise contribution to the estimated power spectrum, also known as noise bias. We assume this noise to be Poissonian, estimate it analytically following [72,78], and subtract it from our power spectrum estimates. Deviations from the Poissonian approximation are expected to be captured by broad-band terms in our template.

We bin the angular power spectrum estimates into bandpowers, assuming equal weight for all modes. We use piecewise-linear, contiguous bins starting at a minimal multipole of $\ell_{\text{min}} = 10$ up to $\ell = 1000$ and different values of $\Delta \ell$, chosen to guarantee a good signal-to-noise ratio across the bandpowers and remain flexible for scale cuts. After the tests in Sec. V, we adopted as fiducial choices $\ell_{\text{min}} = 10$, $\ell_{\text{max}} = 20$, and an $\ell_{\text{max}}$ scale cut approximately corresponding to a $k_{\text{max}} = 0.25h$ Mpc$^{-1}$ under the Limber relation, $k_{\text{max}} = \ell_{\text{max}}/\bar{r}(z)$, evaluated at the mean redshift of each tomographic bin and the fiducial cosmology of our analysis. This $\ell$-binning allows us to resolve a BAO cycle with approximately seven points (see Fig. 5). When constructing the likelihood, we consider the effect of bandpower binning on the theory predictions using bandpower windows that account, in that order, for the effect of mode-coupling, binning averaging, and decoupling, following Sec. 2.1.3 of [72].

3. Projected clustering: $\xi_p(s_\perp)$

In spectroscopic surveys, it is a common practice to transform redshifts to distances in order to measure physical comoving distances between galaxies. This enables access to three-dimensional information and measurements of the BAO shift parameter along and across the line-of-sight.

[79] showed that for photometric surveys, whereas the radial clustering signal is erased due to the redshift uncertainty, angular BAO information remains intact albeit smeared in the radial direction. That paper also showed that for a DES-like BAO sample representing the two-point correlation function as a function of the apparent perpendicular comoving distance ($s_\perp$), for different orientations with respect to the line-of-sight ($\mu$), leads to a BAO position that aligns very well as a function of $\mu$. Hence, following [79], we measure the anisotropic clustering $\xi(s_\perp, s_\parallel)$ using the Landy-Szalay estimator [75],

$$\xi(s_\perp, s_\parallel) = \frac{DD(s_\perp, s_\parallel) - 2 \cdot DR(s_\perp, s_\parallel) + RR(s_\perp, s_\parallel)}{RR(s_\perp, s_\parallel)},$$

(5)

with the normalized pair counts separated by $s_\parallel$ and $s_\perp$ along and across the line-of-sight, respectively. We remark that distances $s_\perp$ and $s_\parallel$ are obtained by transforming photometric redshift and angular positions to comoving positions using the MICE fiducial cosmology. Given the aforementioned alignment of BAO, we can combine our measurements into

$$\xi_p(s_\perp) = \int_0^1 w(\mu)\xi(s_\perp(s, \mu), s_\parallel(s, \mu))d\mu,$$

(6)

where $w(\mu)$ would a priori be an inverse variance weighting. Reference [79] found that for $\mu < 0.8$ and $\sigma_z \geq 0.02(1+z)$, our typical photo-z error, the BAO signal is at a nearly constant $s_\perp$, while the signal for $\mu > 0.8$ is greatly diminished. Hence, for simplicity, one can approximate $w$ by

$$w(\mu) = \begin{cases} 1/0.8 & \mu \leq 0.8 \\ 0 & \mu > 0.8 \end{cases}$$

(7)

Additionally, we could add a redshift-dependent FKP-like [801] weight including the redshift uncertainty [Eq. (16) of [79]]. This per-galaxy weight is used to account for the change of BAO signal-to-noise ratio with redshift. We estimated it to be relatively flat, and we neglect it for the measurements shown here.
This estimator has the advantage that all the galaxies in the full redshift range $0.6 < z_{\text{ph}} < 1.1$ can be combined into a single clustering measurement with the full accumulated BAO signal, as opposed to splitting them into redshift bins. [79] showed that this estimator could reduce the statistical uncertainty with respect to using the angular correlation function. However, we found in [29] that the modeling was slightly less robust and argued that this could be due to the Gaussian assumption for the redshift uncertainties. For this reason this was not included in the fiducial analysis for Y1 and for this work. We only include it in this study for visual purposes. After the completion of this work, we have submitted a new study to improve the modeling of $\xi_p$ [81] that may be applied in follow-up works to the DES data.

For this estimator, we perform pair counts with $\Delta s_{\perp} = 5 \text{ Mpc}/h$, $\Delta s_\parallel = 1 \text{ Mpc}/h$, $s_{\perp,\max} = 175 \text{ Mpc}/h$, $s_{\parallel,\max} = 120 \text{ Mpc}/h$. With the fine binning in $s_\parallel$ being necessary to integrate $\mu$ in Eq. (6) and the maximum sizes set to avoid excessive computing resources. The $\Delta s_{\perp} = 5 \text{ Mpc}/h$ choice is relatively standard for $\xi(r)$ analysis. Nevertheless, we remark that no BAO fits are derived in this paper from this estimator and we refer to the follow-up work on this estimator for further details and analysis choices [81].

### B. BAO template

We extract the BAO distance measurement from the clustering signal using a template-based method. This approach has been extensively used in the literature, mostly for spectroscopic datasets but also for photometric ones (e.g., [82]). The main difference for the latter case is that one can extract mainly the angular diameter distance.

The main difference with previous template based BAO analysis, and in particular our DES Y1 results, is that our template is now fully obtained from first principles, including the damping of the BAO features. We implement this by means of the resummation of infrared (long wavelength) modes put forward in [83,84] and others. This replaces the previous method of calibrating the BAO damping to be used in the data with mock simulations, and enables us to easily change the template for different cosmologies. We build a template for both the configuration space and harmonic space analysis.

We build the BAO template starting from a linear power spectrum $P_{\text{lin}}(k)$ obtained with camb [85]. At BAO scales the main modification due to nonlinear evolution is the broadening of the BAO feature due to large-scale flows. We model this by introducing a Gaussian damping of the BAO wiggles, after isolating this component from the full power spectrum shape,

$$P(k, \mu) = (b + \mu^2 f)^2[(P_{\text{lin}} - P_{\text{nw}})e^{-k^2\Sigma_\parallel^2} + P_{\text{nw}}],$$

where $P_{\text{nw}}$ describes the smooth shape of the power spectrum and all the BAO information is in $P_{\text{lin}} - P_{\text{nw}}$.

In Eq. (8), $\mu \equiv \cos(\theta_{\text{LOS}}) = k_\parallel/k$, $b$ is the linear galaxy bias and $f$ is the logarithmic derivative of the growth factor with respect to the scale factor (at the given cosmology) evaluated at the effective redshift of the sample. The prefactor in Eq. (8) accounts for linear-theory redshift space distortions [86]. The bias parameters $b$ are obtained by fitting to $w(\theta)$ measurement from the data at three linear bins between 0.5 and 1 degree (see details in [40]). Note that these scales do not contain any BAO information, hence these measurements do not interfere with the blind-sampling scheme. We also note that the nonlinearities at small scales are expected to only appear below 0.3 deg. (see [87]).

There are several methods to define the smooth “no-wiggle” power spectrum, $P_{\text{nw}}(k)$. We follow the 1D Gaussian smoothing in log-space described in Appendix A of [88]. We start by defining the ratio of $P$ and a smooth approximation to it, for which we employed the no-wiggle fitting formulas from [89] (hereafter EH). This reduces the dynamical range and makes the filtering more efficient.

$$P_{\text{nw}}(k) = P_{\text{EH}}(k) \times [F \ast R](k),$$

where $R(k) = P(k)/P_{\text{EH}}$ and the convolution with the filter $F$ is in log$_{10}$ variables,

$$[F \ast R](k) = \frac{1}{\sqrt{2\pi}} \int d\log q R(q) \exp[-(\log(k/q))^2/2\lambda^2].$$

We use $\lambda = 0.25$, a standard value for which we recover $P_{\text{nw}} \to P_{\text{lin}}$ at low and large $k$.

For the resummation of infrared modes, leading to the Gaussian damping of the BAO feature in Eq. (8), we take as a reference the implementation in [90,91] and write

$$\Sigma_{\text{lin}}^2(\mu) = \mu^2\Sigma_\parallel^2 + (1 - \mu^2)\Sigma_{\perp}^2 + f\mu^2(\mu^2 - 1)\delta\Sigma^2,$$

where $\Sigma_{\parallel} = (1 + f)\Sigma$ and $\Sigma_{\perp} = \Sigma$, with

$$\Sigma^2 = \frac{1}{6\pi^2} \int_0^k dq P_{\text{nw}}(q)[1 - j_0(q\ell_{\text{BAO}}) + 2j_2(q\ell_{\text{BAO}})],$$

$$\delta\Sigma^2 = \frac{1}{2\pi^2} \int_0^k dq P_{\text{nw}}(q)j_2(q\ell_{\text{BAO}}).$$

where $j_n$ are the spherical Bessel functions of order $n$, while $\ell_{\text{BAO}}$ is the correlation length of BAO. As a reference we choose values $k_\parallel = 0.2 \text{ h Mpc}^{-1}$ and $\ell_{\text{BAO}} = 110 \text{ h}^{-1} \text{ Mpc}$, but our results do not depend on these choices. We assume a damping that scales with the growth factor, $\Sigma = \Sigma_0 \cdot D(z)$ and $\delta\Sigma = \delta\Sigma_0 \cdot D(z)$. For the MICE cosmology we obtain $\Sigma_0 = 5.80 \text{ h}^{-1} \text{ Mpc}$ and $\delta\Sigma_0 = 3.18 \text{ h}^{-1} \text{ Mpc}$ while for the Planck cosmology we find $\Sigma_0 = 5.30 \text{ h}^{-1} \text{ Mpc}$ and $\delta\Sigma_0 = 2.81 \text{ h}^{-1} \text{ Mpc}$.

As in [82], we have also determined $\Sigma$ [i.e., $\Sigma_{\text{tot}}$ from Eq. (10) without the $\delta\Sigma$ term] directly by fitting to the mean
of the COLA mocks using different values of $\Sigma$. The best fit (minimum $\chi^2$) $\Sigma$ is 5.85 h$^{-1}$ Mpc and it is fully consistent with the analytical MICE cosmology result from Eq. (10).

Once provided with $P(k, \mu)$ we compute the anisotropic redshift-space correlation function $\xi(x, \mu)$ through a Fourier transform. The angular correlation function is obtained after projecting $\xi$ weighted by the redshift distribution $n(z)$ (normalized to 1),

$$w(\theta) = \int dz_1 \int dz_2 n(z_1)n(z_2)\xi(s(z_1, z_2, \theta), \mu(z_1, z_2, \theta)).$$  

To compute the $C_\ell$ template, we first evaluate $w(\theta)$ from 0.001 deg to 179.5 deg, in 300 steps with logarithmic spacing and then transform it to $C_\ell$ by integrating numerically,

$$C_\ell = 2\pi \int_1^1 d(\cos \theta) w(\theta) P_\ell(\cos \theta),$$  

where $P_\ell$ is the Legendre polynomial of order $\ell$. In this way the two baseline templates are strictly consistent with each other. The template is finally composed by the piece containing BAO information described above and a set of terms without BAO information,

$$M(x) = BT_{BAO, \alpha}(x') + A(x),$$  

where we include the parameter $B$ to allow adjustment of the overall amplitude and the function $A$ is a smooth function designated to absorb the imperfection of the full shape template modeling and the remaining systematic contributions.

In the case of $w$, $x = \theta$, $T$ corresponds to $w$ as given by Eq. (12), $x' = a\theta$, where $a$ is the BAO shift parameter we are after, and the function $A$ takes the form

$$A(\theta) = \sum_i a_i \theta^i.$$  

For $C_\ell$, $x = \ell'$, $T$ is computed via Eq. (13), $x' = \ell'/\alpha$, and $A$ is of the form

$$A(\ell') = \sum_i a_i \ell'^i.$$  

We will consider different ranges for the $i$ index in Sec. V, see Table III.

\footnote{Besides, the $\xi_\ell$ template is also obtained by rebinning of $w$ (see [81]); thus, the $\xi_\ell$ template is also consistent with the others.}

C. Covariance matrix

We rely on analytic estimates for our fiducial covariance computation, which we validate against covariances estimated from mocks. Following [92], the real space covariance of the angular correlation function $w(\theta)$ at angles $\theta$ and $\theta'$ is related to the covariance of the angular power spectrum by

$$\text{Cov}(w(\theta), w(\theta')) = \sum_{\ell, \ell'} \frac{(2\ell + 1)(2\ell' + 1)}{(4\pi)^2} P_\ell(\theta) P_{\ell'}(\theta') \text{Cov}(C_\ell, C_{\ell'}).$$  

where $P_\ell(\theta)$ are the Legendre polynomials averaged over each angular bin $[\theta_{\text{min}}, \theta_{\text{max}}]$ and are defined by

$$P_\ell(x) = \frac{\int_{x_{\text{min}}}^{x_{\text{max}}} dx P_\ell(x) x_{\text{max}} - x_{\text{min}}}{(2\ell + 1)(x_{\text{max}} - x_{\text{min}})} = \frac{[P_{\ell+1}(x) - P_{\ell-1}(x)]_{x_{\text{max}}}^{x_{\text{min}}}}{(2\ell + 1)(x_{\text{max}} - x_{\text{min}})},$$  

with $x = \cos \theta$ and $x_{\text{min}} = \cos \theta_{\text{min}}$, $x_{\text{max}} = \cos \theta_{\text{max}}$. In principle, the indices in Eq. (17) run for all $\ell$’s individually from 0 to $\infty$, although we stop at a large $\ell_{\text{max}}$, once convergence is reached.

The covariance matrix $\text{Cov}(C_\ell, C_{\ell'})$ can be split into a Gaussian term (that does not include higher-order moments of the density field), and a non-Gaussian term that involves the 4-point function of the density field (the trispectrum) [93] and a super-sample covariance contribution [94]. We have tested that including these does not impact our results, therefore our fiducial covariance only includes the Gaussian terms. In that case, the covariance of the angular power spectrum in a given tomographic bin is given by [74,92]

$$\text{Cov}(C_\ell, C_{\ell'}) = \frac{2\delta_{\ell\ell'}}{f_{\text{sky}}(2\ell + 1)} \left(C_{\ell'} + \frac{1}{n_g}\right)^2,$$  

where $\delta$ is the Kronecker delta function, $n_g$ is the number density of galaxies per steradian, and $f_{\text{sky}}$ is the observed sky fraction, which is used to account for partial-sky surveys.

We use the CosmoLike code to compute the analytical covariance matrices [74,95,96]. We include redshift space distortions through the $C_\ell$’s of Eq. (19) and, following [97], we correct the shot-noise contribution to the covariance (the term $\propto 1/n_g$ by taking into account the effect of the survey geometry to the number of galaxies in each angular bin $\Delta \theta$.

For the harmonic space analysis, we begin with the CosmoLike predictions for the angular power spectra and compute analytical Gaussian covariance matrices accounting for broadband binning and partial sky coverage in the PCL estimator context, following [98,99]. We
compute the coupling terms using the NAMASTER implementation [72,99].

We have validated both our real space and harmonic space analytic covariance matrices with estimations from simulations, which are described in Sec. III. The predicted \( w(\theta) \) and \( C_{\ell} \) from CosmoLike are in very good agreement with the measurements from the mocks, and we also obtain consistent results when using a covariance estimated from either COLA or FLASK mocks (see Tables II and III). In Fig. 2 we show that there is good agreement between the correlation matrices obtained from CosmoLike and FLASK mocks. The covariances estimated from COLA are not shown in the Fig. 2 and have larger cross-covariance elements due to a replication problem with the mocks, as explained in [40]. We refer the reader to [40] for a comparison between CosmoLike and COLA covariances.

\[ \chi^2(p|d) = \sum_{ij} [d - M(p)]_i C^{-1}_{ij} [d - M(p)]_j, \]  

with \( C \) being the covariance matrix of \( d \).

The best-fit model \( M \) can be estimated by looking for the parameters \( p \) at which the likelihood attains its maximum, i.e., the maximum likelihood estimator. The procedure of \( \chi^2 \) minimization given the nuisance parameters in Eq. (14) are similar to those described in [82]. We first analytically fit the linear parameters for the broadband terms \( a_i \) in Eq. (15) or (16). The residual \( \chi^2 \) is further numerically minimized with respect to the amplitude parameter \( B \) subject to the condition that \( B > 0 \). We are left with \( \chi^2 \) of single parameter \( a \), whose minimum gives the best fit \( a \).

In this work, \( d \) represents the data from the autocorrelation of each redshift bin. We studied in [82] the possibility of including cross-correlations between bins, finding that the gain was very small and at the cost of increasing significantly the size of the data vector and its covariance.

In the case of Gaussian likelihood, the 1-\( \sigma \) error bar for one single parameter \( (\alpha \) in our case) is given by the condition that \( \Delta \chi^2 \equiv \chi^2(p) - \chi^2(p_0) = 1 \), where \( \chi^2(p_0) \) is evaluated at the best fit \( p_0 \). We will quote the 1-\( \sigma \) error bar derived from this criterion. We will see in Sec. V that this error bar agrees reasonably well with the distribution of the best fit \( \alpha \) from the mock results. However, there remains small but non-negligible differences, which indicate deviation from the Gaussian likelihood; thus, we will provide the likelihood for \( \alpha \) when the cosmological

### TABLE II. BAO fits for the ACF using the cosmolike covariance on the COLA mocks with different configurations and variations of the analysis. The form of the broadband terms is \( \sum_i A_i/\theta^i \). We also show the results from the angular binning \( \Delta \theta \) and the minimum angular scale considered \( \theta_{min} \). We have also tested the results obtained with the COLA mock-based covariance or the one from FLASK mocks. In the next row, Planck cosmology is assumed for both the BAO template and the CosmoLike covariance. Finally, in order to check the number of broadband terms required to get an unbiased estimate for an alternative cosmology template, we have shown the results obtained with the Planck cosmology template for different number of broadband terms. The bold entries indicate our baseline choice, in addition to \( \theta_{min} = 0.5 \) deg and \( \theta_{max} = 5 \) deg.

<table>
<thead>
<tr>
<th>Case</th>
<th>( \langle \alpha \rangle )</th>
<th>( \sigma_{\text{std}} )</th>
<th>( \sigma_{\text{68}} )</th>
<th>( \sigma_{\text{95}} )</th>
<th>Fraction encl(( \alpha ))</th>
<th>( \langle d_{\text{norm}} \rangle )</th>
<th>( \sigma_{d_{\text{norm}}} )</th>
<th>( \langle \chi^2 \rangle / \text{d.o.f.} )</th>
<th>Mean of mocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta = 0 )</td>
<td>1.002 0.022 0.021 0.021</td>
<td>65%</td>
<td>0.010 1.057</td>
<td>101.5/99 (1.03)</td>
<td>1.002 ± 0.020</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \theta = 0, 1 )</td>
<td>1.003 0.024 0.023 0.022</td>
<td>63%</td>
<td>-0.025 1.090</td>
<td>97.6/94 (1.04)</td>
<td>1.003 ± 0.021</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \theta = 0, 1, 2 )</td>
<td>1.004 0.024 0.023 0.021</td>
<td>62%</td>
<td>-0.024 1.116</td>
<td>93.1/89 (1.05)</td>
<td>1.004 ± 0.021</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Delta \theta = 0.10 ) deg</td>
<td>1.004 0.024 0.023 0.021</td>
<td>64%</td>
<td>-0.019 1.107</td>
<td>198.2/204 (0.97)</td>
<td>1.004 ± 0.021</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Delta \theta = 0.15 ) deg</td>
<td>1.004 0.024 0.023 0.021</td>
<td>63%</td>
<td>-0.019 1.107</td>
<td>129.0/129 (1.01)</td>
<td>1.004 ± 0.021</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Delta \theta = 0.20 ) deg</td>
<td>1.004 0.024 0.023 0.021</td>
<td>62%</td>
<td>-0.024 1.116</td>
<td>93.1/89 (1.05)</td>
<td>1.004 ± 0.021</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \theta_{min} = 1 ) deg</td>
<td>1.004 0.024 0.023 0.021</td>
<td>62%</td>
<td>-0.028 1.120</td>
<td>82.8/79 (1.05)</td>
<td>1.004 ± 0.021</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COLA cov</td>
<td>1.004 0.025 0.024 0.023</td>
<td>66%</td>
<td>-0.024 1.055</td>
<td>86.2/89 (0.97)</td>
<td>1.003 ± 0.023</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FLASK cov</td>
<td>1.004 0.026 0.025 0.022</td>
<td>64%</td>
<td>-0.023 1.098</td>
<td>90.4/89 (1.02)</td>
<td>1.003 ± 0.022</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Planck cosmology</td>
<td>0.966 0.023 0.023 0.026</td>
<td>73%</td>
<td>-0.017 0.880</td>
<td>72.7/89 (0.82)</td>
<td>0.965 ± 0.026</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Planck temp ( \theta = 0 )</td>
<td>0.949 0.022 0.022 0.021</td>
<td>64%</td>
<td>0.048 1.05</td>
<td>109.9/99 (1.11)</td>
<td>0.949 ± 0.022</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Planck temp ( \theta = 0, 1 )</td>
<td>0.965 0.023 0.023 0.024</td>
<td>69%</td>
<td>-0.019 0.98</td>
<td>101.5/94 (1.08)</td>
<td>0.965 ± 0.023</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Planck temp ( \theta = 0, 1, 2 )</td>
<td>0.966 0.023 0.023 0.022</td>
<td>65%</td>
<td>-0.021 1.06</td>
<td>94.3/89 (1.06)</td>
<td>0.965 ± 0.022</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Planck temp ( \theta = -1, 0, 1, 2 )</td>
<td>0.966 0.024 0.022 0.022</td>
<td>65%</td>
<td>-0.027 1.07</td>
<td>89.0/84 (1.06)</td>
<td>0.966 ± 0.022</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
constraints are desired. We use exclusively the frequentist \( \chi^2 \) fitting to extract the best fit parameters, as we checked that it gives consistent results to the Bayesian method in [82] (see also [100]).

The template is computed in the fiducial cosmology, and the cosmological information is encoded in the angular BAO scale. The BAO shift parameter \( \alpha \) bridges the angular BAO scales in the actual cosmology and the fiducial one as

\[
\alpha = \frac{D_M(z)}{r_d} \frac{r_d^{\text{fid}}}{D_M^{\text{fid}}(z)},
\]

where the above expression is evaluated at the effective redshift of the sample, described below. In Eq. (22) \( r_d \) is the sound horizon at the drag epoch, \( D_M \) is the (comoving) angular diameter distance\(^7\) and \( \text{fid} \) denotes the fiducial cosmology used for the analysis.

We define the effective redshift as the weighted mean redshift of the sample

\[
z_{\text{eff}} = \frac{\sum_i w_i \cdot z_i}{\sum_i w_i} = 0.835. \quad (23)
\]

with \( w_i \) the systematic weight of the galaxies and the \( w_{\text{FKP}} \) the statistical inverse-variance weight, see Eq. (16) of [79]. This definition was also used for the DES Y1 BAO analysis. We note that alternative definitions can lead to changes in \( z_{\text{eff}} \) of up to \( \Delta z_{\text{eff}} \sim 0.035 \). However, since in BAO measurements the \( D_M(z_{\text{eff}}) \) is divided by the fiducial value \( D_M^{\text{fid}}(z_{\text{eff}}) \), see Eq. (22), they are not very sensitive to changes in \( z_{\text{eff}} \), as long as we assume a smooth evolution of \( D_M(z) \) both at the fiducial and underlying cosmology. For example, for a change from MICE to Planck cosmology, an error of \( \Delta z_{\text{eff}} = 0.035 \) translates to an error of \( \Delta \alpha = 0.001 \), well below the statistical uncertainties reported here.

In summary, for MICE cosmology \( r_d = 153.4 \) Mpc while \( D_M(0.835) = 2959.7 \) Mpc, leading to \( D_M/r_d = 19.29 \). For Planck cosmology \( r_d = 147.6 \) Mpc while \( D_M(0.835) = 2967.01 \) Mpc, leading to \( D_M/r_d = 20.1 \).

E. Combining statistics

For consistency and robustness we derive angular distance measurements from real and harmonic space statistics. Even if the angular power spectrum (APS) and the angular correlation function (ACF) contain similar information, the two analyses have been developed using different techniques. In addition, the systematic uncertainties in each one could be different. The compatibility of the two values is a robustness test of the measurement and, given their different sensitivities, both values can be still combined to gain some precision in the final BAO scale measurement. However, the two measurements are highly correlated, and the combination must be done carefully, taking into account the high level of correlation.

---

\(^7\) We follow the definition of \( D_M \) in Eqs. (15–17) of Ref [21].
As we will see in Sec. V the standard deviations for both measurements are very similar, independently of the covariance matrix we used in the fits (we used COLA mocks, CosmoLike mocks, and FLASK mocks). This means that the two analyses have similar sensitivity and similar statistical power, and that some margin for gains exists.

To take into account these properties in our combination, we consider two different methods for combining the measurements.

**Method 1**: In the first method we average the $\chi^2$ distributions for each measurement to obtain the combined result. This is equivalent to defining the combined likelihood as the geometric mean of the likelihoods from each space,

$$L_\text{comb}(\alpha) = (L_\text{APS}(\alpha) L_\text{ACF}(\alpha))^{1/2}.$$  

This approach is conservative in the sense that it ignores the correlation of the measurements and will tend to over-estimate the combined error. Nonetheless we will consider this our fiducial method.

**Method 2**: This assumes that the individual likelihoods are Gaussian and uses the combination of two correlated Gaussian variables to obtain the final result. Let us call $\rho$ the Pearson correlation coefficient for the two sets of measurement. Then, the correlation matrix between the ACF and the APS $\alpha$’s is given by

$$\text{corr}(\alpha^{\text{ACF}}, \alpha^{\text{APS}}) = \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix}.  \quad (24)$$

Now, we define

$$\sigma_1 = \sigma_{\alpha}^{\text{ACF}}, \quad \sigma_2 = \sigma_{\alpha}^{\text{APS}}. \quad (25)$$

Assuming correlated Gaussian distributions, the combined $\alpha$ and its error are given by

$$\alpha^{\text{combined}} = w\alpha^{\text{ACF}} + (1-w)\alpha^{\text{APS}}, \quad (26)$$

$$\sigma_\alpha^{\text{combined}} = \left[ (1-\rho^2)\sigma_1^2 \sigma_2^2 \right]^{1/2}, \quad (27)$$

where $w$ is defined as

$$w = \frac{\sigma_2^2 - \rho\sigma_1\sigma_2}{\sigma_1^2 + \sigma_2^2 - 2\rho\sigma_1\sigma_2}. \quad (28)$$

Note that in those cases where the error difference is too large given the correlation coefficient the weights may be negative. In order to avoid negative contribution from one of the measurements, we will discard those cases.

As we will see below, the correlation coefficient is very high for the case of study here; $\rho = 0.893$.

**V. TESTS ON MOCKS**

We have carried out a series of tests to verify our BAO fitting pipeline using the 1952 COLA mocks. The tests are similar to those performed in [29,82,101]. Tables II and III show the major mock tests for $w$ and $C_l$ respectively. A number of metrics are used to quantify the accuracy of the BAO fitting procedures. Recall that in this paper we define the best-fit $\alpha$ through a maximum likelihood estimator and the 1-$\sigma$ error, $\sigma_\alpha$, through the condition $\Delta\chi^2 = 1$, as discussed in Sec. IV D. Figure 3 shows the distribution of $\alpha$ (upper panel) and $\sigma_\alpha$ (lower panel) obtained in $w(\theta)$ vs $C_l$ space.

In Table II and III the distribution of the best fit $\alpha$ derived from the mocks is quantified by its mean, $\langle \alpha \rangle$, and two measures of the spread of the distribution: the standard deviation $\sigma_{\text{std}}$ and $\sigma_{\text{68}}$. The latter is defined as the symmetric error bar between the 16th and 84th percentile.
of the distribution and it is less sensitive to the tails of the distribution compared to $\sigma_{\text{std}}$. The mean of the error bar derived from the likelihood $\langle \sigma_\alpha \rangle$ is also shown. For the error bar to be meaningful, it should agree with the measures of the spread of the distribution. Another way to quantify the accuracy of the error bar is to check the fraction of mocks enclosing $\langle \alpha \rangle$, i.e., with $\langle \alpha \rangle - \sigma_\alpha \leq \alpha \leq \langle \alpha \rangle + \sigma_\alpha$, which is 68% from the Gaussian expectation. The pull statistics $d_\text{norm} = (\alpha - \langle \alpha \rangle)/\sigma_\alpha$ enables us to study the correlation between the deviation of the individual best fit from the ensemble one and the error bar derived from the fit. We have shown the mean and the standard deviation of the distribution of $d_\text{norm}$, $\langle d_\text{norm} \rangle$, and $\sigma_{d_\text{norm}}$. The goodness of the fit is indicated by the mean chi-squared per degree of freedom, $\langle \chi^2 \rangle$/d.o.f. To give a representative fit result, we show the fit to mean of mocks using the covariance for a single mock.

The fiducial cosmology for the mock test (template and covariance) is the MICE cosmology and the fiducial covariance estimation is from CosmoLike. For the $w$ fit to the mocks, the fiducial template is computed with $\Delta \theta = 0.2^\circ$, and the fitting is performed in the angular range $[0.5^\circ, 5^\circ]$. The default number of broadband terms is $\sum_i A_i/\theta^i$ with $i$ going over 0, 1, and 2. For the APS, the default setup is defined by linear piecewise band-powers of width $\Delta \ell = 20$ with $\ell_\text{min} = 10$ and $\ell_\text{max}$ derived from a sharp cut of $k_\text{max} = 0.25\ h\ Mpc^{-1}$ translated to each tomographic bin using the Limber relation, yielding $\ell_\text{max} = (410, 470, 510, 550, 610)$. For the broadband model we used $A(\ell) = \sum_i A_i \ell^i$ with four terms for $i$ running from -1 to 2. The mock results for this fiducial configuration are shown in bold fonts in Tables II and III, where we also show the results from varying this configuration in terms of the number of broad-band terms, min/max scales, angular binning, and covariance estimation method.

The best fit $\alpha$ from the mean of the mocks is consistent with 1 with a small positive bias which can be attributed to nonlinear evolution of the BAO scale [102,103]. This bias ($\sim 0.4\%$) is well below our expected statistical uncertainty ($\sim 2.2\%$) and therefore we consider it negligible and the template construction method described in Sec. IV B as unbiased.

In turn, we find that $\langle \sigma_\alpha \rangle$ is slightly smaller than $\sigma_{\text{std}}$. The differences are smaller for $C_\ell$ than for $w$. On the other hand, $\langle \sigma_\alpha \rangle$ is closer to $\sigma_{68\%}$. For $C_\ell$, $\langle \sigma_\alpha \rangle$ agrees with $\sigma_{68\%}$ well, while for $w$, $\langle \sigma_\alpha \rangle$ is still slightly smaller than $\sigma_{68\%}$. The discrepancy suggests deviations of the likelihoods from perfect Gaussianity, in particular the ACF. But these deviations are small, with the true errors being underestimated by $\sigma_\alpha$ by $\lesssim 10\%$ for ACF (and less so for APS). For both $w$ and $C_\ell$, these results are consistent with the fraction of mocks enclosing $\langle \alpha \rangle$ in each case, that for APS yields almost perfectly the expected 68% and for ACF falls short by $\sim 10\%$. The distribution of $d_\text{norm}$ is close to Gaussian distribution with zero mean and unit variance. The fact that $\sigma_{d_\text{norm}}$ is slightly larger than 1 follows from the same trend as $\langle \sigma_\alpha \rangle$. Overall our model offers a good fit to the mock data and the error estimations are robust and consistent. The ACF likelihood deviates slightly more from perfect Gaussianity than the APS but as we will see next these small discrepancies are removed once ACF and APS are combined.

For the MICE cosmology template, the fit results are only weakly dependent on the number of broadband terms with the effects on $C_\ell$ being more apparent. We will see below that this is more important when we consider a different cosmology for the template and this will drive the number of broadband terms used by defaults. For $w$, a number of angular bin widths $\Delta \theta$ are considered: $0.10^\circ$, $0.15^\circ$, and $0.20^\circ$. The results are insensitive to the angular bin width, and we find that the $\chi^2$/d.o.f. increases mildly with the
increase of the bin width. To reduce the size of the covariance matrix, we adopt 0.20° as the fiducial setup. Similarly, for $C_f$, the results for $\Delta \ell = 10$, 20, and 30 are shown. For $\Delta \ell = 30$, the difference between $\sigma_{\text{fid}}$ and $\langle \sigma_\alpha \rangle$ is marked, while for smaller $\Delta \ell$, the difference reduces. Again as a compromise for the size of the covariance matrix, we adopt $\Delta \ell = 20$ as the fiducial setup. Using a minimum angular scale $\theta_{\text{min}} = 1^\circ$ for $w$, the results are basically unchanged and this suggests the results are not sensitive to the small scales. We conclude that changing the fiducial analysis configuration does not introduce quantitative differences in the results.

Tables II and III also display the results obtained using COLA and FLASK covariance for reference. Overall the COLA covariance gives very consistent results, especially for $w$, e.g., $\langle \sigma_\alpha \rangle$ and $\sigma_{\text{fid}}$ (or $\sigma_{\text{6G}}$) are closer to each other. This is reassuring since this estimation traces the actual mock statistics. However, the overlapping issue mentioned previously casts doubt on its validity for the real data. Furthermore, it is only available in the MICE cosmology. For the FLASK covariance, we find slightly larger difference between $\langle \sigma_\alpha \rangle$ and $\sigma_{\text{fid}}$ (or $\sigma_{\text{6G}}$).

The next entries of Tables II and III show the results obtained assuming a $\text{Planck}$ cosmology ($\text{Planck}$ template plus the $\text{Planck}$ covariance). The theoretically expected value for fitting MICE mocks with a $\text{Planck}$ template (by comparing the sound horizon and the angular diameter distance) is 0.995, if we consider the 0.004 shift found in the mocks due to non-linearities, we are left with an expectation of 0.963. Hence, finding an additional small bias of 0.003 or 0.002 when comparing to the $\langle \alpha \rangle$ in the $\text{Planck}$ cosmology entry of Tables II and III, respectively. Nevertheless, this bias is negligible when compared to the error bars. The fact that the magnitude of the covariance elements are generally larger in $\text{Planck}$ cosmology can explain that $\sigma_{\alpha}$ and fraction enclosing $\langle \alpha \rangle$ are higher while $\chi^2$/d.o.f. and $\sigma_{d_{\text{norm}}}$ are lower. The last set of entries in Tables II and III consider fitting the COLA mocks (based on MICE cosmology) with the Planck template (but still the MICE covariance) for different number of broad-band parameters. In this case, it is very clear that the number of broadband parameters is very important to recover unbiased results. For APS, we find that we need at least 4 ($i = -1$, 0, 1, 2) broadband parameters so that results converge (not shown here, but results are consistent when using more parameters). For the ACF, we find that two or three parameters are sufficient to get stable results. For this case, we consider three parameters ($i = 0$, 1, 2) in order to allow for more flexibility.

As discussed before we expect our fiducial result to come from the combination of ACF and APS. For combining these two highly correlated statistics we put forward two slightly different methods, presented in Sec. IV E. The combined statistic from both combination methods are shown in Table IV. Using method 1, that considers the geometric mean of the individual likelihoods, we find a mean combined value of $\langle \alpha \rangle = 1.004$ with a mean combined error $\langle \sigma_\alpha \rangle = 0.022$. This mean error coincides perfectly with the 68% distribution of combined best-fit $\alpha$ values and is smaller than the standard deviation $\sigma_{\text{fid}}$. The pull statistics using $d_{\text{norm}}$ agree to within 5% with that corresponding to a unitary Gaussian. For method 2 we first measure the Pearson correlation coefficient from all the mock measurements, yielding $\rho = 0.893$. Using this value we estimate the weight per mock and the combined $\alpha$ statistics as shown in Table IV. Alternatively, we also tried using the weights derived from the mean error of the mocks, yielding very similar statistics (not explicitly shown here). In method 2, we eliminated by default the mocks that have negative values for either of the weights, this is 35% of the mocks. Given how often this happens, we also tried including those mocks in the ensemble, only resulting in very minor changes to the statistics in Table IV. We do not enter into details these alternative methods and we do not include their values in Table IV, as neither of them is chosen as the fiducial option. We leave for Y6 a more detailed exploration of the methods for the combined constraints.

The results using method 2 are very consistent with those from method 1, with a slightly larger deviation from Gaussian statistics. In all, both methods produce very similar final results but we will consider method 1 as our fiducial. The improvement on the measurement error coming from the combination of ACF and APS is of $\sim$5% on the mocks.

### VI. Preunblinding Tests

In order to avoid confirmation bias, the analysis was performed blind. While blinded, we do not compute $\alpha$ on the final data vector, and do not plot the ACF or APS. Before unblinding, we require passing a set of tests

<table>
<thead>
<tr>
<th>Case</th>
<th>$\langle \alpha \rangle$</th>
<th>$\sigma_{\text{fid}}$</th>
<th>$\sigma_{\text{6G}}$</th>
<th>$\sigma_{\alpha}$</th>
<th>Fraction enclosing $\langle \alpha \rangle$</th>
<th>$\langle d_{\text{norm}} \rangle$</th>
<th>$\sigma_{d_{\text{norm}}}$</th>
<th>Mean of mocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w(\ell)$</td>
<td>1.004</td>
<td>0.024</td>
<td>0.023</td>
<td>0.021</td>
<td>62%</td>
<td>$-0.024$</td>
<td>1.112</td>
<td>1.004 ± 0.021</td>
</tr>
<tr>
<td>$C_f$</td>
<td>1.004</td>
<td>0.025</td>
<td>0.023</td>
<td>0.023</td>
<td>69%</td>
<td>$-0.008$</td>
<td>1.050</td>
<td>1.004 ± 0.023</td>
</tr>
<tr>
<td>$w(\ell) + C_f$ [method 1: <strong>FID</strong>]</td>
<td>1.004</td>
<td>0.024</td>
<td>0.022</td>
<td>0.022</td>
<td>67%</td>
<td>$-0.017$</td>
<td>1.054</td>
<td>1.004 ± 0.022</td>
</tr>
<tr>
<td>$w(\ell) + C_f$ [method 2]</td>
<td>1.004</td>
<td>0.023</td>
<td>0.022</td>
<td>0.021</td>
<td>65%</td>
<td>$-0.017$</td>
<td>1.102</td>
<td>1.004 ± 0.021</td>
</tr>
</tbody>
</table>
designed to identify any issues in the analysis without being influenced by confirmation bias. The preunblinding tests are the following,

(i) Is the BAO detected? We consider to have a detection if the 1σ region of posterior of the $\alpha$ parameter (using all five tomographic bins) lies inside the prior range [0.8, 1.2], i.e., the $\alpha \pm 1\sigma$ is within our (flat) prior limit. We find this test to pass for the DES Y3 BAO sample data. This interval is ten times larger than the expected error in $\alpha$, and we can know if the measurement satisfies this constraint without violating the blinding protocol.

(2) Is the measurement robust? We test the impact in $\alpha$ from variations in the analysis. In order to remain blinded we only refer to variations in $\alpha$ with respect to a fiducial analysis, defining a variable $\Delta = \alpha_{\text{variation}} - \alpha_{\text{fid}}$ in each case. We repeat this process on mocks and consider the data to have passed an individual test if we find $\Delta_\alpha$ to be within the 90% confidence interval of $\Delta_\alpha$mock. If one or more tests do not pass, we consider the ensemble statistic of all tests to determine the likelihood of such a failure (similarly if two or more tests do not pass, etc.). If the ensemble probability of such a failure is 10% or more we consider the failure statistically justified and move on. If it is less than 10% but larger than 1% we delay the unblinding stage to reevaluate all the analysis process. If we find nothing in the process that needs to be changed we move on. If the ensemble probability of such failure is below 1%, and remains so after the revision, the unblinding is not allowed. The individual tests are the following:

(a) Impact of removing one tomographic bin. We test the change in best-fit $\alpha$ when removing one tomographic bin at a time and compare to the equivalent distribution in the COLA mocks. The quantity being measured on both the mocks and data is $\Delta = \alpha_{\text{bins}} - \alpha_{\text{fid}}$. For the mocks this test is done using a MICE cosmology template (corresponding to the true cosmology of the mocks). For the data we perform the test with Planck or MICE cosmologies. The results are shown in the top five rows of Tables V and VI. We also test the impact of removing tomographic bins on the estimated uncertainty $\sigma_\alpha$, which is displayed in the bottom part of each table. The result on the data agrees well with the distributions on the mocks. While this is not a preunblinding requirement in itself we regard it as informative.

(b) Impact of template cosmology. We test that our results vary with the assumed cosmology template as expected from the change in cosmology itself. Hence we perform the BAO fits assuming either a MICE or Planck template (using the same covariance). From these cosmologies we theoretically expect to find a difference in $\alpha$ of 0.041. However, in Table II and Table III we found that, for the mocks, the mean shift of $\alpha$ is 0.038 and 0.039 for the ACF and APS statistics, respectively. Hence we consider the variable $\Delta = (\alpha_{\text{Planck}} - \alpha_{\text{MICE}} + 0.039)$, which should be centered around zero for the APS and around 0.001 for the ACF. The results are shown in the sixth row of Tables V and VI (under column MICE for the data).

(c) Impact of covariance cosmology. We measure the distribution of best fit $\alpha$ when using CosmoLike covariance with MICE cosmology and bias values (our default for these set of tests) or Planck cosmology (with its corresponding refitted galaxy bias). The variable here is $\Delta = \alpha_{\text{Planck COSMOLIKE}} - \alpha_{\text{MICE COSMOLIKE}}$. Results are displayed in the seventh row of Tables V and VI.

(d) Impact of $n(z)$ estimation. We test that our results are robust with respect to the estimation of the underlying redshift distributions. We compare the best fit $\alpha$ when fitting with BAO templates obtained with a redshift distribution from VIPERS direct calibration or using the stacking of DNFZMC, see Sec. II C and [38]. The variable is $\Delta = (\alpha_{\text{DNFZMC}} - \alpha_{\text{VIPERS}})$. We compare this to the same quantity on the COLA mocks. We perform this test for two different cosmologies, and the results are shown in the eighth row of the table.

These tests are summarized in Tables V and VI. The test removing the fifth redshift bin fails at 90% C.L. for the power spectrum and at 97% C.L. for the correlation function. We also find that the test of the impact of template cosmology is failed at the 90% level for the correlation function. All other tests pass. For the power spectrum, 43% of mocks had one or more test fail at 90% C.L., so we consider that the APS passes very clearly the preunblinding tests. For the correlation function 17% of mocks has one or more test fail at 97% C.L. and 22% of mocks fail two tests at 90% C.L. Since more than 5% of mocks fail the same number of robustness tests, given the C.L. intervals, we consider this pre-unblinding test to pass.$^8$ Additionally, below, we consider the ensemble of robustness tests all together.

(3) Is it a likely draw? We measure the covariance of the $\Delta\alpha$ for each of the above tests from the COLA mocks (i.e., an $8 \times 8$ covariance given the 8 different tests, estimated from 1952 mocks). We compute the $\chi^2$ for each mock $\Delta\alpha$ from this covariance. If $\chi^2_{\alpha_{\text{data}}} > 99\%$ of the $\chi^2_{\alpha_{\text{mock}}}$ distribution we consider this test to

---

$^8$The failure of the template cosmology test was only identified during the refereeing process after unblinding. However, we have found that, given the criteria defined while blinded, we still pass the global tests.
have failed. If $99% > \chi^2_{\text{data}} > 95%$ of the $\chi^2_{\text{mock}}$ we consider this to warrant further investigation. On the real data we find the angular power spectrum $\Delta \alpha$ to have $\chi^2 = 3.58$, much less than the 95% threshold of 22.4. The angular correlation function $\Delta \alpha$ has $\chi^2 = 12.5$, much less than the 95% threshold of 22.5.

(4) Is it the BAO a good fit? We compare the goodness of fit of the $w(\theta)$ fit itself, comparing the $\chi^2$ have failed. If 99% > $\chi^2_{\text{data}}$ > 95% of the $\chi^2_{\text{mock}}$, we consider this to warrant further investigation. On the real data we find the angular power spectrum $\Delta \alpha$ to have $\chi^2 = 3.58$, much less than the 95% threshold of 22.4. The angular correlation function $\Delta \alpha$ has $\chi^2 = 12.5$, much less than the 95% threshold of 22.5.

(4) Is it the BAO a good fit? We compare the goodness of fit of the $w(\theta)$ fit itself, comparing the $\chi^2$.
TABLE VII. BAO fits to the Y3 data. Our combined result is shown in the top row, in terms of the ratio of the recovered comoving angular diameter distance at $z_{\text{eff}} = 0.835$ to the sound horizon scale, for the Planck cosmology. The following rows show various robustness tests conducted, discussed in detail in Sec. VII C.

<table>
<thead>
<tr>
<th>Y3 Measurement</th>
<th>$D_M/\rho_d$</th>
<th>Case</th>
<th>$\alpha$</th>
<th>$\chi^2$/d.o.f.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_{\text{eff}} = 0.835$</td>
<td>18.92 ± 0.51</td>
<td>$w(\theta) + C_\ell$ [method 1: FID]</td>
<td>0.941 ± 0.026</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$w(\theta) + C_\ell$ [method 2]</td>
<td>0.939 ± 0.025</td>
<td>...</td>
</tr>
<tr>
<td>Robustness tests:</td>
<td></td>
<td>$w(\theta)$ no sys</td>
<td>0.937 ± 0.025</td>
<td>95.2/89</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$w(\theta)$ sys-PCA50</td>
<td>0.937 ± 0.025</td>
<td>94.9/89</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$w(\theta)$ n(z) DNF PDFs</td>
<td>0.935 ± 0.025</td>
<td>95.6/89</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$w(\theta)\theta_{\text{min}} = 1^\circ$</td>
<td>0.939 ± 0.025</td>
<td>81.7/79</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$w(\theta)\theta_{\text{max}} = 4^\circ$</td>
<td>0.937 ± 0.025</td>
<td>54.7/64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$w(\theta) \Delta \theta = 0.1^\circ$</td>
<td>0.942 ± 0.026</td>
<td>220.2/204</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$w(\theta) 2345$</td>
<td>0.948 ± 0.026</td>
<td>67.8/71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$w(\theta) 1345$</td>
<td>0.929 ± 0.026</td>
<td>80.7/71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$w(\theta) 1245$</td>
<td>0.935 ± 0.028</td>
<td>78.4/71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$w(\theta) 1235$</td>
<td>0.925 ± 0.028</td>
<td>70.0/71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$w(\theta) 1234$</td>
<td>0.967 ± 0.026</td>
<td>82.3/71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$C_\ell$ no sys</td>
<td>0.942 ± 0.026</td>
<td>92.3/99</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$C_\ell$ sys-PCA50</td>
<td>0.940 ± 0.026</td>
<td>89.7/99</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$C_\ell$ n(z) DNF PDFs</td>
<td>0.941 ± 0.026</td>
<td>89.7/99</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$C_\ell\Delta \ell = 550$</td>
<td>0.940 ± 0.026</td>
<td>104.6/109</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$C_\ell\Delta \ell = 30$</td>
<td>0.939 ± 0.027</td>
<td>238.8/226</td>
</tr>
</tbody>
</table>

measured on the data to the same value as the mocks. We again consider a $p$-value of <1% to be a failed test and <5% to warrant further investigation. These $\chi^2$ values are shown in Table VII, all the corresponding $p$-values pass the 1% threshold.

For the preunblinding tests that require measuring $\alpha$ on the real data we apply an unknown random offset to all $\alpha$ measurements to keep the true measurement blind (besides considering only $\Delta \alpha$ statistics). Since we passed all the preunblinding conditions, we proceeded to the final stage.

VII. RESULTS

The different methods previously discussed produce BAO detections in both real and harmonic space. We study the compatibility of these detections and their combination, that yield a precise determination of the angular diameter distance to $z = 0.835$.

FIG. 4. The isolated BAO feature, measured in configuration space using the angular correlation function, $w(\theta)$. The measurements have been re-scaled by a factor of $10^3$ and vertical offsets of +1.5 have been sequentially added with each tomographic bin. The BAO feature moves to lower angular scales as the redshift increases, reflecting constant comoving size. The error bars are based on the fiducial Planck covariance, neighboring data points are strongly correlated. The solid lines represent the best fit.

A. The BAO signal

The measured BAO signal is shown in Fig. 4 for configuration space and in Fig. 5 for harmonic space. In order to isolate this signal, we have subtracted (divided) the $w(C_\ell)$ by the no-BAO smooth prediction from the no-wiggle power spectrum, Eq. (9). To provide better visualization of each tomographic bin, we further introduced vertical offsets, displaying the different tomographic bins from the bottom to the top in increasing redshift order. The BAO feature moves towards lower angular scales (lower $\theta$ for $w$ and higher $\ell$ for $C_\ell$) as the redshift increases, reflecting its fixed co-moving scale.

The projected clustering results can be found in Fig. 6, where we show the measurements on the data following the procedure explained in Sec. IV A 3, compared to two theoretical curves. First, the MICE theory template was created using MICE cosmology, the biases $b(z_i)$ used for the COLA galaxy mocks and the theory from Sec. IV B projected to $s_{\perp}$-space using a framework similar to what is described in [79]. Additionally, a non-BAO template is created in a similar fashion for the $w(\theta)$ and $C_\ell$ statistics, which is subtracted from all the other curves. We then shift the templates using the $\alpha$ parameter corresponding to the Planck cosmology and to the best fit BAO resulting from the combination of ACF and APS. The templates are...
rescaled by a factor of $B^2 = 0.9$ in order to match the amplitude of the DES Y3 clustering at large scales. The errors are computed from the standard deviation of 200 COLA mocks, and both data and mock pair counts assume MICE cosmology. We only use the projected clustering for display purposes since it is the single correlation with highest signal-to-noise, but not to derive distance measurements.

B. BAO distance measurements

Figure 7 shows the $\Delta \chi^2$ for $\alpha$ from the configuration and harmonic space analyses together with their combination. Both $\Delta \chi^2$ are remarkably similar, particularly around its minima, diverging mostly for large values of $\alpha$. This consistency between the analyses enables a robust combination. In addition, the result for a model without BAO is also shown, as dashed lines. This model does not describe the data. From these results, a significance of more than $3\sigma$ in the determination of the BAO feature is inferred.

We find that the values of $\alpha$ measured from these likelihoods in each space, i.e., using the five redshift bins together, are all compatible. Therefore, we can combine them, obtaining $\alpha = 0.937 \pm 0.025$ with a $\chi^2 = 95.24$ for 89 degrees of freedom and $\alpha = 0.942 \pm 0.026$ with a $\chi^2 = 92.26$ for 99 degrees of freedom, for the ACF and APS, respectively. These values are in perfect agreement, with best-fit values, estimated errors and $\chi^2$ well within the expectations. Thus, we can also combine the ACF and APS likelihoods, which yields a measurement of $\alpha = 0.941 \pm 0.026$. We consider this our official final measurement. The combined likelihood given by the geometric mean of the individual likelihoods is shown by a blue solid line in Fig. 7.
The quality of the Y3 data are high enough to allow us to detect the BAO signals from individual redshift bins. These are shown in Fig. 8. For $w$, the BAO fit results using individual redshift bins are: No detection, $0.997 \pm 0.051$, $0.978 \pm 0.048$, $0.977 \pm 0.038$, and $0.895 \pm 0.033$, with $\chi^2$/d.o.f. given by 13.7/17, 16.6/17, 23.1/17, and 10.1/17. For $C_\ell$ we obtain: No detection, $0.992 \pm 0.055$, $0.979 \pm 0.053$, $0.971 \pm 0.038$, and $0.919 \pm 0.040$ with $\chi^2$/d.o.f. given by 11.9/17, 13.1/19, 33.6/21 and 21.93/24.

Except for the first bin, which does not meet our detection criteria, BAO signals are detected in individual redshift bins, with the significance increasing with redshift. The fifth bin is the primary driver for the low value of $\alpha$ compared to Planck cosmology. But results are remarkably compatible in real and harmonic space, and the goodness-of-fit is good. We note that the decrease of the error bar size with redshift is more pronounced than the results from mocks, in which the mean error fluctuates in between 0.4 and 0.5.

### C. Robustness tests

All the robustness tests that have been described for mocks have been also applied to the data, in order to check the stability and soundness of the results.

First, we have used a second method to combine ACF and APS results, presented in Sec. IV E. We assume the Gaussianity for both likelihoods and then combine the results as correlated Gaussian measurements. The correlation between the two $\alpha$ values is obtained from the mocks. The obtained result (Method 2) is perfectly compatible with the fiducial result (Method 1, FID), as can be seen in Table VII.

Then, we apply the full battery of tests as described below.

(a) **Impact of standard weights for systematics.** The stability of the measurement with respect to the observational systematics decontamination has been tested by comparing the distribution of best fit $\alpha$ values when fitted to mocks uncontaminated by systematics, contaminated, and decontaminated using our fiducial pipeline. Results of this test are presented in [38] and indicate the weights have little impact on the recovered BAO. We compute the same quantity in the data. The BAO fit was found robust to observational systematic effects on the clustering signal. Even if we do not consider the systematic weights, the BAO measurement only shifts by $\Delta = 0.002$, i.e., $0.08\sigma$, towards lower values, both for $w(\theta)$ and $C_\ell$. Such shifts are fully consistent with the distribution of shifts obtained on lognormal mocks which are contaminated with systematics, as presented in detail in Appendix C of [38]. Remarkably, we find that the $\chi^2$ does not get worse when not applying the weights. This means that the broad-band terms are able to capture the change of shape induced by the systematics. We checked that 26% of the mocks contaminated systematics used in [38] present better $\chi^2$ than their decontaminated version and we find that the shift in $\chi^2$ is consistent with the distribution found in those mocks.

(b) **Impact of PCA weights for systematics.** A second method for determining the decontamination weights has been applied, using the principal components of the survey properties maps as templates for the observational systematics (see [62]). A second set of weights (PCA50), comes out from this analysis. The new weights have more impact over the clustering amplitude of the second and fifth redshift bins, but they essentially leave the BAO fit results unchanged. For the $w(\theta)$ fit, the best fit BAO remains the same as the default weight case and the $\chi^2$ of the fit shifts slightly from 95.2 to 94.9. For $C_\ell$ there is a slight shift on the best fit $\alpha$ from 0.942 to 0.941, while the recovered error remains the same and the $\chi^2$ also shifts to a lower value from 92.3 to 89.7. Considering the fit to the individual tomographic bins, the largest shift in the best fit occurs in the second and fifth bins; nonetheless, the change in $\alpha$ is still less than $5 \times 10^{-3}$ for $w(\theta)$ and $3 \times 10^{-3}$ for $C_\ell$, such shifts correspond to 0.1$\sigma$ per redshift bin, Fig. 8. The insensitivity to the weight demonstrates the robustness of the BAO fit results against the observational systematics. The results are summarized in Table VII.

(c) **Impact of removing one z-bin on error bars.** We test the impact of removing any tomographic bin on the recovered error bars. The effect is quantified with the relative deviation $\Delta_\sigma = (\sigma - \sigma_{\text{All}})/\sigma_{\text{All}}$. For the $w(\theta)$ we find $\Delta_\sigma = 0.05, 0.05, 0.11, 0.12, 0.07$ and for $C_\ell$.  

![Fig. 8. The BAO fit for the individual tomographic bins. The shaded region corresponds to our Y3 choice measurement from the combination of $w(\theta)$ and $C_\ell$. We show the individual results for the fiducial analysis and the case of using the PCA50 weights. The largest differences when changing the weights are for the second and fifth bin, being of $\sim 0.1\sigma$ showing the robustness of our measurements to systematic weights.](image-url)
\[ \Delta \alpha = 0.05, 0.10, 0.05, 0.08, 0.09 \]. We find that \( \Delta \alpha \) is always positive indicating that the recovered error increases by removing the information from any one bin, and that none of the bins dominates the total error budget. These values are fully consistent with the distribution of \( \Delta \alpha \) in the mocks, shown in the bottom parts of Tables V and VI in Sec. VI, even though those correspond to the \( \text{MICE} \) cosmology.

(d) **Impact of redshift distribution.** In order to test the robustness of the BAO measurements to uncertainties in the estimation of the redshift distributions, we compare results of a different photo-\( z \) method for constructing the redshift distributions of the tomographic bins. This test does not change SOF which is what we use to place galaxies into bins, so the clustering signal itself is unchanged (as well as \( z_{\text{eff}} \)). The fiducial estimation of the redshift distributions is done by using a calibration spectroscopic sample from VIPERS as described in section II C. To check their robustness we use an alternative determination, from the DNF method [47], which is the stacking of the photo-\( z \) PDF per galaxy in each tomographic bin (see [38] for further details). Note that VIPERS is not included in the training sample of DNF so these are two totally independent estimations of the redshift distributions. This test effectively changes the fiducial templates used for the analysis. We quantify the absolute shift on the BAO measurements via \( \Delta = \alpha_{\text{DNF/PS1}} - \alpha_{\text{VIPERS}} \), obtaining a shift of \( \Delta = 0.002 \), i.e., 0.08\( \sigma \) both for \( \omega(\theta) \) and for the \( C_\ell \). A further estimate of the \( n(z) \) is to stack the DNF SOF values, which yields similar conclusions. These results are also perfectly consistent with the mocks determination studied in Sec. VI and shown in Tables V and VI.

The above test probes the ensemble sensitivity of our BAO measurement to uncertainties in our estimation of the true redshift distributions.

In turn, Fig. 8 shows that while the second, third, and fourth bins give results more or less consistent with each other, the result for the last bin is lower, driving the low value of \( \alpha \) we find compared to the fiducial one. Since the high redshift bin is more prone to photo-\( z \) error, it is instructive to estimate the error in the photo-\( z \) that would result in such a shift. We can easily estimate this in configuration space [82]. For example, suppose that the deviation of the \( \alpha \) value for the last bin from the preceding ones, whose combined best fit is 0.967, is due only to photo-\( z \) error in the last bin. We assume that the photo-\( z \) error manifests as a shift in the mean of the redshift distribution. This shift modifies the comoving angular diameter distance \( D_M \) in Eq. (22), and we have

\[ \frac{\Delta D_M}{D_M} = -\frac{\Delta \alpha}{\alpha} \]  

(29)

Using this relation and Eq. (29) in [82] we can link a shift \( \Delta z \) in the mean of a redshift distribution to a change in \( D_M \) as \( \Delta D_M / D_M \approx -\Delta z / (D_M(z)H(z)) \). In our case, the BAO fit to the fifth bin only yields \( \alpha = 0.895 \). In order to bring this to match the results from the first four bins combined we need \( \Delta D_M / D_M = -0.08 \), which amounts to a mean redshift error of \( \Delta z = -0.11 \). We have checked explicitly that this estimate is in very good agreement with direct numerical fits obtained by shifting the actual photo-\( z \) distribution. In Fig. 3 of [38] we show the degree on uncertainty on the mean of the redshift distributions estimated from DNF and VIPERS. A value of \( \Delta z \sim -0.11 \) is at least five times larger than the typical photo-\( z \) uncertainty of the sample at the last bin.

Given the difference in the recovered BAO results from all bins is less that 0.1\( \sigma \), and that photo-\( z \) uncertainties do not seem to be driving the results on the last tomographic bin, we consider the impact of systematic uncertainties in the \( n(z) \) estimation to be negligible for our Y3 BAO measurement.

VIII. **COSMOLOGICAL IMPLICATIONS**

We now discuss the cosmological implications of our results. Using the Planck cosmology and its measurement of the sound horizon at the drag epoch we can convert our best fit \( \alpha \) in Table VII into \( D_M/r_\text{d} \) measurements at our effective redshift, see Eq. (22). We obtain \( D_M/r_\text{d} = 18.92 \pm 0.51 \) at \( z_{\text{eff}} = 0.835 \) from the combination of \( \omega(\theta) \) and \( C_\ell \) statistics. This represents a fractional error of 2.7\%, the smallest from any BAO measurement from purely photometric data so far.

Figure 9 displays the comoving angular diameter distance measurement from the DES Y3 BAO sample normalized by

![Figure 9](image-url)
the sound horizon scale (golden star) compared to other $D_M/r_d$ in the literature, and the prediction from Planck ΛCDM [41] assuming a flat ΛCDM cosmological model (with fixed neutrino mass). We include measurements from the combined BOSS LOWz + CMASS galaxy samples (at $0.2 < z < 0.5$ and $0.4 < z < 0.6$) [13], from the eBOSS Luminous Red galaxies (LRG, $0.6 < z < 1.0$) [104,105] and the eBOSS Emission Line galaxies (ELG, $0.6 < z < 1.1$) [106,107], as well as from the eBOSS Quasars ($0.8 < z < 2.2$) [108,109] and the Lyman-α combination of autocorrelation and cross-correlation with quasars ($z > 2.1$) [20]. These measurements and their cosmological implications are compiled and discussed in [13,21], and represent the most updated BAO distance ladder.

The DES Y3 BAO distance measurement is lower than the Planck ΛCDM prediction by 2.27σ. This value is lower, and represents a more significant difference, than the other BAO measurements in Fig. 9, but is still statistically consistent with Planck. Roughly 1σ of this difference is driven by the last redshift bin, as shown in Table VII.

Lastly, we compare with the recent cosmology result from DES Y3 using the combination of clustering and lensing (a.k.a. “DES 3 × 2pt.”), which is based upon the same Y3 GOLD catalog as this paper. Converting the 3 × 2pt ΛCDM Monte Carlo Markov Chains (MCMC) from [110] into a posterior distribution on $D_M/r_d$ we obtain, $D_M(z_{\text{eff}} = 0.835)/r_d = 20.139 ± 0.69$ which is bigger than the DES BAO result by about 1.4σ (accounting for the joint 68% confidence level); while consistent with the Planck result of $D_M(z_{\text{eff}} = 0.835)/r_d = 20.1$.

The relevance of the DES Y3 BAO measurement for the DES experiment itself is given in Fig. 10, that shows marginalized contours on cosmological parameters assuming flat ΛCDM from the combinations of DES 3 × 2pt [110], Supernovae (SNe) [111] and BAO, in addition to Planck [41]. Details of the DES likelihoods, scale cuts and priors are detailed in [110,111] and references therein. DES 3 × 2pt can constrain well the parameters $\Omega_m$ (matter density) and $\sigma_8$ (amplitude of density fluctuations), and in particular the combination $S_8 \equiv \sigma_8(\Omega_m/0.3)^{2}$, but not the Hubble constant $H_0 \equiv 100 \ h \text{km s}^{-1}\text{Mpc}^{-1}$. The constraining power in $\Omega_m$ is further increased by the inclusion of DES SNe [111], as discussed in [110]. Including a BAO measurement helps constraining the absolute calibration of SNe that propagates to a better measurement of $H_0$, in consequence shrinking the $(\Omega_m, h)$ and $(S_8, h)$ contours shown in Fig. 10. We obtain for DES 3 × 2pt + DES SNe,

$$h = 0.691^{+0.138}_{-0.043},$$

$$\Omega_m = 0.344^{+0.029}_{-0.025},$$

$$S_8 = 0.773^{+0.018}_{-0.019},$$

FIG. 10. Marginalized constraints in $\Omega_m$, $S_8$, and $H_0$ from different DES datasets: the combination of clustering and lensing (3 × 2pt), Supernovae and BAO. It highlights the degeneracy breaking introduced by BAO enabling to improve constraints on $\Omega_m$ and particularly $H_0$. The Planck contours are shown in yellow, with $H_0$ and $\Omega_m$ posteriors being fully consistent, and $S_8$ being ≤1.5σ low [110].

and for DES 3 × 2pt + DES SNe + DESBAO,

$$h = 0.72^{+0.09}_{-0.053},$$

$$\Omega_m = 0.317^{+0.021}_{-0.020},$$

$$S_8 = 0.778^{+0.016}_{-0.017}.$$  

While the central values are consistent, the posterior in $H_0$ is made more symmetrical by penalizing low $H_0$ values (the prior on $h$ is flat in 0.55–0.91), with a gain in constraining power of ~20%. In turn, the error in $\Omega_m$ is reduced by
~26%.\textsuperscript{9} The constraining power in $S_8$ improves by ~12% with the inclusion of DES BAO.

\textbf{IX. CONCLUSIONS}

We have measured the ratio of angular diameter distance at an effective redshift $z_{\text{eff}} = 0.835$ to the physical acoustic scale to be $D_A(z_{\text{eff}} = 0.835)/r_d = 18.92 \pm 0.51$. These results are consistent with the flat $\Lambda$CDM cosmological model to a precision of 2.7%. We used clustering measurements from an optimized galaxy sample built upon the first three years of DES data (DES Y3) and described in detail in [38]. The sample amounts to 7 million galaxies that cover 4100 deg\textsuperscript{2} on the sky in the redshift range $0.6 < z_{\text{photo}} < 1.1$. This result is consistent with our measurement using 1500 deg\textsuperscript{2} from DES Y1 data [29] using a similarly defined sample, but improves its precision by ~50% due mainly to the area increase.

The measurement was performed in a fully blinded way to avoid any observer confirmation bias. A full battery of quality and consistency tests was defined preunblinding and calibrated with a set of 1952 mock realisations of the DES Y3 BAO sample [40]. The analysis choices were fixed using these mocks realizations as well. Only when the full set of quality and consistency tests was passed by the data we opened the box to see the results.

Two different determinations of the clustering statistics were used to measure the BAO scale; angular correlation function $w(\theta)$ (ACF) and angular power spectrum in spherical harmonics, $C_\ell$ (APS). These give very consistent results, as expected from the mock analysis, and presented in Table VII. The error from APS is only marginally worse by 4% to that from ACF. Moreover, the ACF fit yields a $\chi^2$/d.o.f. = 95.2/89 corresponding to a $p$-value of 0.3, while the APS yields a $\chi^2$/d.o.f. = 93.2/99 corresponding to a $p$-value of 0.6. Thus both represent a good fit to the data and we decided to consider the fiducial DES Y3 result to be the combination of ACF and APS. The BAO feature is detected in the individual and combined likelihoods to a confidence level of more than 3$\sigma$.

Our result is lower and in some tension with respect to the prediction from Planck assuming a flat $\Lambda$CDM model, at the level of 2.3$\sigma$. Part of this tension originates from our distance measurement at the highest redshift bin, $1.0 < z_{\text{photo}} < 1.1$, both for real and harmonic space. We have checked that the effects on the measurement due to photometric redshift uncertainties and to the correction of survey properties maps with spatial dependence are very well below the statistical error and have no impact in the final determination. Removing the last bin does not improve the goodness-of-fit of the data or change the fractional errors. Extensive testing with the mocks indicate that the difference in angular diameter distance measurement between the last bin and the ones at lower redshift, while slightly significant, is fully consistent with zero from the statistical point of view given the thresholds that we have defined preunblinding. Summarizing, we have verified that the measurement of the BAO scale in the DES Y3 data is robust to all the tests we have performed and is consistent with the simulations.

In addition a number of improvements with respect to our previous analysis have been achieved, most notably:

\begin{enumerate}
  \item We developed an end-to-end pipeline to produce mock galaxy catalogs automatically matching input number densities, photometric redshift probabilities $\text{Prob}(z_{\text{phot}}, z_{\text{spec}})$ and galaxy clustering. The pipeline iteratively populates halo light-cone simulations with galaxies following a halo occupation distribution prescription, measures the aforementioned quantities to construct a likelihood, and runs a $\chi^2$ minimisation process until it achieves a local minimum. This is fully discussed in [40].
  \item Contrary to previous work, the damping in the BAO analysis.
\end{enumerate}

The BAO angular distance measurement presented in this paper is the most precise measurement in the redshift range $0.6 \lesssim z \lesssim 1.1$, and is competitive with other measurements from spectroscopic datasets. Together with results from BOSS galaxies, and eBOSS galaxies, quasars and Lyman-$\alpha$ it helps to construct the most-up-date distance ladder from low to high redshifts ($0.6 \lesssim z \lesssim 2.5$). Our results will be revised with the release of the final DES dataset, using approximately the same area but deeper photometry that will likely enable a higher mean redshift.

We expect our work to set the stage and motivate future BAO measurements from much larger imaging datasets, such as those expected from Euclid [112] and LSST [113]. These should be able to achieve a percentage level fractional errors, and be complementary to results from DESI [114,115] and Euclid spectroscopy [112].

\textsuperscript{9}These results neglect any potential covariance between BAO and 3x2pt since the two sets of measurements exploit different redshift ranges and comoving scales, as discussed in [110].
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