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Abstract
Distributed systems are hard to design and implement correctly. Recent work has tried to use formal verification techniques to provide rigorous correctness guarantees. These works present a hard choice, though. One must either opt for the power of refinement-based approaches like IronFleet and Verdi, at the cost of large amounts of manual effort; or choose the more automated approach of I4, IC3PO, SWISS and DistAI which give up the ability to prove refinement and the power and scalability that come with it.

We propose an alternative approach, Sift, that combines the power of refinement with the ability to automate proofs. Sift is a two-tier methodology that uses a new technique, refinement-guided automation, to leverage automation in a refinement proof and a divide-and-conquer technique to split a system into more refinement layers when necessary. This combination advances the frontier of what systems can be proven correct using a high degree of automation. Contrary to what was possible before, our evaluation shows that our novel approach allows us to prove the correctness of a number of systems with little manual effort, and to extend our proofs to include not just the protocols, but also an executable distributed implementation of these systems.

1 Introduction
Recently, formal verification has emerged as a potential alternative to the traditional approach of testing. The promise of formal verification—to eliminate all bugs by construction—is particularly attractive for distributed systems, which are notoriously hard to design and implement correctly.

Despite recent efforts, however, formal verification of distributed systems is still not ready for real-world applications. The most powerful techniques, such as IronFleet [34] and Verdi [63], rely on refinement proofs [1, 25, 42] to reason about complex systems and verify real implementations. Alas, the power of those techniques comes at a high cost: performing those refinement proofs manually requires large amounts of manual effort.

In an attempt to reduce the manual verification effort, the Ivy tool [56] proposes to express distributed protocols using decidable—and thus simpler to verify—reasoning [57]. The Ivy tool achieves remarkable automation, but still requires significant human effort to complete the proof. More recent approaches, like I4 [50, 51], IC3PO [27], SWISS [33] and DistAI [66], leverage model checking and SMT solvers to automate the most challenging part of proving the correctness of distributed protocols: finding an inductive invariant. Alas, this automation comes at the expense of expressiveness and applicability, because tools like I4 and DistAI were designed to prove properties of monolithic protocols which consist of a single layer. As such, they cannot prove refinement.

Refinement [1, 25, 42], however, is an essential concept in proving the correctness of real, complex systems. It allows us to prove the correctness of a system by showing that it is equivalent to a simpler, more abstract version of that system. The power of refinement comes in many forms:

Concise specification As Lamport has argued [45] and as IronFleet demonstrated, specifications should be written as simple, abstract state machines. Consider the specification of a Paxos-based State Machine Replication in IronFleet, where the goal is to prove that the entire service is linearizable. Expressing linearizability as a set of properties on the requests and responses is daunting and will likely yield a complex specification. Using refinement, the task is simple: just show that the entire service is equivalent to a single machine executing requests one at a time. Similarly, the shard ed key-value store in IronFleet was simply proven equivalent to an abstract, logically centralized key-value store; i.e., a map.

Scaling to complex systems As IronFleet and Verdi demonstrated, the key to dealing with the complexity of a real system is to take a modular approach: split the proof into multiple layers and show that each layer refines the one above it. This is especially true when verifying actual implementations, as these tend to be much more complex than abstract protocols. In the absence of refinement, we are left with the task of reasoning about a single, monolithic system, whose complexity now becomes a limiting factor for both
At the high level, this technique enables the automation of refinement proofs in order to leverage the power of refinement (i.e. IronFleet-style proofs) but with only a fraction of the manual effort (i.e. using the automation of monolithic provers like I4, IC3PO, SWISS and DistAI). This combination allows us to not only achieve simple, concise specifications, but also to scale our proofs to more complicated distributed protocols, and even to distributed implementations.

We aim to get the best of what are currently two distinct worlds: the power of refinement but with only a fraction of the manual effort. Just like IronFleet before it, Sift is a methodology, not a tool. Its contribution is a way of structuring refinement proofs in order to leverage the automation of existing tools. Similar to how IronFleet guided developers to manually construct proofs based on the existing tools (TLA+ and Dafny), so does Sift show developers how to construct proofs that leverage the automation of more recent tools, like IC3PO and Ivy.

The first tier of Sift introduces a new technique, called refinement-guided automation, which leverages the automation of monolithic provers in the context of a refinement proof. At the high level, this technique enables the automation of refinement proofs between two layers by encapsulating the state of the upper, more abstract, layer into the state of the lower, more concrete layer. This encapsulation allows us to transform a two-layer refinement proof into a single-layer, monolithic proof that provers like I4, IC3PO, SWISS and DistAI can perform.

Leveraging automation to prove refinement is not always enough, though. Monolithic provers have their limits and thus some refinement proofs are just too complex to prove automatically. When that happens, we provide developers with an escape hatch. The second tier of the Sift methodology describes a divide-and-conquer technique for introducing intermediate layers, thus splitting a complex proof into chunks that are small enough for the prover to handle.

The Sift methodology applies refinement-guided automation within each refinement step and uses our divide-and-conquer technique to split a refinement step into smaller, more manageable steps. As a result, Sift allows us to apply, for the first time, automation to refinement-based proofs and scale to much harder problems than was previously possible. We use Sift to automate the verification of four distributed implementations, whose proof required minimal manual effort (less than five minutes, in most cases).

We further use our divide-and-conquer technique to prove the correctness of an implementation of Raft and MultiPaxos—a feat that was only possible before by providing a fully manual proof of correctness. Using Sift, we were able to automate most of the proof for both Raft and MultiPaxos. The manual effort required to complete the proof with Sift is not only significantly less than that of previous approaches, it is also much less reliant on having expertise in formal verification.

Overall, this paper makes the following contributions:
- We introduce refinement-guided automation, a technique that leverages the automation of monolithic-oriented tools to perform more complex, refinement-based proofs.
- We present a divide-and-conquer technique for splitting a complex refinement proof into smaller pieces, such that each piece is amenable to automated verification.
- We introduce Sift, a methodology that incorporates refinement-guided automation and our divide-and-conquer technique. We evaluate Sift on six distributed implementations and find that it allows us to prove their correctness in a mostly automated manner which drastically reduces the manual effort required compared to previous refinement-based approaches.

The rest of the paper is structured as follows. Section 2 discusses the tradeoff between automation and refinement. Section 3 recaps some background material, while Section 4 gives an overview of Sift. Section 5 introduces refinement-guided automation and Section 6 shows how to introduce intermediate refinement layers when needed. Section 7 evaluates the effectiveness of using Sift to automate the verification of a number of distributed implementations. Section 8 presents the limitations of Sift and discusses future work. Section 9 discusses related work and Section 10 concludes.

### 2 The Price of Automation

As discussed earlier, there are currently two approaches for verifying the correctness of distributed systems. The first is the powerful but manual approach of IronFleet and Verdi, where the developer uses refinement to show that a complex implementation is equivalent—through a series of layers or transformations—to an abstract specification.

The second approach is that of I4, IC3PO, SWISS and DistAI which leverage the power of model-checking and SMT solving to automatically prove the correctness of abstract system descriptions at the protocol level. These approaches aim to prove that a given safety property holds for the protocol at hand, by automatically identifying an inductive invariant that implies this safety property.

While such automation is undoubtedly a desirable property, it comes at a heavy price. In particular, I4, IC3PO, SWISS and DistAI can only perform monolithic proofs: they can prove...
that a protocol—defined as a single layer—satisfies a given safety property. As we described in Section 1, this not only limits the type of specifications we can use, but also severely limits the scalability of the approach.

Most importantly, the scalability limitation is not an artifact of the implementation of monolithic provers—like I4, IC3PO, SWISS and DistAI—but rather inherent in their design. By asking the underlying solver to find an inductive invariant that supports the desired safety property, they essentially adopt an all-or-nothing approach: either the solver is powerful enough to find an inductive invariant or it is not. If we consider more and more complex systems, we soon reach a point where the solver is simply not powerful enough to find an inductive invariant.

In fact, a similar dichotomy presents itself when the protocol description has elements outside the decidable fragment of logic [47, 55]. In several of these cases, the solver struggles considerably, even when it is trivial for a human to split the problem into decidable sub-problems. Without the ability to split this monolithic proof into multiple pieces, there is no middle ground. For example, I4 simply fails when the problem lies outside the decidable fragment, even though it is still possible to use refinement to split the protocol into two layers, each of which is separately decidable [62].

In this paper, we show that there exists a middle ground between the fully manual approaches that support refinement, like IronFleet and Verdi; and the automated-but-monolithic approaches, like I4, IC3PO, SWISS and DistAI. This middle ground, enabled by our novel Sift methodology, allows for refinement-based reasoning—and thus allows us to prove the correctness of complex distributed implementations—while making heavy use of automation to drastically reduce the amount of manual effort required compared to IronFleet and Verdi.

3 Background

3.1 Multi-Layer Refinement

Sift is heavily based on the notion of refinement. We will therefore first recap the notion of refinement and how it can be used to prove the correctness of complex systems.

A system $P$ refines another system $Q$ if the observable outputs produced by any execution of $Q$ can also be produced by some execution of $P$. In the case of distributed systems, the only outputs that are visible to external observers are the messages produced by these systems.

In the simplest application of refinement, the developer writes two layers: a specification and an implementation. The specification is written as a simple, logically centralized state machine. In the case of a sharded key-value store, for example, the specification is a simple map, where the only possible actions are to put something to the map, or to get something from the map [34, 35]. The developer then shows that the implementation refines the specification, thus proving the correctness of the implementation.

In more complex systems, directly proving refinement from the implementation to the specification can be difficult [34, 35, 63]. In that case, the developer must insert one or more increasingly complex layers between the implementation and specification, thus creating a multi-layer structure, where each layer must be proven to refine the one above it. We explain how to design and insert intermediate layers in Section 6.

3.2 Automated Reasoning and Monolithic Provers

Traditional verification languages [4, 46] rely on the developer to write a full proof, including a large number of manual annotations. As a result, approaches like IronFleet [34, 35] and Verdi [63] incur a high proof-to-code ratio. To reduce this manual effort, Ivy [56] uses decidable logic to guarantee completeness. With Ivy, the developer only needs to find an inductive invariant—an invariant which is closed (inductive) under the system transitions—and the prover can automatically identify if this inductive invariant is correct. Ivy significantly simplifies the effort of proving the correctness of distributed systems, but finding such inductive invariants is still a non-trivial task that relies on human intuition and an intimate understanding of the system at hand.

To push the automation a step further, I4 [50] leverages the regularity of distributed protocols, so that the inductive invariant can be automatically inferred from a small, finite instance. Unfortunately, such a strategy only applies to monolithic protocols, not refinement proofs. Thus, I4 doesn’t scale well when the system has a large state space and complex transitions. More recent tools [27, 33, 66] have followed the direction of using finite instances to guide the verification of distributed protocols. All these tools, however, apply only to monolithic proofs and cannot support refinement. We call such tools monolithic provers.

3.3 IC3PO: Our Monolithic Prover of Choice

The design of Sift does not rely on the internals of the monolithic prover that it uses. The refinement-guided automation technique of Sift can leverage any tool designed for automating monolithic, single-layer proofs. In fact, we previously tried I4 as the monolithic prover in Sift, but later found that IC3PO performs better. Our experience so far shows that IC3PO also outperforms SWISS and DistAI. As new and more powerful monolithic provers become available, Sift can adopt them to perform even larger refinement steps to further reduce manual effort. The next paragraph gives a short overview of IC3PO.

IC3PO [27, 28] is a recently-developed prover that uses the synergistic relationship between symmetry and quantification to prove the safety of distributed protocols fully automatically,
by inferring compact inductive invariants with both universal and existential quantifiers. At its core, IC3PO exploits the inherent regularity present in distributed protocols to significantly scale up IC3/PDR-style verification [10, 23] over finite instances of the protocol. Starting with an initial instance size, IC3PO systematically computes quantified inductive invariants over protocol instances of increasing sizes, until protocol behaviors saturate, concluding with an inductive proof that works for all instances of the protocol.

4 Overview of Sift

This paper introduces Sift, a methodology that allows reasoning about complex systems while still using a large degree of automation in proofs. Sift accomplishes this by employing a small amount of manual effort, when needed, to split the system into a number of layers, where each layer can be shown to refine the layer above it.

Figure 1 shows an overview of the Sift methodology. Initially, the developer starts with an implementation of the system, along with a specification, both written in the Ivy language [56]. If one were to use the Ivy prover, they would have to provide a manual proof of refinement between the specification and implementation. Sift, instead, introduces our encapsulation technique to merge the two layers into a single proof that our monolithic prover can attempt to solve.

Indeed, the first step of the Sift methodology is to attempt to prove refinement directly between the implementation and specification layers. If this proof is too much for the prover to handle, the developer adds an additional layer of refinement and tries again. Each additional layer of refinement splits the proof into smaller pieces that are more amenable to automation; but, of course, this comes at the cost of some manual effort, as the developer must manually introduce the new layer.

In the next two sections, we describe the Sift methodology in more detail. Section 5 describes how we can use the automation of a monolithic prover to perform a refinement proof between two layers (steps ①-④ in Figure 1). Section 6 presents the methodology for adding intermediate layers to the refinement structure (step ⑤).

Case Study: Sharded Hash Table Throughout this paper, we use the example of a Sharded Hash Table application (SHT) [34] to illustrate the Sift methodology. SHT implements a distributed key-value store, and consists of two layers, a specification layer and an implementation layer. As shown in Algorithm 1, the specification layer describes a key-value store as a simple map from keys to values. It maintains two local sets (modeled as boolean-valued functions, lines 1 and 2) to keep track of which messages (requests and replies) have

Figure 1: Summary of the Sift methodology. White boxes are fully automated, gray boxes indicate a trivial syntax change, and black boxes denote manual effort.

Algorithm 1 Specification of the Sharded Hash Table (SHT)

```
1 function requests(R : request) : bool
2 function replies(R : reply) : bool
3 function map(K : key) : value
4 initialization {
5 ∀R. requests(R) ← false
6 ∀R. replies(R) ← false
7 ∀K. map(K) ← 0
8 }
9 action commit(req : request, rep : reply) = {
10  require rep.type = req.type
11  require rep.src = req.src
12  require rep.key = req.key
13  require req.type = read ⇒ rep.data = map(req.key)
14  if ¬requests(req) {
15    if req.type = write {
16      map(rep.key) ← rep.data
17    };
18    requests(req) ← true;
19    replies(rep) ← true;
20  }
21 }
```

We first explain the key high-level idea behind automating refinement proofs (step 4 in Fig. 1, Section 5.1). We then present what modifications Sift makes to the layers of a target system description to ensure that the correspondences between the layers are correctly represented before a proof is attempted (steps 1-3 in Fig. 1, Section 5.2).

5 Refinement-Guided Automation

We aim to show that the implementation layer refines the specification, i.e., that any observable output produced by any execution of the implementation layer can also be produced by some execution of the specification. A key property is that for every key owned by a node at the implementation layer, the data matches the value stored in the specification. Additionally, every key is either owned by exactly one node in the system, or part of an in-flight delegate message.

5.1 From Monolithic Proofs to Refinement

A key feature of Sift is that it uses the automation of monolithic provers to perform more complex, refinement-based proofs. As we explained in Section 2, monolithic (i.e. single-layer) proofs do not scale to complex systems, either due to complexity or undecidability. Yet, monolithic proofs are the only type of proof supported by these provers. The first innovation of Sift is that it converts a refinement proof between two layers into a monolithic proof which can be given as input to any monolithic prover.

We perform this transformation using our encapsulation technique, depicted in Figure 2. The idea of encapsulation is simple: if we want to show that a lower layer \( L \) refines an upper layer \( U \), then we augment the state of \( L \) with the state of \( U \). Additionally, whenever the state machine \( L \) makes a transition, the encapsulated \( U \) state also makes an upper-layer transition. In practice, this is expressed as a function call in IVy, where the lower layer invokes a transition on its encapsulated state. For example, in the SHT application, the lower layer includes an encapsulated spec object (see Algorithm 1) and a lower-layer transition calls spec.commit() if it refines the commit transition of the upper layer.

Encapsulating the upper-layer state into the lower layer effectively creates a single, augmented lower layer that can be used to reason about the relation between the upper and lower layer. Most importantly, we can now leverage traditional single-layer provers to show whether a certain property—the refinement property—holds for this augmented lower layer.

Case study: refinement proof for the SHT

Algorithm 2 shows a simple example of encapsulation at the implementation layer of SHT. To perform this encapsulation, the implementation layer imports (in IVy) the specification layer. In this example of handling a set request, the program checks if this node (me) is the owner of the key in the request (line 4). If it is the owner, the implementation layer internally makes a call (line 7) to spec.commit (shown in Algorithm 1). This transition corresponds to the transition from state 1 to state 2 in Figure 2: the implementation layer transitions from state 1.
to state 2, while each of these states encapsulates the corresponding upper layer state, indicating a transition from state A to state B at the upper layer.

If this node is not the owner, it simply redirects the request to the owner. Such an implementation layer transition does not entail a specification layer transition and so the code does not call `spec.commit` or any specification-level function. This is usually called a “stuttering” step of the specification layer—essentially a no-op—and corresponds to the transition from state 2 to state 3 in Figure 2.

To prove that the implementation refines the specification, we ask our monolithic prover to prove a simple property:

\[ \forall R: \text{reply}, N: \text{node}. \quad \text{net.replied}(R, N) \implies \text{spec.replies}(R) \]

This property says that any reply \( R \) sent to any node \( N \) at the network (implementation level) can only be present if the same reply \( R \) is present at the specification level. Since replies are the only observable outputs of the system, it ensures that every output of the implementation is also an output of the specification, thus ensuring that the implementation is indeed a refinement of the specification. Note that the reply message at the implementation layer is part of the network and thus modeled as `net.replied(M, N).

### 5.2 Enforcing pre- and postconditions across layers

When calling functions from a lower layer to an upper layer, an upper-layer transition’s precondition must be met. The preconditions of the callee (in the upper layer) become post-conditions (assertions) for the caller (in the lower layer) to check. For example, on line 13 of SHT’s specification (Algorithm 1), before committing a request, the precondition concerning the request, `req`, and the corresponding reply, `rep`, must be met:

\[ \text{req.type = read} \implies \text{rep.data = map}(\text{req.key}) \]

This precondition ensures that every time a read request is committed, the data contained in the response must correspond to the data in the abstract map. Since it is the caller’s responsibility to guarantee that this precondition is met before committing the request, this precondition is effectively an assertion that needs to be checked by the monolithic prover. Unfortunately, the current state-of-the-art monolithic provers do not support checking these kinds of assertions, and can only find an inductive invariant for a safety property.

If we attempt to ignore this assertion check and let the monolithic prover prove the refinement property as is, the result could be unsound—i.e., the proof may go through even if the implementation is buggy. For example, let us consider again the refinement property for SHT:

\[ \forall R: \text{reply}, D: \text{node}. \quad \text{net.replied}(R, D) \implies \text{spec.replies}(R) \]

Without precondition checks, a buggy implementation can send a bogus reply message and call `commit` at the encapsulated specification layer. This would make the refinement property trivially inductive—since the `commit` call adds the message to the `replies`—without guaranteeing that contents of that message are correct.

To avoid this problem, Sift needs to consider the assertions in function calls to maintain soundness in automated refinement proofs. In the rest of this section, we explain how we transform the assertions to either conditionals (if/else) or invariants that the monolithic prover can reason about.

#### 5.2.1 Converting Assertions to Conditionals

A straightforward approach to model assertions in function calls is to convert the callee to an always-enabled action using a conditional if/else block [35]. The developer can manually rewrite an assertion \( P \) as follows: if \( P \) holds, take the transition; otherwise, do nothing. In this context, the entire if/else block is always-enabled, in that it has no preconditions and can always be taken.

For example, the original SHT specification had a precondition \(-requests(req)\) in the specification of the `commit` action, which we convert to an if-statement (Algorithm 1, line 14). This precondition ensures that the specification can never execute the same request twice.

The benefit of this approach is that it does not rely on any understanding of the system, which makes it very easy to implement. It has, however, two downsides. First, adding an if/else block in place of a precondition makes the proof a little harder for monolithic provers, since it is harder to find an inductive invariant for a weaker problem. Second, if the if-statement refers to ghost state—i.e., proof-related state that is not compiled to an executable—such as the sets corresponding to network messages, these if-statements are not compiled directly to executable code. Therefore, if there are any assertions that refer to ghost states at the implementation layer, we cannot rely on the approach of converting assertions to conditionals. In these cases, we need to convert them to invariants, as we describe below.

#### 5.2.2 Converting Assertions to Invariants

A second, more involved approach to the problem is to convert these assertions into invariants. Doing so requires human intuition but reduces the difficulty for the monolithic prover. For every assertion that needs to be checked, there must be an invariant to support its proof. The key idea is simple: a programmer can trace backward through a function call from the upper layer (the callee) to the lower layer (the caller) to find the enabling precondition. For the SHT precondition example above, we observe that only the node who owns the key can commit the reply. Leveraging this observation, we can construct an invariant that if node \( N \) thinks it is the owner
of key $K$, the local value for key $K$ at node $N$, which forms the reply, must match the value in the spec:

$$\forall N : node, K : key. \text{server}(N).d\text{elmap}(K,N) \implies \text{server}(N).\text{hash}(K) = \text{spec}.\text{map}(K)$$

where $\text{server}(N).d\text{elmap}(K,N)$ indicates that from the perspective of server $N$, the owner of key $K$ is $N$ ($d\text{elmap}$ stands for the delegation map). By maintaining this invariant, Sift can ensure the associated assertion will never be violated during the execution of the system. Note that the invariant is not necessarily inductive, but Sift leverages the automation of the monolithic prover to complete the proof.

Case study: converting assertions for the SHT The manual effort involved in the SHT proof requires converting seven assertions into two if-statements and five invariants. The assertion $\neg\text{requests}(r1)$ is converted from an assertion to an if-statement, as described in Section 5.2.1. On the other hand, the first three assertions (lines 10 to 12 in Algorithm 1) are already enforced by the implementation layer and do not need to be converted. We could further use the methodology described above in Section 5.2.2 to convert the fourth assertion (line 13) to an invariant, but it turns out that monolithic provers are powerful enough to complete the proof even if we simply convert it to a if-statement.

6 Introducing Intermediate Layers

We have discussed how to use automation to prove refinement between two layers. However, sometimes, the automation provided by the monolithic prover is not powerful enough to prove the desired refinement. This can happen either due to the complexity of the proof, or the presence of undecidable reasoning. When faced with such complex proofs, monolithic provers will either time out or run out of memory.

To perform such complex proofs, the solution is to introduce an intermediate layer (step 5 in Figure 1), thereby splitting the proof into two simpler refinement proofs: one refinement proof from the original lower layer to the intermediate layer, and another refinement proof from the intermediate layer to the original upper layer. By repeatedly using this proof-splitting technique until every refinement proof is automated, we effectively execute a divide-and-conquer strategy that allows us to tackle complicated refinements.

This idea is similar to IronFleet’s methodology of introducing an intermediate protocol layer to simplify the proof. In IronFleet, however, the developer needed to both write an intermediate layer and manually prove it correct. By contrast, Sift uses the automation of monolithic provers to dispense with most of the latter manual effort of writing the proof, and only requires the user to write intermediate layers—a much smaller effort than coming up with manual proofs.

Thankfully for developers, introducing an additional layer is done incrementally. The new layer is essentially a variation of the layer above or below it: either a more detailed version of the layer above it or a more abstract version of the layer below it. This helps keep the manual effort needed to introduce such layers small.

In the rest of this section, we discuss the strategies that we have developed and used to introduce intermediate layers, and walk through the process on a MultiPaxos example.

6.1 Intermediate Layers for Complexity

In most cases, the biggest challenge for a monolithic prover to automatically prove a refinement is its complexity. If the system is too complex, the prover either times out or runs out of memory. When this happens, we can split the refinement proof into two simpler refinement proofs by introducing an intermediate layer. We list here a number of ways in which such a split can simplify the proof burden. This list is extracted from our experience adding intermediate layers to facilitate refinement, and is not meant to be a complete enumeration of all possible layer-splitting strategies.

Abstract Away Messages Not Needed for Safety. Some of the messages used in the implementation may only be needed for liveness or performance, but not for safety. When trying to prove safety, those messages can be abstracted away in an intermediate layer: they are removed from the intermediate layer but kept in the implementation layer—though it is preserved in the implementation layer. The resulting intermediate layer is now simpler and thus easier to prove equivalent to the specification.

Merge Multiple Transitions into One Abstract Transition. Sometimes, the intermediate layer can take an abstract transition which is broken into multiple transitions in the low-level implementation.

For example, in MultiPaxos the learner can only receive one vote (two_b message) from an acceptor at a time. But what the learner really needs is a quorum of messages to learn a value. In this case we can merge multiple transitions of receiving each message separately into one abstract transition of receiving a quorum, and remove local variables for temporary results. This significantly simplifies the intermediate layer, with fewer state variables and simpler transitions.

Simplify Local State and Requirements for Transitions. Implementation layers have to take into account implementation constraints: for example, a node can only read its local
state when taking a transition; and it cannot access messages sitting in the network. But intermediate layers are essentially proof constructs and thus do not need to respect such implementation constraints.

For example, in MultiPaxos, a node needs to maintain an explicit local history of previous two_b votes to construct its one_b promise to a new leader, since a promise message depends on previous votes. In an intermediate layer however, a node can directly access all sent messages in the network, thus eliminating the need for this local history. Moreover, in an implementation a node can only read its local history, thus requiring a proof that the local history is consistent with sent messages. In the intermediate layer, since the node has access to all sent messages, it can directly check that the one_b promise is consistent with the vote messages, thus eliminating the need for this proof.

### 6.2 Intermediate Layers for Decidability

When the verifier returns an explicit decidability error, it means our refinement is not in the EPR decidable logic [47] and may take forever to check. Such an issue is typically resolved by introducing an intermediate layer and a ghost state (also known as a derived relation [55]) to hide the existential quantifier creating the undecidability [55, 62]. We apply a similar technique in Sift.

For example, in MultiPaxos an acceptor needs to send its last votes for different slots in a one_b message to a new leader to decide what value to propose. When a proposer becomes a leader, it needs to have a quorum of one_b messages, resulting in the following $\forall \text{Round} \exists \text{Votes}$ alternation:

$$\forall N : \text{Node}, R : \text{Round}. \quad \text{quorum\_of}(R).\text{contains}(N) \implies \exists V : \text{votes}. \quad \text{one\_b}(N, R, V)$$

The alternation of the $\forall$ and $\exists$ quantifiers, along with the inductive invariant, means that this proposition is outside the decidable logic of EPR. We leverage results from a followup work on Ivy [62], and introduce an intermediate layer to abstract away the payload (previous votes), thereby breaking the quantifier alternation. In this case, we only need an intermediate-layer state $\text{joined\_round}(N, R)$ to represent $\exists V. \text{one\_b}(N, R, V)$.

### 7 Evaluation

We evaluate Sift by using it to formally verify the correctness of six implementations of distributed systems: a leader election protocol (Section 7.1), a distributed lock protocol (Section 7.2), a two-phase commit protocol (Section 7.3), a sharded hash table (SHT, Section 7.4), and two consensus protocols: Raft (Section 7.5) and MultiPaxos (Section 7.6). We use Ivy to implement these systems, and extract the executable code to C++ using Ivy’s built-in translator. For the more complex systems (SHT, Raft and MultiPaxos), we also perform a performance evaluation (Section 7.7) to demonstrate our automated approach does not impact the performance of implementations.

For all systems in our evaluation, we consider crash failures and an asynchronous network, which can arbitrarily delay, drop, or duplicate messages. Both of these can be easily implemented in Ivy. Note that since Sift (like all its predecessors that also target automation) does not support liveness proofs, it does not need to explicitly reason about crash failures—a crash results in a machine no longer taking any steps and thus has no effect on safety properties.

We find that we are able to prove these complex systems with little manual effort within a reasonable memory and time budget, using IC3PO [27] as our monolithic prover. Our verification results are in Table 1. The complexity of different systems is illustrated by the number of different types that are needed to express state transitions for a given system. For example, for the election protocol, there are just two types: node and id. In contrast, MultiPaxos contains 14 different types, e.g., round, inst, value, time, node, etc.

We now give details about the proofs of the aforementioned systems, followed with a performance evaluation (Section 7.7) of three of the more complex resulting implementations (i.e., SHT, Raft and Paxos). We ran our performance experiments on a cluster where nodes have a 16-core Intel Xeon E5-2667 v4 @3.20 GHz processor and are connected with a 10 GB Ethernet connection running Ubuntu 16.04. All our implementation and artifact can be found in GitHub [49].

#### 7.1 Leader Election

The leader election protocol aims to elect a unique leader from a ring with an unbounded number of nodes with unique integer IDs [13, 50, 56]. The specification layer dictates a single action the system can take: elect a node as the leader, under the condition that no other node is already the leader. This layer contains 13 lines of Ivy code.

In the implementation layer, the nodes are totally ordered in a ring so that every node has a next node. A node $n$ has two valid actions: (a) periodically send its ID $\text{idn}(n)$ to the next node in the ring; or (b) forward an ID $i$ received from its predecessor if $i > \text{idn}(n)$. Once $n$ receives its $\text{idn}(n)$, it knows that no other node in the system has a larger ID, and can now safely become the leader. The implementation layer consists of 28 lines of Ivy code.

To prove refinement between the implementation and the specification layers, we ensure that when a message stating that a leader is elected is sent in the implementation, the destination of the message should correspond to the leader node in the specification.

We perform a manual, albeit trivial, syntactic change to the specification layer to convert one precondition into an
if-statement, which takes less than 5 minutes. We then simply use Sift’s encapsulation technique to convert the refinement between the implementation and specification layers into a monolithic proof that is proven automatically by IC3PO.

### 7.2 Distributed Lock

The distributed lock protocol [34, 50, 56] models an unbounded number of nodes that transfer the ownership of a single lock. In this system, the ownership of a lock is associated with an ever-increasing epoch: only one node can own the lock at each epoch. This makes for a concise specification layer—12 lines of Ivy code—that only contains a lock history to indicate which node holds the lock at every epoch.

In the implementation layer, there are two possible transitions for a node: (a) transfer the lock if it holds the lock; or (b) accept the lock and jump to a higher epoch by sending a locked message to indicate ownership. This implementation has 35 lines of Ivy code.

The refinement property in this system is that all locked messages should have a corresponding node in the specification layer’s lock history.

The only manual effort involved in this proof is converting one precondition to an if-statement in the specification layer, which takes less than 5 minutes. After this transformation, we can use the encapsulation technique from Sift to convert the refinement between the implementation and specification layers into a monolithic proof, and prove the locked message is equivalent to the lock history.

### 7.3 Two-Phase Commit

The two-phase commit protocol [31] is used by a group of nodes, known as resource managers (RMs), to coordinate the decision on whether to abort or commit a transaction. The RMs vote to either commit or abort the proposed transaction and a transaction manager (TM) node is in charge of coordinating the decision-making procedure.

The specification layer of this system uses the Transaction Commit protocol by Lamport [30, Sec. 2] translated from TLA+ [45] to Ivy. The safety property does not allow a node to commit if another node aborts. The specification contains 54 lines of Ivy code.

The implementation of this system is an Ivy translation inspired by the TLA+ specification of Two-Phase Commit [30, Sec. 3]. This layer introduces a special TM node, which coordinates all RMs. An RM can send a Prepared message to the TM when transitioning into the prepared state, or unilaterally decide to abort. Upon receiving a Prepared message from every RM, the TM can decide to commit, broadcasting a Commit message to every RM node. The receipt of a Commit message from the TM allows an RM to decide to commit the transaction. This implementation of two-phase commit has 110 lines of code.

The refinement property between the implementation and specification ensures that all RMs commit or abort at the same time between the implementation and the specification.

After a trivial syntactic change converting preconditions to three if-statements in the specification layer, this refinement property is proven automatically.
7.4 Sharded Hash Table (SHT)

The Sharded Hash Table protocol was previously introduced as a running example in Section 4. Its specification is a simple key-value map processing read and write requests. We can automatically prove the refinement from the implementation to the specification, after converting preconditions to five invariants and two if-statements to guide IC3PO, as detailed in Section 5.2. Compared to IronKV (IronFleet’s implementation of SHT), we simplify the delegate messages by transferring one key at a time. Transferring intervals of keys would require a loop iterating over keys and a loop invariant [59, 65], which cannot be found automatically by IC3PO.

The network interface for SHT is more complex than that of other systems. In particular, SHT’s network interface requires that messages are not delivered twice, so that requests can only be committed once and only one node at a time can own a key. As this is not part of refinement, we leverage an existing proof [53] for these requirements.

7.5 Raft

Raft [54] implements a shared log among nodes, which can be used to implement a fault-tolerant distributed service. The log is maintained as a set of (index, value) pairs.

Raft is a term-based protocol. In each term, a node can be elected as the leader, append values to the log, and replicate its log to other nodes by sending an append message. For safety, each node maintains its own log and only votes for a leader whose log is not earlier than its own. When the leader receives reply messages for its append message from a majority of nodes, the leader can consider all previous log entries committed. This strategy ensures that all future leaders contain the committed log.

At the specification layer, Raft can commit a prefix to an index in the leader’s log and ensure that only one value is committed at each index. The refinement property from the implementation to the specification ensures that they have the same log.

7.5.1 Intermediate Layers and Proof Effort

Our Raft implementation is similar to the previous Ivy implementation of Raft [62] with 212 lines of code. Due to undecidability, we could not refine the implementation to the specification directly. Instead, we build a first intermediate layer—layer 0—to separate the quantifier alternation (as outlined in Section 6.2). We tried to prove the refinement from specification to layer 0 automatically, but the inductive invariant contains complex quantifier alternations, which IC3PO was unable to handle. As a result, we manually prove the refinement from specification to layer 0. The refinement from spec to layer 0 took two person-weeks (including understanding the protocol). Layer 0 contains 143 lines of code.

From layer 0, the implementation is still too complex to refine directly using IC3PO. We introduce another intermediate layer, layer 1, to help IC3PO automatically prove the refinement. To write layer 1, we follow the strategies presented in Section 6, specifically by merging actions into one abstract action. In the abstract action a node can receive a quorum of messages at once, rather than receiving each of them individually in separate transitions. Layer 1 changes 57 lines from layer 0. We spent another two person-weeks to identify this intermediate layer and debug our implementation.

Overall, we were able to complete the proof of Raft in one person month, which compares favorably to the three person months needed by the original proof [62] written in Ivy. This reduction was the result of using a much higher degree of automation, by splitting the proof into layers and leveraging the power of IC3PO to prove each refinement between consecutive layers.

7.6 MultiPaxos

MultiPaxos [43, 44] is a common consensus protocol that is widely used in industry (e.g., Chubby [11], Megastore [2], and Spanner [19]). However, MultiPaxos is notoriously complex and difficult to verify.

At the specification level, MultiPaxos maintains an array of values; some that have been decided (i.e., agreed upon and finalized) and some that are empty. The only possible transition in the specification is to add a new decided value to this array. Similar to Raft, our refinement ensures that the implementation maintains the same values as the array in the specification.

The implementation of MultiPaxos is very similar to that of Raft but uses different strategies to ensure safety. In Raft, the leader can only be a node with the most up-to-date logs, while MultiPaxos relies on the messages from other nodes to generate an up-to-date log for the new leader.

7.6.1 Intermediate Layers and Proof Effort

Our design of the MultiPaxos protocol is inspired by previous work on expressing Paxos and MultiPaxos in the EPR decidable logic [55, 62]. Our evaluation uses the MultiPaxos implementation from [62], removing certain re-transmissions that are unnecessary for safety to simplify the refinement.

Since proving refinement directly between the implementation layer and the specification layer would introduce undecidability (see Section 6.2), we initially introduce a single intermediate layer, layer 0, to circumvent this undecidability. Moreover, as the refinement from the specification to layer 0 contains complex quantifier alternations that are too hard for IC3PO to prove automatically, we borrow the existing manual proof from Ivy. Layer 0 contains 88 lines of Ivy code.

After addressing undecidability concerns through layer 0, we found that a direct refinement from the implementation to
layer 0 remains infeasible for IC3PO. Using our divide-and-conquer technique, we added three additional intermediate layers to simplify this refinement. Following the strategies outlined in Section 6.1, we first added a layer 1 that abstracts away liveness messages and merges transitions to receive a quorum of messages. We augmented this by introducing a layer 2 that uses a local variable to track the current round, receives one two_b message, and keeps track of when a valid quorum can be formed. We then introduced a final intermediate layer that more closely resembles the implementation by using an array to track previous voted values for acceptors, and restricting a node to only receive one message during a transition.

With the addition of the four intermediate layers, Sift splits the complex refinement proof into manageable pieces, where each refinement between layers is amenable to automated verification. Producing the three intermediate layers (layers 1, 2, and 3) and converting the necessary preconditions to invariants is still a non-trivial task which takes about two person-weeks. About one third of the time is spent waiting for IC3PO to run out of time or memory, which indicates that another layer is needed (step 5 in Figure 1). While non-negligible, this manual effort is significantly less than the original attempt in Ivy, which was two person-months to refine layer 0 to the implementation [62].

7.7 Performance Evaluation

7.7.1 SHT Performance

We compare the throughput and latency of our verified Sift implementation of SHT with IronKV [34], as shown in Figure 3. IronKV is the closest verified implementation of a SHT that we could compare against. The SHT cluster was preloaded with 1,000 keys delegated evenly across the three nodes and serviced requests from an increasing number of clients in a closed loop. In one experiment, client processes send an even 50/50 mix of randomized GET and SET requests. We further increase the percentage of GET requests to 90%. IronKV scales about 25% better than our version of SHT. The disparity in performance between these two systems can be attributed to both unoptimized generated C++ from Ivy and design choices made in IronKV, which added extra manual proof complexity for the sake of performance purposes, such as an efficient delegation map data structure that each node maintains and consists of 833 lines of Dafny code.

7.7.2 Raft and MultiPaxos Performance

We evaluated the performance of the verified Sift implementations of Raft and MultiPaxos by varying the load of each system with an increasing number of clients varying the load of each system with an increasing number of clients submitting requests in a closed loop, as shown in Figure 4. For both systems, the experimental setup consists of three replicas on separate machines, with a forth machine containing the client processes.

We tried to compare the performance of these systems with IronRSL, IronFleet’s verified Paxos-based replicated state machine library, but the performance results of IronRSL were not reproducible for a direct comparison. By re-running the original implementation from the IronFleet paper [34], we found the performance for IronRSL to be lower than originally reported [34, Sec. 7]. The performance of our implementation of MultiPaxos, which does not support batching, is comparable to the results reported for IronRSL in non-batch mode [34, Fig. 13]. We do compare both Raft and MultiPaxos with the Ivy-based manually-verified implementations [62]. The performance of Raft is almost identical to the version of Raft, but we find that our MultiPaxos system exceeds the performance of MultiPaxos from that work. These results show that the automation and reduced proof effort gained by using Sift does not impact the performance of either system.

8 Limitations and Future Directions

Our experience with Sift suggests that it advances what is possible in the realm of automated verification of complex systems. For all of its successes, however, there are still more steps to be taken in this direction.

• Automating simple transformations. While Sift greatly increases the automation of complex refinement proofs, parts of the methodology still require manual effort that could potentially be automated, such as converting assertions to if-

---

1 Even after close discussions with two of the IronFleet authors, this discrepancy was not resolved. They attributed this to possible code changes between what was originally evaluated and the currently available code.
We now provide a summary on previous efforts relevant to correctness, but at the cost of extensive manual effort; Sift, systems including OS kernels, are similar to regular inductive invariants, in that both are inductive under some transitions. As described in Sections 7.4 and 7.6.1, any loop invariant in Sift must currently be written manually. In the future, we hope to add support for automatic derivation of loop invariants in Sift, by building further on the existing literature.

- **Leveraging multiple monolithic provers.** As shown in recent works [27, 33, 66], different monolithic provers show complementary strengths in different scenarios. Since the design of Sift is independent of the choice of monolithic prover, we plan to employ a portfolio of monolithic provers in parallel to derive refinement proofs with even higher scalability.

9 Related Work

We now provide a summary on previous efforts relevant to applying formal methods to verify distributed systems. Automated Verification. With the advancements in automated reasoning and abstraction techniques [3, 16, 29], automatically verifying correctness through model checking has significantly improved in different domains, both for hardware and software [3, 7, 8, 37, 41]. However, model checking still does not scale well to large complex systems, due to state-space explosion.

More recently, several approaches [24, 27, 33, 38, 40, 50, 66] have extended induction-based model checking to automatically infer inductive invariants for infinite-state distributed protocols. 14 [50] leverages the regularity of distributed protocols, combining finite model checking with unbounded reasoning in distributed protocols. IC3PO [27], described in detail in Section 3.3, incorporates invariant generalization with model checking for better scalability. SWISS [33] derives an inductive invariant by performing an exhaustive search over candidate invariants in an optimized invariant search space. DistAI [66] uses a data-driven approach and is guaranteed to find a universally-quantified inductive invariant in finite time.

All the aforementioned techniques [24, 27, 33, 38, 40, 50, 66], however, target monolithic, single-layer verification, primarily at the protocol level, and cannot scale to detailed system implementations. In contrast, our approach combines these monolithic provers with the well-founded concepts of refinement [1, 25, 42] to scale verification all the way to complex executable implementations.

Systems Verification. Much effort has gone to verifying real systems, including OS kernels [15, 32, 39, 52], file, and storage systems [12, 14, 67]. These works provide strong guarantees of correctness, but at the cost of extensive manual effort; Sift, by contrast, requires little manual proof effort while verifying systems of considerable complexity, such as MultiPaxos.

Within the realm of distributed systems, there have been attempts at manually verifying implementations of protocols [60, 64]. Ivy [56] requires the developer to iteratively refine an invariant until an inductive invariant is identified. IronFleet [34] and Verdi [63] have been used to verify practical implementations of distributed systems. In stark contrast to our work, all three approaches rely on considerable amounts of manual effort (in the order of person months) to complete a proof of correctness. Additionally, while IronFleet always uses three layers of refinement (i.e., specification, protocol, and implementation), most of the distributed systems we verify are refined directly from an implementation to a specification, with intermediate layers only added when needed to reduce the proof complexity for our monolithic provers.

More recently, Lorch et al. [48] presented Armada, a tool designed to verify concurrent programs. While Armada has some superficial similarities to Sift—namely the use of refinement and automation—it is in fact drastically different. It operates in an environment almost diametrically opposed to that of Sift: single-machine, multi-threaded code where communication happens via shared memory, as opposed to Sift’s sequential execution on a distributed system where communication happens via message passing. Additionally, while Armada makes heavy use of automation to generate proofs, it still requires its users to write significant parts of the proof—hundreds of lines of code—manually.

10 Conclusion

This paper introduces Sift, a novel two-tier methodology that combines the power of refinement with the ability to automate proofs. Sift decomposes the proofs of complex distributed implementations into a number of refinement steps, each of which is amenable to automation. We use Sift to prove the correctness of six distributed implementations—including the notorious MultiPaxos—none of which had an automated proof before. Our evaluation shows that this combination of refinement and automation lets us verify complex distributed implementations with little manual effort.
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