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In this paper, we focus on human-in-the-loop physical systems with inner and outer feedback control loops. Specifically, our problem formulation considers that inner loop control laws use a model reference adaptive control approach to suppress the effect of system uncertainties such that the overall physical system operates close to its ideal behavior as desired in the presence of adverse conditions due to failures and/or modeling inaccuracies. Moreover, we consider that the outer loop control laws exist owing to employing either sequential loop closure and/or high-level guidance methods. As it is true in practice, in addition, humans are considered to inject commands directly to the outer loop dynamics in response to the changes in the physical system, where the outer loop commands affect inner loop dynamics in response to the commands received from the humans as well as in response to the changes in the physical system.

The presence of humans can result in system instability, even when the resulting physical system augmented with inner and outer feedback control loops yield to stable trajectories in the absence of humans. This paper addresses this problem by proving a sufficient stability condition for the overall physical system with human dynamics modeled as a linear time-invariant system with human reaction time-delay, where this condition does not depend on system uncertainties similar to our recent theoretical results. Furthermore, inner loop system errors during the transient phase of adaptively suppressing system uncertainties can severely affect the human-outer loop interactions. We also address this issue by utilizing a recently proposed set-theoretic model reference adaptive control approach at the inner loop for enforcing a user-defined performance constraint on the norm of the system error trajectories, where we show how the selection of this constraint affects the overall physical system. Finally, the efficacy of our results is demonstrated through an illustrative numerical example for an adaptive flight control application with a Neal-Smith pilot model.
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I Introduction

This paper focuses on human-in-the-loop physical systems with inner and outer feedback control loops. Building on our recent results documented in [1], our problem formulation considers that inner loop control laws use a model reference adaptive control approach to suppress the effect of system uncertainties such that the overall physical system operates close to its ideal behavior in the presence of adverse conditions due to failures and/or modeling inaccuracies (we refer to [1] and references therein for relevant literature). Specifically, the model reference adaptive control approach of this paper has the capability to enforce performance constraints on the transient system performance (see below), unlike the results in [1]. Moreover, it theoretically augments a general nominal dynamic compensator structure; that is, the nominal control law utilized in [1] becomes a special case of the nominal dynamic compensator considered in this paper. Here, we also explicitly consider outer loop control laws within our problem formulation. From an application standpoint, these outer loop control laws can exist owing to employing either sequential loop closure and/or high-level guidance methods. While the results in [1] can consider entire system dynamics to enforce objectives achieved by such methods, it is well-known that sequential loop closure approaches can ease the control design task through several low-order control laws (see, for example, [2,3] and references therein) and/or one would like to simply add a guidance algorithm to an existing inner loop feedback control architecture.

As it is true in practice, here we also consider humans inject commands directly to the outer loop dynamics in response to the changes in the physical system, and in return, the outer loop commands affect inner loop dynamics in response to the commands received from the humans as well as in response to the changes in the physical system. In particular, the presence of humans can result in system instability especially due to human reaction time-delays (see, for example, [1,4–8] and references therein), even when the resulting physical system augmented with inner and outer feedback control loops yield to stable trajectories in the absence of humans. In this paper, we address this problem by proving a sufficient stability condition for the overall physical system with human dynamics modeled as a linear time-invariant system with human reaction time-delay, where this condition does not depend on system uncertainties similar to the results in [1]. Furthermore, inner loop system errors during the transient phase of adaptively suppressing system uncertainties can severely affect the human-outer loop interactions. This paper also addresses this issue by utilizing a recently developed model reference adaptive control approach discussed next.

Specifically, with conventional model reference adaptive control algorithms like the one adopted in [1], only a conservative bound on the system errors can be theoretically developed; this bound depends on the bound on the system uncertainties. Thus, without a complete knowledge of the upper bound on the system uncertainties, the adaptively controlled overall system may exhibit unsatisfactory performance (i.e., large system error signal) resulting in poor human-physical system interaction. While a high adaptation gain can be used at all times as a remedy, such a choice is not always practically desirable. To overcome this limitation of conventional model reference adaptive control laws, the authors recently proposed the set-theoretic model reference adaptive control architecture in [9] for achieving time-invariant user-defined performance bounds. In [10,11] this framework was further extended to guarantee time-varying user-defined performance bounds. The generalizations of the set-theoretic model reference adaptive control architecture to the unstructured system uncertainties, actuator failures, actuator dynamics were then studied in [12–15]. Within the scope of this paper, we use this new architecture in [9] for enforcing a user-defined performance constraint on the norm of the system error trajectories, where we explicitly show how the selection of this constraint affects the overall physical system. Finally, the efficacy of the overall human-in-the-loop physical system architecture of this paper with inner and outer feedback control loops is demonstrated through an illustrative numerical example for an adaptive flight control application with a Neal-Smith pilot model.
The organization of this paper is as follows. Section II presents the problem formulation, where Section III discusses the stability and performance of the overall human-in-the-loop physical system architecture. Section IV presents the aforementioned illustrative numerical example, where the conclusions are finally drawn in Section V. We refer to appendices for the notation used in this paper as well as necessary definitions.

II Problem Formulation

In this paper, we consider a human-machine system in which the machine behavior $y(t)$ is observed by the human. Based on this observation, the human then generates a decision and commands the actuator for tracking purposes. To improve the overall tracking performance with the human, instead of direct interaction of the human with the machine, we consider outer and inner control loops with which human commands are properly delegated to the machine to stabilize the error dynamics. To start the control design, consider the block diagram representation of the human-in-the-loop physical systems with inner and outer feedback control loops as given in Figure 1. Note that in this setting, the human input (i.e., the reference command) is what the human aims to achieve in a given task and the uncertain dynamical system is the physical system on which this task is being performed. The outer loop architecture then uses the initial command constructed by the human loop and generates the command signal that is fed into the inner loop. The inner loop architecture includes the uncertain dynamical system as well as the model reference adaptive controller components (i.e., the reference model, the parameter adjustment mechanism, and the controller).

In what follows, we provide detailed discussion for each of these three loops. Specifically, we consider the uncertain dynamics representing a physical system given by

$$
\dot{x}^*(t) = \begin{bmatrix} A_p & 0_{n_p \times n_{p'}} \\ G_p & F_p \end{bmatrix} x^*(t) + \begin{bmatrix} B_p \\ 0_{n_x \times m} \end{bmatrix} (\Lambda u(t) + \delta_p(x_p(t))),
$$

(1)

where $A_p \in \mathbb{R}^{n_p \times n_p}$, $B_p \in \mathbb{R}^{n_p \times m}$, $F_p \in \mathbb{R}^{n_{p'} \times n_{p'}}$, and $G_p \in \mathbb{R}^{n_{p'} \times n_p}$ are the system matrices, $u(t) \in \mathbb{R}^m$ is the control input, $\delta_p : \mathbb{R}^{n_p} \to \mathbb{R}^m$ is a system uncertainty, $\Lambda \in \mathbb{R}^{m \times m} \cap \mathbb{D}^{m \times m}$ is an unknown control effectiveness matrix, and we assume that the overall system is controllable. Letting $x^*(t) = [x_p^T(t), \phi_p^T(t)]^T \in \mathbb{R}^{n_{p'} + n_p}$, where $x_p(t) \in \mathbb{R}^{n_p}$ is the primary measurable state vector and $\phi_p \in \mathbb{R}^{n_{p'}}$ is the secondary measurable state vector, one can equivalently write (1) as

$$
\begin{align*}
\dot{x}_p(t) &= A_p x_p(t) + B_p \Lambda u(t) + B_p \delta_p(x_p(t)), \\
\dot{\phi}_p(t) &= F_p \phi_p(t) + G_p x_p(t),
\end{align*}

(2)

Specifically, we design the controller at the inner loop based on the structure given by (2). We then utilize (3) to design an outer loop dynamic compensator for generating the command signal that is fed to the inner loop.

A Inner Loop Architecture

At the inner loop architecture, we consider the uncertain dynamical system given in (2) and assume that the system uncertainty $\delta_p(x_p(t))$ is parameterized as

$$
\delta_p(x_p(t)) = W_p^T(t) \sigma_p(x_p(t)),
$$

(4)
where $W_p(t) \in \mathbb{R}^{s \times m}$ is a bounded unknown weight matrix (i.e., $\|W_0(t)\|_F \leq w_0$) with a bounded time rate of change (i.e., $\|W_0(t)\|_F \leq \dot{w}_0$) and $\sigma_p : \mathbb{R}^{np} \rightarrow \mathbb{R}^s$ is a known basis function of the form $\sigma_p(x_p(t)) = [\sigma_{p1}(x_p(t)), \sigma_{p2}(x_p(t)), \ldots, \sigma_{ps}(x_p(t))]^T$.

To address command following at the inner loop architecture, let $x_c(t) \in \mathbb{R}^{n_c}$ be the dynamic compensator state satisfying

$$
\dot{x}_c(t) = A_c x_c(t) + B_c e_p(t), \quad x_c(0) = x_c(0), \quad (5)
$$

$$
z_c(t) = C_c x_c(t) + D_c e_p(t), \quad (6)
$$

where $A_c \in \mathbb{R}^{n_c \times n_p}$, $B_c \in \mathbb{R}^{n_c \times n_y}$, $C_c \in \mathbb{R}^{n_y \times n_c}$, $D_c \in \mathbb{R}^{n_y \times n_y}$, $z(t) \in \mathbb{R}^2$ is the output of the dynamic compensator, $e_p(t) \triangleq y(t) - c(t)$, and $y(t) \triangleq C_p x_p(t)$ with $C_p \in \mathbb{R}^{n_y \times n_p}$. We now consider the inner loop control law given by

$$
u(t) = u_n(t) + u_a(t), \quad (7)
$$

where $u_n(t) \in \mathbb{R}^m$ and $u_a(t) \in \mathbb{R}^m$ are the nominal and adaptive control laws, respectively. Furthermore, let the nominal control law be

$$
u_n(t) = -K_p x_p(t) - K_c z_c(t), \quad (8)
$$

with $K_p \in \mathbb{R}^{m \times n_p}$ and $K_c \in \mathbb{R}^{m \times n_c}$. Now, (2) can be augmented with (5) as

$$
\dot{x}(t) = A x(t) + B c(t) + BA(u_n(t) + W^T(t) \sigma(x(t), c(t))), \quad x(0) = x_0, \quad (9)
$$

where $x(t) \triangleq [x_p^T(t), x_c^T(t)]^T \in \mathbb{R}^n$, $n = n_p + n_c$, is the augmented state vector, $W(t) \triangleq [W_p^T(t), (\Lambda^{-1} - I_{m \times m})(K_p + K_c D_c C_p), (-\Lambda^{-1} - I_{m \times m})K_c D_c] \in \mathbb{R}^{(s+n+n_y) \times m}$ is an unknown (aggregated) weight matrix, $\sigma(x(t), c(t)) \triangleq [\sigma_p^T(x_p(t)), x_p^T(t), x_c^T(t), c(t)]^T \in \mathbb{R}^{s+n+n_y}$ is a known (aggregated) basis function, $x_0 \triangleq [x_p^T(0), x_c^T(0)]^T$, $A \triangleq \begin{bmatrix} A_p - B_p K_p - B_p K_c D_c C_p & -B_p K_c C_c \\ B_c C_p & A_c \end{bmatrix} \in \mathbb{R}^{n \times n}$, $B \triangleq \begin{bmatrix} B_p K_c D_c \\ -B_c \end{bmatrix} \in \mathbb{R}^{n \times n_y}$.
\[
B \triangleq \begin{bmatrix} B^T \ 0 \end{bmatrix}_{n \times m}^T \in \mathbb{R}^{n \times m}. 
\]

Considering (9), let the adaptive control law be in the form given by
\[
u_n(t) = -\hat{W}^T(t)\sigma(x(t), c(t)),
\]
where \(\hat{W}(t) \in \mathbb{R}^{(s+n+n_y) \times m}\) is the estimate of \(W(t)\). Following the set-theoretic model reference adaptive control architecture presented in [9] (see also [10–15]), let the update law for (13) be given by
\[
\dot{\hat{W}}(t) = \gamma \text{Proj}_m\left(\hat{W}(t), \phi_d(\|e(t)\|_P)\sigma(x(t))e^T(t)PB\right), \quad \hat{W}(0) = \hat{W}_0,
\]
with \(\hat{W}_0\) being the projection norm bound. In (14), \(\gamma \in \mathbb{R}_+\) is the learning rate (i.e., adaptation gain), \(P \in \mathbb{R}^{n \times n}_+\) is a solution of the Lyapunov equation given by
\[
0 = A_r^T P + PA_r + R,
\]
with \(R \in \mathbb{R}^{n \times n}_+\), and \(e(t) \triangleq x(t) - x_r(t)\) is the system error with \(x_r(t) \in \mathbb{R}^n\) being the reference state vector of a reference model dynamics at the inner loop that captures a desired inner loop dynamical system performance given by
\[
\dot{x}_r(t) = A_r x_r(t) + B_r c(t), \quad x_r(0) = x_{r0}.
\]
Using (13), (14), and (16), the inner loop system error dynamics is given by
\[
\begin{align*}
\dot{e}(t) &= A_r e(t) - BA_r \hat{W}^T(t)\sigma(x(t), c(t)), \quad e(0) = e_0, \\
\dot{\hat{W}}(t) &= \gamma \text{Proj}_m\left(\hat{W}(t), \phi_d(\|e(t)\|_P)\sigma(x(t), c(t))e^T(t)PB\right) - \hat{W}(t), \quad \hat{W}(0) = \hat{W}_0,
\end{align*}
\]
where \(\hat{W}(t) \triangleq \hat{W}(t) - W(t) \in \mathbb{R}^{(s+n+n_y) \times m}\) is the weight estimation error and \(e_0 \triangleq x_{00} - x_{r0}\). Once again, we note that the unknown weight matrix \(W(t)\) and its derivative have unknown upper bounds (i.e., \(\|W(t)\|_F \leq w\) and \(\|\dot{W}(t)\|_F \leq \dot{w}\) with unknown \(w\) and \(\dot{w}\)).

**Comment 1 (Set-theoretic Model Reference Adaptive Control).** The update law given by (14) for the set-theoretic model reference adaptive control architecture can be derived by considering the following energy function
\[
V(e, \hat{W}) = \phi(\|e\|_P) + \gamma^{-1}\text{tr}\left([\hat{W}A^{1/2}]^T(\hat{W}A^{1/2})\right). 
\]
As shown in [9], the time derivative of this energy function is upper bounded by
\[
\dot{V}(e(t), \hat{W}(t)) \leq -\frac{1}{2}\alpha_1 V(e, \hat{W}) + \alpha_2,
\]
where \(\alpha_1 \triangleq \frac{\lambda_{\min}(R)}{\lambda_{\max}(P)}\), \(d \triangleq 2\gamma^{-1}\hat{w}\|\hat{A}\|_2\), \(\alpha_2 \triangleq \frac{1}{2}\alpha_1\gamma^{-1}\hat{w}^2\|\hat{A}\|_2 + d\), and \(\hat{w} = \hat{W}_{\max} + w\). In particular, (20) is sufficient to conclude that \(V(e, \hat{W})\) is upper bounded. Hence, one can now conclude with \(\|e_0\|_P < \epsilon\) that the pair \((e(t), \hat{W}(t))\) is bounded and the system error satisfies the strict bound given by
\[
\|e(t)\|_P < \epsilon, \quad t \geq 0.
\]
B Outer Loop Architecture

We now construct the outer loop control law for (3). Specifically, consider the dynamic compensator given by

\[
\dot{c}(t) = H_c \phi_c(t) - J_c \phi_p(t), \quad \phi_p(0) = \phi_{p0}, \\
\eta_p(t) = M_p \phi_p(t) - c_0(t),
\]

where \( F_c \in \mathbb{R}^{n_y \times n_y}, \ G_c \in \mathbb{R}^{n_y \times n_n}, \ \eta_p(t) \in \mathbb{R}^{n_n}, \ M_p \in \mathbb{R}^{n_n \times n_op}, \ H_c \in \mathbb{R}^{n_y \times n_n}, \ J_c \in \mathbb{R}^{n_y \times n_n}, \ \phi_c(t) \in \mathbb{R}^{n_y} \)

is the outer loop state vector, \( c_0(t) \in \mathbb{R}^{n_n} \) is the initial command signal produced by the human, which is the input to the outer loop architecture, and \( c(t) \in \mathbb{R}^{n_y} \) is the generated command at the outer loop as shown in Figure 1. As discussed earlier, these outer loop dynamics can exist owing to employing either sequential loop closure and/or high-level guidance methods.

Now by letting \( \phi(t) = [x^T(t), \ \phi_p^T(t), \ \phi_c^T(t)]^T \in \mathbb{R}^{n_e}, \ n_{\phi} = n + n_{\phi_y} + n_y, \) one can write (3), (16), and (22) in a compact form as

\[
\dot{\phi}(t) = F_{r} \phi(t) + G_{r} c_0(t) + G_c(t), \quad \phi(0) = \phi_0,
\]

where

\[
F_r \triangleq \begin{bmatrix}
A_r & -B_r J_c M_p & B_r H_c \\
G_p N & F_p & 0 \\
0 & G_c M_p & F_c
\end{bmatrix} \in \mathbb{R}^{(n+n_{op}+n_y) \times (n+n_{op}+n_y)},
\]

\[
G_r \triangleq \begin{bmatrix}
B_r J_c \\
0
\end{bmatrix} \in \mathbb{R}^{(n+n_{op}+n_y) \times n_n}, \quad G \triangleq \begin{bmatrix}
G_p N \\
0
\end{bmatrix} \in \mathbb{R}^{(n+n_{op}+n_y) \times n},
\]

with \( N = [I_{n_p \times n_p}, 0_{n_p \times n_c}] \). Note that \( F_r \) should be made a Hurwitz matrix by design to capture stability when \( c_0(t) \) is bounded a-priori in the absence of uncertainties; this is discussed in the next comment.

Comment 2 (Bounded Solution of (25)). If \( c_0(t) \) is bounded, then it follows from \( F_r \) being Hurwitz and \( c(t) \) being bounded (see Comment 1) that the solution \( \phi(t) \) to (25) is bounded. Yet, since humans make decisions in response to the system states received from the dynamical system as shown in the human loop part of Figure 1, \( c_0(t) \) cannot be assumed to be a-priori bounded signal. We refer to the next subsection and Section III for more details concerning this point.

C Human Loop Architecture

For the human loop, we consider a general class of linear human models with constant time-delay [1]

\[
\dot{\xi}(t) = A_h \xi(t) + B_h \theta(t - \tau), \quad \xi(0) = \xi_0
\]

\[
c_0(t) = C_h \xi(t) + D_h \theta(t - \tau),
\]

where \( \xi(t) \in \mathbb{R}^{n_\xi} \) is the internal human state vector, \( \tau \in \mathbb{R}_+ \) is the human reaction time-delay, \( A_h \in \mathbb{R}^{n_\xi \times n_\xi}, \ B_h \in \mathbb{R}^{n_\xi \times n_r}, \ C_h \in \mathbb{R}^{n_n \times n_\xi}, \) and \( D_h \in \mathbb{R}^{n_n \times n_r} \). Here, the input to the human dynamics is given by
where \( \theta(t) \in \mathbb{R}^m \), and \( r(t) \in \mathbb{R}^m \) is the bounded reference signal. In (30), \( E_h \in \mathbb{R}^{n \times n} \) selects the appropriate states to be compared with \( r(t) \). Note that the dynamics given by (28), (29) and (30) captures a wide range of linear time-invariant human models with time-delay including Neal-Smith model and its extensions [18–22] and is also utilized as-is by the authors of [1] in their analysis.

### III Stability and Performance

Based on the structure of the inner, outer, and human loops presented in the previous section, we now analyze the closed-loop system performance and show how the system error at the inner loop affects the human loop. We then demonstrate the effectiveness of the set-theoretic model reference adaptive control architecture at the inner loop for guaranteeing a user-defined performance constraint on the norm of system states to be compared with \( r(t) \). This ultimately results in an acceptable human performance in accomplishing a given task. For this purpose, letting \( x_0(t) \triangleq [\phi^T(t), \xi^T(t)] \in \mathbb{R}^{n_0} \), \( n_0 \triangleq n_\phi + n_\xi \), one can write the dynamics in (25) and (28) as

\[
\dot{x}_0(t) = A_0 x_0(t) + A_1 x_0(t - \tau) + B_0 r(t - \tau) + B_1 e(t), \quad x_0(t) = \psi(t) \quad \text{for} \quad t \in [-\tau, 0],
\]  

(31)

where \( \psi(t) \in \mathbb{R}^{n_0} \) is the initial condition and

\[
A_0 \triangleq \begin{bmatrix} F_t & G_t C_h \\ 0 & A_h \end{bmatrix} \in \mathbb{R}^{n_0 \times n_0}, \quad A_1 \triangleq \begin{bmatrix} -G_t D_h E_h N_0 & 0 \\ -B_h E_h N_0 & 0 \end{bmatrix} \in \mathbb{R}^{n_0 \times n_0},
\]

(32)

\[
B_0 \triangleq \begin{bmatrix} G_t D_h \\ B_h \end{bmatrix} \in \mathbb{R}^{n_0 \times n_r}, \quad B_1 \triangleq \begin{bmatrix} G \\ 0 \end{bmatrix} \in \mathbb{R}^{n_0 \times n_r},
\]

(33)

with \( N_0 = [0_{n_\phi \times n_\phi}, I_{n_\phi \times n_\phi}, 0_{n_\phi \times n_\phi}] \). Now, we consider the overall nominal system performance as the case where there is no uncertainty in the system at the inner loop. In other words, the overall performance of the human interacting with the physical system in the absence of any uncertainties is viewed as the ideal behavior represented by

\[
\dot{x}_0(t) = A_0 \dot{x}_0(t) + A_1 \dot{x}_0(t - \tau) + B_0 \dot{r}(t - \tau), \quad \dot{x}_0(t) = \dot{\psi}(t) \quad \text{for} \quad t \in [-\tau, 0].
\]

(34)

Now letting \( \ddot{x}(t) \triangleq x_0(t) - \dot{x}_0(t) \) and using (31) and (34), the error dynamics can be written as

\[
\dot{x}(t) = A_0 \ddot{x}(t) + A_1 \dot{x}(t - \tau) + B_1 e(t), \quad \dot{x}(t) = \psi(t) \quad \text{for} \quad t \in [-\tau, 0],
\]

(35)

where \( \psi(t) \triangleq \psi_0(t) - \dot{\psi}(t) \).

**Comment 3 (Stability of Nominal System (e(t) = 0)).** Setting \( e(t) = 0 \) in (35), the nominal system is obtained as

\[
\dot{x}(t) = A_0 \ddot{x}(t) + A_1 \dot{x}(t - \tau).
\]

(36)

Notice here that the delay term appears only in the state but not in the derivative of the state. This class of dynamics are known as retarded type [23–25], which exhibits certain continuity properties in their spectrum.
useful for assessing their stability characteristics. To elaborate on this, let us write the characteristic function of the system as

\[ f(s, e^{-s\tau}) \equiv \det[sI - A_0 - A_1 e^{-s\tau}], \quad (37) \]

where \( I \) is the identity matrix, \( s \) is the Laplace variable, and the delay term \( \tau \) appears in exponential in the Laplace sense. The zeros of (37), which are called the characteristic roots, determine the stability of the nominal system as follows. The nominal system is asymptotically stable for a given delay \( \tau \geq 0 \) and system matrices \( A_0, A_1 \), if and only if the characteristic roots all lie on the left-half complex plane \( s \in \mathbb{C} \). [23]

Stability of (36) can be assessed with respect to \( \tau \) by observing certain features of the system characteristic roots. The real part of these roots vary continuously with respect to the parameter \( \tau \) and hence as \( \tau \) is varied, the only way the system can switch from stable to unstable behavior, or vice versa, is that a root touches the imaginary axis at \( s = \mp j\omega^* \) for some critical delays \( \tau = \tau^* \). In general, as the critical delay is slightly increased, a pair of complex conjugate roots cross over the imaginary axis. Depending on the direction of crossing, the system will have two more, or two less, unstable roots.

Considering all the delays \( \tau^* \) causing crossings over the imaginary axis, starting with \( \tau = 0 \), one can decompose the delay axis into countably many intervals, where the upper/lower boundaries of each interval is determined by \( \tau^* \), and neighboring intervals have two or more less unstable roots depending on the direction of crossing of the respective root \( s = \mp j\omega^* \). Ultimately, the intervals for which the number of unstable roots is zero are labeled as stable, otherwise unstable. The principle behind this approach is known as the \( \tau \)-decomposition property [27, 28].

For stability assessment, it is crucial to detect all \( \tau \) for which system characteristic roots touch the imaginary axis \( s = \mp j\omega \). Notice however that this is not a trivial task mainly because the exponential terms in (37) make the system infinite dimensional. That is, there exist infinitely many roots of the system, and accurate and exhaustive detection of those touching the imaginary axis is a challenge. This very likely explains more than six decades of research on this particular problem, see a review in [29]. Without getting into details, here we mention that we will utilize the approach in [30] to compute the imaginary crossings and their corresponding delay values.

**Comment 4** [Section 5.6.2, 32] (Fundamental Solution). Consider a system with single time-delay given by

\[
\dot{z}(t) = A_0 z(t) + A_1 z(t-\tau), \quad z(t) = \psi(t) \quad \text{for} \quad t \in [-\tau, 0],
\]

where \( z(t) \in \mathbb{R}^n \) is the system state, \( A_0 \in \mathbb{R}^{n \times n} \) and \( A_1 \in \mathbb{R}^{n \times n} \) are constant matrices, and \( \tau \) is a positive time-delay. Then, its solution satisfies

\[
z(t, \psi) = \Psi(t)\psi(0) + \int_{-\tau}^{0} \Psi(t-\tau-\theta)A_1\psi(\theta)d\theta, \quad t \geq 0,
\]

where \( \Psi(t) \in \mathbb{R}^{n \times n} \) is the fundamental solution satisfying

\[
\dot{\Psi}(t) = A_0 \Psi(t) + A_1 \Psi(t-\tau), \quad t \geq 0,
\]

and the initial condition \( \Psi(0) = I \) and \( \Psi(t) = 0 \) for \( t < 0 \). Furthermore, assuming that the system given by (38) is asymptotically stable, then there exist an \( \alpha > 0 \) such that

\[
\|\Psi(t)\|_2 \leq Ke^{-\alpha t}, \quad t \geq 0,
\]

(41)
for some $K > 1$.

By applying Comment 4, one can bound the error dynamics given by (35) as

$$\|\hat{x}(t, \psi)\|_2 \leq K\|\psi(0)\|_2 + K\alpha \left[\|A_1\|_2\sqrt{\lambda_{\min}(P)} + \|B_1\|_2\frac{\epsilon}{\sqrt{\lambda_{\min}(P)}}\right],$$  \hfill (42)

where $\psi \triangleq \sup_{-\tau \leq \theta \leq 0} \psi(\theta)$. Assuming that the initial condition of the system in (31) is equal to that of the ideal behavior of the system in (34) (i.e. $\psi = 0$), one can further simplify (42) as

$$\|\hat{x}(t, \psi)\|_2 \leq \epsilon \mu, \quad \mu \triangleq \frac{K\|B_1\|_2}{\alpha \sqrt{\lambda_{\min}(P)}}.$$  \hfill (43)

The upper bound on the error signal $\hat{x}(t, \psi)$ obtained in (43) implies that the user-defined performance parameter $\epsilon$ can be utilized to control the deviation of the system from the ideal behavior in (34).

### IV Illustrative Numerical Example

In this section, we demonstrate the efficacy of the presented architecture for an adaptive flight control application with a Neal-Smith pilot model. For this purpose, consider the linearized longitudinal flight dynamics of a generic hypersonic vehicle [3, 33] given by

$$\dot{x}_g(t) = A_g x_g(t) + B_g u_{g}(t), \quad x_g(0) = x_{g0},$$  \hfill (44)

where $x_g(t) = [v(t), \alpha(t), q(t), \theta(t)]^T \in \mathbb{R}^4$, with $v(t)$ being the velocity in feet per second, $\alpha(t)$ being the angle of attack in radians, $q(t)$ being the pitch rate in radians per second, and $\theta(t)$ being the pitch angle in radians. In addition, $u_g = [u_{th}(t), u_e(t)]^T$, where $u_{th}(t)$ denotes the throttle equivalence ratio, and $u_e(t)$ denotes the elevator deflection angle in degrees. The system matrices in (44) for steady level flight condition of Mach 6 and an altitude of 80,000 feet are given by

$$A_g = \begin{bmatrix} -0.0037 & -0.7169 & 0 & -31.818 \\ 0 & -0.2398 & 1 & 0 \\ 0 & 4.5689 & -0.1189 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix}, \quad B_g = \begin{bmatrix} 27.262 & 0.06525 \\ 0 & -0.0001 \\ 0 & -0.18561 \\ 0 & 0 \end{bmatrix}.$$  \hfill (45)

One can simplify this dynamics [3] and obtain the decoupled velocity dynamics given by

$$\dot{v}(t) = a_v v(t) + b_v u_{th},$$  \hfill (46)

with $a_v = -0.0037$ and $b_v = 27.262$, and the decoupled longitudinal dynamics given by

$$\dot{x}^*(t) = \begin{bmatrix} A_p & 0_{2 \times 2} \\ G_p & F_p \end{bmatrix} x^*(t) + \begin{bmatrix} B_p \\ 0_{2 \times 1} \end{bmatrix} \left(\Lambda u_{e}(t) + \delta_p(x_p(t))\right),$$  \hfill (47)

where $x^*(t) = [x_p^T(t), \phi_p^T(t)]^T \in \mathbb{R}^3$ with $x_p(t) = [\alpha(t), q(t)]^T \in \mathbb{R}^2$, $\phi_p(t) = \theta(t) \in \mathbb{R}$, and...
In (47), $\delta_p(x_p(t))$ represents an uncertainty of the form given in (4) with
\begin{equation}
W_p(t) = [20 \sin(0.05t), -5, 20]^T, \quad \sigma_p(x_p(t)) = [\alpha(t), q(t), \alpha(t)q(t)]^T,
\end{equation}
and $\Lambda = 0.25$ represents the uncertain control effectiveness.

Based on the model simplifications mentioned above, the control loop for the velocity dynamics can be designed independent from the longitudinal dynamics. For this purpose, we consider the velocity dynamics in (46) and we let $x_{vc}(t) \in \mathbb{R}$ to be a velocity integrator state satisfying
\begin{equation}
\dot{x}_{cv}(t) = v(t) - c_v(t), \quad x_{vc}(0) = 0,
\end{equation}
such that the velocity can track the desired command $c_v(t)$. Considering this integral state, one can now define the augmented state vector as $x_v(t) = [v(t), x_{cv}(t)]^T$, and write
\begin{equation}
\dot{x}_v(t) = \begin{bmatrix} a_v & 0 \\ 1 & 0 \end{bmatrix} x_v(t) + \begin{bmatrix} b_v & 0 \\ 0 & 1 \end{bmatrix} u_{th}(t) + \begin{bmatrix} 0 \\ -1 \end{bmatrix} c_v(t), \quad x_v(0) = 0.
\end{equation}
Linear quadratic regulator theory is used to design the nominal controller gain matrix for the velocity dynamics with the weighting matrices as $Q_v = \text{diag}(10, 1)$ to penalize $x_v(t)$ and $R_v = 10$ to penalize $u_{th}(t)$ resulting in $u_{th}(t) = -K_v x_v(t)$ with
\begin{equation}
K_v = \begin{bmatrix} 1.0114 & 0.3162 \end{bmatrix}.
\end{equation}

In what follows, we design the controller for $u_e(t)$ and provide the necessary details. Specifically, the control objective considered in this simulation is for the generic hypersonic vehicle to track the pitch angle $\theta_{cmd}(t)$ as commanded by the human. That is, the human is generating a pitch angle command (i.e., $c_0(t) = \theta_{cmd}(t)$), where the outer loop utilizes this command to generate the pitch rate command (i.e., $c(t) = q_{cmd}(t)$). Then, using this pitch rate command, the inner loop generates the elevator command signal so that the system can track the desired pitch angle.

### A Inner Loop Control Design

For command following at the inner loop using the pitch rate command $q_{cmd}(t)$ generated by the outer loop, we consider the dynamic compensator in (5) and (6) with $A_c = 0, B_c = 1, C_c = 1, D_c = 0$, and $C_p = [0 \ 1]$. We next use linear quadratic regulator theory to design the nominal controller gain matrix with the weighting matrices as $Q_i = \text{diag}(5, 5, 10)$ to penalize $x(t)$ and $R_i = 0.01$ to penalize $u_e(t)$ resulting in $K_p = [-36.3125, -34.4585]$, and $K_c = -31.6228$ in (8). For the set-theoretic model reference adaptive control architecture at the inner loop, we use the generalized restricted potential function given by $\phi(||e(t)||_P) = ||e(t)||_P^2/(\epsilon - ||e(t)||_P), e(t) \in \mathcal{D}_c$, having the partial derivative $\phi_d(||e(t)||_P) = (\epsilon - \frac{1}{2}||e(t)||_P)/\epsilon - ||e(t)||_P^2$, $e(t) \in \mathcal{D}_c$, that satisfies all of the conditions given in Definition 2 [9]. Furthermore, we choose $\gamma = 1$, set the projection norm bound imposed on each element of the parameter estimate to $\hat{W}_{max} = 80$, use $R = I$ to calculate $P$ from (15) for the resulting $A_r$ matrix, and set $\epsilon = 0.1$ such that the set-theoretic model reference adaptive control guarantees $||e(t)||_P < 0.1$. 

\[ A_p = \begin{bmatrix} -0.2398 & 1 \\ 4.5689 & -0.1189 \end{bmatrix}, \quad B_p = \begin{bmatrix} -0.0001 \\ -0.18561 \end{bmatrix}, \quad G_p = \begin{bmatrix} 0 & 1 \end{bmatrix}, \quad F_p = 0. \]
B Outer Loop Control Design

The outer loop utilizes the pitch command \( \theta_{\text{cmd}}(t) \) from the human loop to generate the pitch rate command \( q_{\text{cmd}}(t) \) that is fed to the inner loop. For this purpose, we consider the feedback controller from \( \theta_{\text{cmd}}(t) \) to \( q_{\text{cmd}}(t) \) given by [3]

\[
G_{\theta q} = k_{\theta q} \frac{s + z_{\theta q}}{s + p_{\theta q}}.
\]  

(53)

For this numerical example, we set \( k_{\theta q} = 5 \), \( z_{\theta q} = 1 \), and \( p_{\theta q} = 4 \).

C Human Loop Transfer Function

To generate the pitch command \( \theta_{\text{cmd}}(t) \) at the human loop, we assume that the considered generic hypersonic vehicle is operated by a pilot whose Neal-Smith model is given by [18]

\[
G_{h\theta} = k_p \frac{T_p s + 1}{T_z s + 1} e^{-\tau s},
\]  

(54)

where \( k_p \) is the positive scalar pilot gain, \( T_p \) and \( T_z \) are positive scalar time constants, and \( \tau \) is the pilot reaction time-delay. For the sake of this numerical example we set \( k_p = 0.5 \), \( T_p = 1 \), \( T_z = 5 \) and \( \tau = 0.5 \).

D Simulation Results

We first construct the matrices \( A_0 \) and \( A_1 \) in Comment 3 to assess asymptotic stability with respect to delay \( \tau \). To start with, it is easy to show that the delay-free system (\( \tau = 0 \)) is asymptotically stable since \( A_0 + A_1 \) is a Hurwitz matrix. Next, we investigate following from [30] whether or not a characteristic root \( s = \mp j\omega \) can touch the imaginary axis for some delay \( \tau > 0 \). Suppressing the details, we find out that there exists no \( \tau > 0 \) that can cause a root on the imaginary axis. This implies that system stability will never be lost. That is, we have delay-independent stability. Consequently, the theoretical results for obtaining the upper bound on the error signal \( \tilde{x}(t, \psi) \) in Section III can be validated in simulations for any delay.

Figures 2 and 3 show the pitch command following performance with the nominal controller in the absence of any system uncertainties, where it is clear from Figures 4 and 5 that once the uncertainties are introduced to the system, the nominal controller is not able to achieve the desired performance and the system becomes unstable. Next, we show the command following performance with the standard adaptive control architecture at the inner loop. As mentioned earlier, without the knowledge of the upper bound on the system uncertainties, an appropriate adaptation gain cannot be set a priori. Therefore, as one can see from Figures 6 to 8, while the standard model reference adaptive control architecture can stabilize the system, the desired level of system performance (i.e., \( ||e(t)||_P < 0.1 \)) cannot be guaranteed. Specifically, since a low adaptation gain \( \gamma = 1 \) is utilized, the standard model reference adaptive controller exhibits poor transient performance as the angle of attack \( \alpha(t) \) reaches to over 20 degrees, pitch angle \( \theta(t) \) reaches to over 30 degrees, and the pitch rate \( q(t) \) reaches to over 40 degrees per second during the transient time. Furthermore, Figures 9 to 11 illustrate the effect of having different human reaction time-delays on the command following performance using this architecture. Once again, we note that, although increasing the adaptation gain can improve the transient performance in this setting, one cannot set a suitable adaptation gain at the pre-design stage without a complete knowledge of the upper bound on the system uncertainties. Alternatively, if a very large adaptation gain is used at all times, the adaptive control system can excite the high-frequency content of the system.
Figure 2. Command following performance with the nominal controller in the absence of the system uncertainty.

Figure 3. Velocity, altitude, and the control signals with the nominal controller in the absence of the system uncertainty.
Figure 4. Command following performance with the nominal controller in the presence of the system uncertainty.

Figure 5. Velocity, altitude, and the control signals with the nominal controller in the presence of the system uncertainty.
Figure 6. Command following performance with the standard model reference adaptive controller at the inner loop.

Figure 7. Velocity, altitude, and the control signals with the standard model reference adaptive controller at the inner loop.
Figure 8. Norm of the system error trajectories with the standard model reference adaptive controller at the inner loop.

Figure 9. The effect of increase in the human reaction time-delay $\tau$ from 0 to 5 (blue to red) on the command following performance with the standard model reference adaptive controller at the inner loop.
Figure 10. The effect of increase in the human reaction time-delay $\tau$ from 0 to 5 (blue to red) on velocity, altitude, and the control signals with the standard model reference adaptive controller at the inner loop.

Figure 11. The effect of increase in the human reaction time-delay $\tau$ from 0 to 5 (blue to red) on the norm of the system error trajectories with the standard model reference adaptive controller at the inner loop.
Next, we utilize the set-theoretic model reference adaptive control at the inner loop to enforce the desired system performance $||e(t)||_p < 0.1$. Figures 12 to 14 present the command following performance with this controller. It can be seen from these figures that the transient performance is greatly improved compared to Figures 6 to 8. In particular, the set-theoretic model reference architecture at the inner loop is now enabling the overall control system to achieve the desired level of system performance (i.e., $||e(t)||_p < 0.1$) through increasing the effective adaptation gain based on the norm of system error. Finally, Figures 15 to 17 present the effect of having different human reaction time-delays on the command following performance using the set-theoretic model reference adaptive control at the inner loop. It is evident from these figures that the proposed control architecture can guarantee a desired level of system performance even in the presence of large human reaction time-delays.

V Conclusion

We studied human-in-the-loop physical systems with uncertainties due to failures and/or modeling inaccuracies, a set-theoretic model reference adaptive control law at the inner loop that augments a general nominal dynamic compensator structure, and a dynamic outer loop compensator to capture either sequential loop closure methods and/or high-level guidance algorithms. Specifically, to complement and extend our recent studies, we first provided a sufficient stability condition for the overall physical system; that is, asymptotic stability of the system given by (38) with $A_0$ and $A_1$ in (32). We then showed how to constrain the system error trajectories in order to minimally affect the performance of the overall human-in-the-loop physical system; that is, the upper bound given by (43) with $\epsilon$ denoting a user-defined constraint. Finally, we demonstrated the efficacy of our theoretical results through an illustrative numerical example.

![Figure 12. Command following performance with the proposed set-theoretic model reference adaptive controller at the inner loop.](image-url)
Figure 13. Velocity, altitude, and the control signals with the proposed set-theoretic model reference adaptive controller at the inner loop.

Figure 14. Norm of the system error trajectories and the evolution of the effective learning rate $\gamma\phi_d(\cdot)$ with the proposed set-theoretic model reference adaptive controller at the inner loop.
Figure 15. The effect of increase in the human reaction time-delay $\tau$ from 0 to 5 (blue to red) on the command following performance with the proposed set-theoretic model reference adaptive controller at the inner loop.

Figure 16. The effect of increase in the human reaction time-delay $\tau$ from 0 to 5 (blue to red) on velocity, altitude, and the control signals with the proposed set-theoretic model reference adaptive controller at the inner loop.
Figure 17. The effect of increase in the human reaction time-delay $\tau$ from 0 to 5 (blue to red) on the norm of the system error trajectories and the evolution of the effective learning rate $\gamma \phi_d(\cdot)$ with the proposed set-theoretic model reference adaptive controller at the inner loop.
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Appendices

A Notation

The notation used throughout this paper is consistent with our prior work [1]. Specifically, \( \mathbb{R} \) denotes the set of real numbers, \( \mathbb{C} \) denotes the set of complex numbers, \( \mathbb{R}^n \) denotes the set of \( n \times 1 \) real column vectors, \( \mathbb{R}^{n \times m} \) denotes the set of \( n \times m \) real matrices, \( \mathbb{R}_+ \) denotes the set of positive real numbers, \( \mathbb{R}_+^{n \times n} \) denotes
the set of $n \times n$ positive definite matrices, $\mathbb{D}^{n \times n}$ denotes the set of $n \times n$ real matrices with diagonal scalar entries, $\Omega_{n \times n}$ denotes the $n \times n$ zero matrix, and “$\triangleq$” denotes equality by definition. In addition, we write $(\cdot)^T$ for the transpose, $(\cdot)^{-1}$ for the inverse, $\text{tr}(\cdot)$ for the trace, $\| \cdot \|_2$ for the Euclidean norm, $\| \cdot \|_F$ for the Frobenius norm, and $\| A \|_2 \triangleq \sqrt{\lambda_{\text{max}}(A^T A)}$ for the induced 2-norm of the matrix $A \in \mathbb{R}^{n \times m}$.

**B Necessary Definitions**

The following definitions are used in the main results of this paper.

**Definition 1** [16,17] (Projection Operator). Let $\Omega = \{ \theta \in \mathbb{R}^n : (\theta_{i}^{\text{min}} \leq \theta_i \leq \theta_{i}^{\text{max}})_{i=1,2,\ldots,n} \}$ be a convex hypercube in $\mathbb{R}^n$, where $(\theta_{i}^{\text{min}}, \theta_{i}^{\text{max}})$ represent the minimum and maximum bounds for the $i$th component of the $n$-dimensional parameter vector $\theta$. In addition, for a sufficiently small positive constant $\nu$, a second hypercube is defined by $\Omega_\nu = \{ \theta \in \mathbb{R}^n : (\theta_{i}^{\text{min}} + \nu \leq \theta_i \leq \theta_{i}^{\text{max}} - \nu)_{i=1,2,\ldots,n} \}$, where $\Omega_\nu \subset \Omega$. The projection operator $\text{Proj} : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^n$ is then defined component-wise by $\text{Proj}(\theta, y) \triangleq (\frac{\theta_i - \theta_{i}^{\text{min}}}{\nu}) y_i$, if $\theta_i > \theta_{i}^{\text{max}} - \nu$ and $y_i > 0$, $\text{Proj}(\theta, y) \triangleq (\frac{\theta_{i}^{\text{min}}}{\nu}) y_i$, if $\theta_i < \theta_{i}^{\text{min}} + \nu$ and $y_i < 0$, and $\text{Proj}(\theta, y) \triangleq y_i$, otherwise, where $y \in \mathbb{R}^n$ [16]. Based on this definition and $\theta^* \in \Omega_\nu$, note that

$$(\theta - \theta^*)^T (\text{Proj}(\theta, y) - y) \leq 0,$$ (B.1)

holds for $\theta \in \Omega$ and $y \in \mathbb{R}^n$[16,17]. This definition can be further generalized to matrices as $\text{Proj}_m(\Theta, Y) = (\text{Proj} (\text{col}_i(\Theta), \text{col}_i(Y)), \ldots, \text{Proj}(\text{col}_m(\Theta), \text{col}_m(Y)))$, where $\Theta \in \mathbb{R}^{n \times m}$, $Y \in \mathbb{R}^{n \times m}$ and $\text{col}_i(\cdot)$ denotes $i$th column operator. In this case, for a given matrix $\Theta^*$ it follows from (B.1) that $\text{tr} [(\Theta - \Theta^*)^T (\text{Proj}_m(\Theta, Y) - Y)] = \sum_{i=1}^{m} (\text{col}_i(\Theta - \Theta^*)^T (\text{Proj}(\text{col}_i(\Theta), \text{col}_i(Y)) - \text{col}_i(Y))] \leq 0$.

**Definition 2** [9] (Generalized Restricted Potential Function). Let $\| z \|_H = \sqrt{z^T H z}$ be a weighted Euclidean norm, where $z \in \mathbb{R}^p$ is a real column vector and $H \in \mathbb{R}^{p \times p}_+$. We define $\phi(\| z \|_H), \phi : \mathbb{R} \rightarrow \mathbb{R}$, to be a generalized restricted potential function (generalized barrier Lyapunov function) on the set

$$D_\epsilon \triangleq \{ z : \| z \|_H \in [0, \epsilon) \},$$ (B.2)

with $\epsilon \in \mathbb{R}_+$ being a-priori, user-defined constant, if the following statements hold [9]: i) If $\| z \|_H = 0$, then $\phi(\| z \|_H) = 0$. ii) If $z \in D_\epsilon$ and $\| z \|_H \neq 0$, then $\phi(\| z \|_H) > 0$. iii) If $\| z \|_H \rightarrow \epsilon$, then $\phi(\| z \|_H) \rightarrow \infty$. iv) $\phi(\| z \|_H)$ is continuously differentiable on $D_\epsilon$. v) If $z \in D_\epsilon$, then $\phi_d(\| z \|_H) > 0$, where $\phi_d(\| z \|_H) \triangleq d\phi(\| z \|_H)/dz_\|z\|_H$. vi) If $z \in D_\epsilon$, then $2\phi_d(\| z \|_H) \| z \|_H^2 - \phi(\| z \|_H) > 0$. 
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