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Abstract

Information cascades have been studied in the literature where myopic selfish users sequentially appear and make a decision to buy a product based on their private observation about the value of the product and actions of their predecessors. Bikhchandani et. al (1992) and Banerjee (1992) introduced such a model and showed that after a finite time almost surely, users discard their private information and herd on an action asymptotically. In this paper, we study a generalization of that model where we assume users are connected through a random tree, which locally acts as an approximation for Erdős-Rényi random graph when the degree distribution of each vertex of the tree is Binomial and as the number of nodes grow large. We show that informational cascades on such tree-structured networks may be analyzed by studying the extinction probability of a certain branching process. We use the theory of Galton-Watson branching process and calculate the probability of the tree network falling into a cascade. More specifically, we find conditions when this probability is strictly smaller than 1, that are in terms of the degree distributions of the vertices in the tree.

INTRODUCTION

People’s decisions in the real world are influenced not only by their own opinions or predilections, but also by the decisions and opinions of their peers. For example, decisions such as buying a product, voting for a candidate, or choosing a restaurant among many others, are clearly a combined product of people’s individual preferences and that of their peers. It is commonly observed that people tend to “herd”; i.e., follow the majority opinion. For instance, if there is a product on an online retail website with many positive reviews, it is highly probable that it will be chosen by a new buyer. Similarly, it is more likely that a person will choose to go to a restaurant that is recommended by many of their friends. With the ever increasing presence of internet platforms and social media apps, and the very real consequences of people making decisions based on dubious information that spreads via such apps, it is even more important to understand how people’s actions are influenced by their peers and these actions further affect the spread of information in the network.

In the seminal papers [1], [2], the authors considered a simple model for decision making which demonstrated a herding behavior among users: users flocked to the same action regardless of their private opinions, and furthermore, with a non-zero probability this action may be wrong despite all the users being perfectly rational. The model considered a binary state of the world which represents value of a product, and infinite sequence of users that appear in some fixed order. Each user (or agent) makes an independent noisy observation of the state of the world.
In addition to this observation, agents have access to the entire history of decisions by past agents. The current agent then makes a binary decision to either buy or not buy the product based on their private observation and the historical information about past actions. An agent’s decision, once made, is fixed and does not change with time. In this a model, the authors of [1], [2] showed that a surprising phenomenon of herding (or cascading) occurs: with probability one, there is a finite time such that all agents that appear after this time choose to ignore their private observations and simply copy the action of the previous agent. This model was later generalized in [3], [4], and similar cascading phenomena were shown to exist in these general models as well.

Agents herding to the wrong action may be highly undesirable for a society, and there has been a considerable amount in work in developing strategies that avoid herding. Authors in [5] considered this question for the model in [1], [2]. They proposed a stochastic strategy such that each user independently and randomly discards the information of actions of previous players, and plays an action solely based on their private information. It was shown that this strategy avoids cascades and that an asymptotic rate for the probability of learning by the users as a team may be calculated. Authors in [6] study an ergodic version of this model where users also have the ability to post a review about the product at some cost. They design incentives to be given by social planner that aims to align the goals of strategic players with the team objective, and incentivizes users to reveal their private information through the reviews. Authors in [7] study learning dynamics under two classes of rating systems: full history, where customers see the full history of reviews, and summary statistics, where the platform reports some summary statistics of past reviews. They provide conditions for asymptotic learning under both cases. Harel et al. in [8] study the speed of learning with myopically selfish agents acting repeatedly and show that only a fraction of players private information is transmitted through their actions, where this fraction goes to zero as the number of players go to infinity, demonstrating groupthink behavior. Authors in [9] consider a dynamic model where users with independent Markovian types make noisy observations of their types privately and publicly observe actions of everybody else. The users are not myopic anymore, and participate throughout the game through an endogenous or exogenous process. Based on a sequential decomposition methodology to compute perfect Bayesian equilibria, they characterize set of informational cascades for their dynamic model.

In this paper, we study the problem of social learning and specifically herding behavior when the social network corresponding to the agents is a tree. Herding or cascading on such a graph may be interpreted as spreading of a rumor, or infection on the graph. Infection spread processes have been studied extensively in network science [10], [11], with problems of interest being maximizing (or minimizing) the spread of an infection [12], or identifying (or hiding) sources of infections [13], [14], [15]. In our model, we consider a random rooted tree where each node corresponds to an agent. We call the root of this tree the source (or the ancestor). Agents make private observations of the state of the world and these observations are independent and identically distributed conditioned on the state of the world. Furthermore, an agent can observe the (possibly noisy) history of actions of all its ancestors; i.e., of all the agents that lie on the path joining the source node to the agent’s node. Based on the agent’s private observation and observation past actions, the agent performs an action, such as to buy or not buy a product. As in the
previously described models, herding occurs if an agent performs the same action as their parent node, without considering their private observation. We show that probability of users herding reduces to studying extinction probability in a branching process, which we characterize using Galton-Watson branching process theory. In the setting we consider, users may not herd to the same action: different branches of the tree may herd to different actions. In the infection spread interpretation, this analysis yields which of two competing infections (or products) becomes eventually dominant. It is known that random trees are good local approximation for random graphs, for instance a graph locally behaves like a random tree whose degree distribution is Binomial($n, \frac{p}{n}$) if the probability of connection in an Erdős Rényi graph\(^1\) is $p$ [16].

Our model can be considered a subset of the random observation model considered in [4]. Authors in [4] consider a sequential model where every user observes a random subset of the actions of the previous users. They provide sufficient conditions of expansive observations for probability of asymptotic learning (where users correctly learn the state of the system) to be 1. In our model, we first consider a general observation model which we later specialize to a binary symmetric channel and provide conditions when users fall into a cascade (which may not correspond to the right action) is 1 and when it is strictly smaller than 1.

In Section II, we define equilibrium strategies of the players and other preliminary notation used later in the paper. In Section I, we use the theory of Multi-type Galton-Watson process to study this general model. In Section III, we specialize our results to a binary symmetric channel with erroneous actions where players observe actions of their ancestors through a binary symmetric channel. We conclude in Section IV. All proofs are presented in Appendices.

**Notation and model definition:** A Galton-Watson tree is defined as a branching process which starts with one node and each node of the tree gives birth to $D$ children, where $D$ is a random with known probability generating function (PGF) $\phi_D$. Let there be a product whose value is $V \in \{0, 1\}$ which is random such that $P(V = 0) = P(V = 1) = 1/2$. There exists infinite selfish players who appear sequentially in a predefined order such that each player acts on one of the node of a tree with a random degree whose probability generating function (PGF) is given by $\phi_D$, where $P(D = 0) = 0$.\(^2\) We denote $k^{th}$ player at stage $t$ of the tree by $p^k_t$. Player $p^k_t$

\(^1\)Erdős Rényi random graph with parameter $p$ is defined as an undirected random graph where each pair of vertices is connected independently with probability $p$

\(^2\)This assumption excludes the possibility the tree goes extinct due to lack of child and thus implies that probability of extinction is the same as probability of a cascade (as justified later).
privately receives an observation $x_t^k \in \mathcal{X}$ about the value of the product through a general channel $Q(x_t^k|V=v)$.

Equivalently we can assume that players observe $q_t^k := P(V = 1|x_t^k)$ such that $q_t^k$ is distributed as $F^v$, $v \in \{0, 1\}$, where $\text{supp}(F^v) = [b, \bar{b}] \subseteq [0, 1]$, and $0 \leq b < 1/2 < \bar{b} \leq 1$. We also assume that $F^0, F^1$ are not identical and are absolutely continuous with respect to each other so that no signal is fully revealing. Each player appears exactly once in the game and shares its actions with all its descendants on the tree. Thus each player observes actions of its ancestors, denoted by $a^{P(V^t)}$, and its own private observation, $x_t^k$. Based on this information, it makes a decision $a_t^k \in \{0, 1\}$ to either buy the product ($a_t^k = 1$) or not buy the product ($a_t^k = 0$) and then it leaves the system, implying that it is myopic in nature. It gets a reward $R_t^k(a_t^k, v) = \begin{cases} 1 & \text{if } a_t^k = 1, v = 1, \\ -1 & \text{if } a_t^k = 1, v = 0, \\ 0 & \text{if } a_t^k = 0 \end{cases}$.

I. Preliminaries: Multi-type Galton-Watson Process

In this section, we will review the theory of Multi-type Galton Watson population process [17] which will be used in Section II to study the probability of falling into cascades. A Galton-Watson tree is defined as a branching process which starts with one node and each node of the tree gives birth to $D$ children, where $D$ is random with known probability generating function (PGF) $\phi_D$. Galton and Watson in [18] used this branching process to study extinction rate of family names. Since then it has been used to study nuclear reactions, population growth, and cosmic rays [19]. In a single type Galton-Watson process, all nodes are of the same type. It is known that the tree goes extinct almost surely if $E[D] < 1$ and it goes extinct with a probability strictly less than 1 if $E[D] > 1$, where this probability is given by the smallest solution of the fixed-point equation $y = \phi_D(y)$. A multi-type Galton-Watson process is defined as branching process where each node of the tree could be of multiple type (finite, countable or uncountable) and gives birth to children of any of the types with certain probability.

Moyal in [17] studied this process for arbitrary type in $[0,1]$. Suppose every node has a type $x \in [0,1]$ and it gives birth to $n$ children of types $(y_1, \ldots, y_n)$ with probability $P_1^{(n)}(dy^n|x)$. Here the subscript $(1)$ defines the depth of the tree and superscript $(n)$ defines the number of children. Then the probability generating functional $G_1$ of this process at depth 1 with 1 ancestors be defined as follows, where $\xi : [0,1] \rightarrow [0,1]$ and $G_1 : ([0,1] \times [0,1]) \times [0,1] \rightarrow [0,1]$,

$$G_1(\xi|x) := \sum_{n=0}^\infty \int_{X^n} \xi(y_1) \cdots \xi(y_n) P_1^{(n)}(dy^n|x)$$

(1)

and the probability generating functional of this process at depth $k$ with $r$ ancestors, where $x^r = (x_1, x_2, \ldots, x_r)$, is defined as

$$G_k(\xi|x^r) := \sum_{n=0}^\infty \int_{X^n} \xi(y_1) \cdots \xi(y_n) P_k^{(n)}(dy^n|x^r)$$

(2)

$^3$We assume that the $Q$ kernels have monotonicity property, as in [2], which implies $\frac{Q(X_t^k=x|V=1)}{Q(X_t^k=x|V=0)}$ is increasing in $x$. 


Then it is shown in [17] that for every stage, the probability generating functional is multiplicative in the number of ancestors, i.e.

\[ G_1(\xi|x^r) = \prod_{i=1}^{r} G_1(\xi|x_i) \]  

(3)

and for each ancestor, it is compositional in the depth of the tree,

\[ G_k(\xi|x) = G_j \{ G_{k-j}[\xi|\cdot]|x \} \]  

(4)

Moreover, the asymptotic extinction probability, \( q(x) \), is given by the minimal non-negative solution of the functional equation

\[ \xi(x) = G_1(\xi|x) \]  

(5)

II. Analysis: Informational Cascades as Extinction Probability

In this section, we show that the problem of occurrence of informational cascades on random trees is equivalent to extinction probability of an appropriately defined random graph. Then using the results from Multi-type Galton-Watson process, we find conditions when the random graph falls into an informational cascade.

In our model description, we defined two equivalent observation models, one through observation kernel \( Q(x_k^t|V=v) \) and other through the CDF \( F^v \) of \( q_k^t \) where \( q_k^t \in [0,1], q_k^t := P(V = 1|x_k^t) \). In the following lemma, we first show how CDF of observations \( x_k^t \) are related to \( F^v \).

Lemma 1:

\[ F^v(q) = F_X^v \left( \frac{Q(\cdot|V = 1)}{Q(\cdot|V = 0)} \right)^{-1} \left( \frac{q}{1-q} \right) \]  

(6)

Proof: Please see Appendix A.

A. Perfect Bayesian equilibrium

In our model, user \( p_k^t \) observes actions of its ancestors \( a^{P(x_k^t)} \), and its own private observation, \( x_k^t \) and therefore takes decision \( a_k^t \) through a policy \( g_k^t \) of the form \( a_k^t = g_k^t(a^{P(x_k^t)}, x_k^t) \). Its objective is to maximize its expected reward \( E^{g_k^t}\{ R_k^t \} \). Since users are (myopically) strategic and there is asymmetry of information, this results in a dynamic game of asymmetric information. An appropriate notion of equilibrium for such games is perfect Bayesian equilibrium [20], which consists of an equilibrium belief profile and an equilibrium strategy profile. In general, such equilibria are difficult to compute because of interdependence of equilibrium strategies and equilibrium beliefs, which can not be sequentially decomposed, rendering such problems difficult. However, for this game (and other such games in the literature where users are myopic), computing such equilibria is easier as equilibrium strategies
and beliefs can be easily decoupled shown as follows. User $p^k$'s objective to maximize $\mathbb{E}^{g_t^k}\{R_t^k\}$ over strategies $g_t^k$ is equivalent to maximizing $\mathbb{E}\{R_t^{k}\mid a^{P(v_t^k)}, x_t^k, a_t^k\}$ over actions $a_t^k$ for every history $(a^{P(v_t^k)}, x_t^k)$. Thus

$$
\mathbb{E}\{R_t^{k}\mid a^{P(v_t^k)}, x_t^k, a_t^k\} = \begin{cases} 
1.P(V = 1|a^{P(v_t^k)}, x_t^k) - 1.P(V = 0|a^{P(v_t^k)}, x_t^k) & \text{if } a_t^k = 1 \\
0 & \text{if } a_t^k = 0 
\end{cases}
$$

Thus user $p^k$ takes action $a_t^k = 1$ if $P(V = 1|a^{P(v_t^k)}, x_t^k) \geq 1/2$. We define public belief $\pi_t^k \in [0,1]$ as $\pi_t^k := P(V = 1|a^{P(v_t^k)})$. Similar to [4, Theorem 1], it can be shown that the decision rule $P(V = 1|a^{P(v_t^k)}, x_t^k) \geq 1/2$ is equivalent to $P(V = 1|a^{P(v_t^k)}) + P(V = 1|x_t^k) \geq 1$ i.e. $\pi_t^k + q_t^k \geq 1$. We provide a proof for convenience in Appendix C.

**Decision Strategy:** We assume that player $p^k$ takes action according to the following decision rule $g$, where in the case when $P(V = 1|a^{P(v_t^k)}, x_t^k) = 1/2$, it chooses an action based only on its private information.

$$a_t^k = \begin{cases} 
1 \text{ if } q_t^k > 1 - \pi_t^k \text{ or } q_t^k = 1 - \pi_t^k \text{ and } q_t^k \geq 1/2 \\
0 \text{ if } q_t^k < 1 - \pi_t^k \text{ or } q_t^k = 1 - \pi_t^k \text{ and } q_t^k < 1/2. 
\end{cases}
$$

In the following lemma, we find the update of the belief $\pi_t^k$ under above strategy.

**Lemma 2:** Under the equilibrium policy $g$ defined above and for $a \in \{0,1\}$, there exist functions $\psi_a : [0,1] \rightarrow [0,1]$ such that for any action $a_t^k$ at time $t$, the common belief $\pi_t^k$ is updated as

$$\pi_{t+1}^k = \psi_{a_t^k}(\pi_t^k)$$

**Proof:** Please see Appendix B

We note that for $(1 - \pi_t^k)$ is outside the support of $F^v$, i.e. for $(1 - \pi_t^k) \notin [\bar{b}, \bar{b}]$, $\pi_{t+1}^k = \psi_{a_t^k}(\pi_t^k) = \pi_t^k$, and $\psi_{a_t^k}(0) = 0, \psi_{a_t^k}(1) = 1$.

Thus, in this process, the probability of actions of the users is determined using the equilibrium strategies as follows. For $v \in \{0,1\}$, probability that a user takes action 1 when the value of the product is $v$ is given by

$$P^g(a_t^k = 0|V = v, a^{P(v_t^k)})$$

$$= P(q_t^k < 1 - \pi_t^k|V = v) + P(q_t^k = 1 - \pi_t^k, q_t^k \leq 0.5|V = v)$$

$$= P(q_t^k < 1 - \pi_t^k|V = v) + P(q_t^k = 1 - \pi_t^k, \pi_t^k \geq 0.5|V = v)$$

$$= \begin{cases} 
F^v(1 - \pi_t^k) & \text{if } \pi_t^k \geq 0.5 \\
F^v(1 - \pi_t^k) & \text{if } \pi_t^k < 0.5.
\end{cases}$$
And $P^g(a_t^k = 1|V = v, a^{P(p_t)}) = 1 - P^g(a_t^k = 0|V = v, a^{P(p_t)})$.

**B. Information cascades as extinction probability in a branching process**

Based on the common belief, we define a branching process as follows. We call $\pi_{t+1}^k$ as type of player $p_t^k$. A player of type $m$, where $1 - m \in [h, \bar{b}]$, has $\eta_m^0$ children of type $\psi_0(m)$ and $\eta_m^1$ children of type $\psi_1(m)$, where $\eta_m^0, \eta_m^1$ are distributed as follows.\(^4\) Conditioned on $V = 1$ and $D = d$,

$$P(\eta_m^0 = i, \eta_m^1 = d - i|V = 1, D = d) = \binom{d}{i} (F^1(1 - x))^i (1 - F^1(1 - x))^{d-i}$$

We define types $1 - m \notin [h, \bar{b}]$ as “extinct” from the point of view of the branching process.

**Lemma 3:** Informational cascades are equivalent to extinction probability in the branching process defined above.

**Proof:** Since player of any other type $m$ such that $1 - m \notin [h, \bar{b}]$ is in cascade, it will only have one type of children with the same type. This is because $\psi_0(m) = \psi_1(m) = m$ for $1 - m \notin [h, \bar{b}]$ as noted earlier. Thus types in $1 - m \notin [h, \bar{b}]$ are absorbing types, whereas for $1 - m \in [h, \bar{b}]$, $\psi_0(m) < m < \psi_1(m)$. This implies the statement of the lemma.

Thus using multi-type Galton-Watson branching process theory, the probability of falling into a cascade, $q(x)$, is given by the minimal non-negative solution of the functional equation

$$\xi(x) = G_1(\xi|x)$$

where

$$G_1(\xi|x) = \sum_{n=0}^{\infty} \int \xi(y_1) \ldots \xi(y_n) P_1^{(n)}(dy^n|x)$$

$$= \sum_{d=0}^{\infty} P(D = d) \sum_{i=0}^{d} \binom{d}{i} (F^1(1 - x))^i (1 - F^1(1 - x))^{d-i}$$

$$\xi(\psi_0(x))^i \xi(\psi_1(x))^{d-i}$$

$$= \sum_{d=0}^{\infty} P(D = d)(F^1(1 - x)\xi(\psi_0(x)) + (1 - F^1(1 - x))\xi(\psi_1(x)))^d$$

$$= \phi_D(F^1(1 - x)\xi(\psi_0(x)) + (1 - F^1(1 - x))\xi(\psi_1(x)))$$

Since $G_1(\cdot)$ is a probability generating functional, $\xi(x) = 1$ is always a solution of this fixed-point equation.

Since we assume that the initial state $V$ is equally likely, we are interested in the quantity $q(1/2)$.

\(^4\)Note that in the case of more than 2 actions, there will be corresponding number of children.
C. Finite types

Definition 1: Let \( \mathcal{Q} \) be the class of observation channels such that for every given \( Q \in \mathcal{Q} \) with support \([b, \bar{b}]\), there exists a finite set \( Z_f(\mathcal{Q}) \subset (b, \bar{b}) \) such that \( 0.5 \in Z_f(\mathcal{Q}) \) and \( \forall a \in \{0, 1\} \) and \( \forall x \in Z_f(\mathcal{Q}), \psi_a(x) \in Z_f(\mathcal{Q}) \).

We conjecture that such channels can be characterized as \( \psi_k(x) = \psi_0^{-1}(x) \) for some \( k \) such that \( \psi_k(0.5) < \bar{b} \), or \( \psi_0(x) = \psi_k^{-1}(x) \) for some \( k \) such that \( \psi_0(0.5) > b \). Note that one example of such a channel is the case of the binary symmetric channel (BSC), as described below. In general, it appears hard to construct a channel with finite types. Note however that the general theory from subsection B always holds, except that the probability of extinction is hard to compute when the channel is not finite type.

Analyzing the BSC: Consider the binary symmetric channel with cross over probability \( \bar{p} \in [0.5, 1] \). It is easy to show that this channel belongs to the set \( \mathcal{Q} \) with \( Z_f(\mathcal{Q}) = \{ \frac{\bar{p}^2}{p^2 + \bar{p}^2}, \bar{p}, 0.5, p, \frac{p^2}{p^2 + \bar{p}^2} \} \). Let \( r_i, i \in \{1, \ldots, 5\} \) be the elements of \( Z_f(\mathcal{Q}) \). If the observation model is a binary symmetric channel with crossover probability \( \bar{p} < 1/2 \), then

\[
F^0(x) = \begin{cases} 
0 & \text{if } x < \bar{p} \\
p & \text{if } \bar{p} \leq x < p \\
1 & \text{if } p \leq x 
\end{cases}
\]

\[F^1(x) = \begin{cases} 
0 & \text{if } x < \bar{p} \\
p & \text{if } \bar{p} \leq x < p \\
1 & \text{if } p \leq x
\end{cases}
\] (20)

(Note that \( F^1 \) stochastically dominates \( F^0 \) as expected). Then

\[
\psi_0(x) = \begin{cases} 
x & 0 \leq x < \bar{p} \\
\frac{xp}{xp + \bar{p}} & \bar{p} \leq x < p \\
x & p \leq x \leq 1
\end{cases}
\]

\[
\psi_1(x) = \begin{cases} 
x & 0 \leq x < \bar{p} \\
\frac{xp}{xp + \bar{p}} & \bar{p} \leq x < p \\
x & p \leq x \leq 1
\end{cases}
\] (21)

and

\[G_1(r_i) = \phi_D(\bar{p}\psi_0(r_i) + p\psi_1(r_i)) \]

\[= \begin{cases} 
\phi_D(r_i) & 0 \leq r_i \leq \bar{p}, \ p \leq r_i \leq 1 \\
\phi_D(\bar{p}\frac{r_i}{r_i + \bar{p}} + p\frac{r_i}{r_i + \bar{p}}) & \bar{p} \leq r_i \leq p.
\end{cases}
\] (22)

(23)

III. BSC WITH ERRONEOUS ACTIONS

In this section, we consider the observation model of [21] where users read actions of their ancestors erroneously through a binary symmetric channel with error probability \( \epsilon \in [0, 0.5] \). Specifically, each user observes \( a_i^k \) instead of \( a_i \) where \( P(O_i^k \neq A_i^k) = \epsilon \). It is shown in [21] that \( z_n := (#1's - #0's) \) in \( o_{1:n} \) is a sufficient statistics for the history \( o_{1:n} \). Let \( a = \epsilon(1-p) + (1-\epsilon)p, \alpha = \frac{1-p}{p} \), and \( \pi_t \) is a finite birth-death Markov chain with transition probabilities as \( P(\pi_{t+1} = s+1 | \pi_t = s) = a \) and \( P(\pi_{t+1} = s-1 | \pi_t = s) = 1-a \). It is also shown that a positive cascade occurs when \( z_n \) becomes greater than or equal to \( k := \lfloor \log_{\frac{1-a}{a}} \alpha \rfloor + 1 \) and a negative cascade occurs when \( z_n \) becomes smaller than or equal to \(-k \), and thus \( \pm k \) are absorbing states of the chain. We study this model using
Multi-type Galton-Watson process theory as follows. From (19), $G_1(s|i), i \in \{-k, \ldots, k\}$ be defined as follows.

\begin{align*}
G_1(s| -k) &= \phi_D(s_{-k}) \\
G_1(s|k) &= \phi_D(s_k)
\end{align*}

(24)  

(25)

and for $i \in \{-k + 1, \ldots, k - 1\}$,

\begin{align*}
G_1(s|i) &= \mathbb{E}\{s_{i-1}^d s_{i+1}^1\} \\
&= \sum_{d=0}^{\infty} P(D = d) \sum_{k=1}^{d} \binom{d}{k} a^k \bar{a}^{d-k} s_{i-1}^k s_{i+1}^{d-k} \\
&= \sum_{d=0}^{\infty} P(D = d)(as_{i-1} + \bar{a}s_{i+1})^d \\
&= \phi_D(as_{i-1} + \bar{a}s_{i+1})
\end{align*}

(26)  

(27)  

(28)  

(29)

Let $q := [-q_k, \ldots, q_k]$ where $q_i$ represent the probabilities of falling into a cascade starting from type $i$. Using (15) the minimal solution of the following fixed-point represents this probability,

\begin{equation}
q_i = G_1(q|i) \quad \forall i
\end{equation}

(30)

i.e. for $i = \{-k + 1, \ldots, k - 1\}$,

\begin{equation}
q_i = \phi_D(aq_{i-1} + \bar{a}q_{i+1})
\end{equation}

(31)

and $q_{-k} = q_k = 1$.

Figures 2, and 3 shows the probability of cascades w.r.t. $\epsilon$ and $p$ when the tree is a $d$–regular graph for degrees 1 and 2 respectively. Figures 4 and 5 show the same probability tree has degree distribution as Poisson with parameters 0.2 and 2 respectively.
Fig. 3: Probability of tree falling into cascade for d-regular tree with d=2 where \(0 \leq p \leq 1\) and \(0 \leq \epsilon \leq 1\). The step size for discretization of \(p\) and \(\epsilon\) is 0.01. Notice for smaller values of the channel and observation noise, the tree cascades with a higher probability.

Fig. 4: Probability of tree falling into cascade for tree with degree distribution Poisson (0.2)

A. Special case: \(\epsilon = 0\)

We consider the case when \(\epsilon = 0\) which represents the case when actions are perfectly observed. From the definition of \(\alpha, a\) and \(k\) in the previous section, we note that \(a = \alpha = p\), and thus \(k = 2\). Therefore there exist 5 possible states \(\{-2, -1, 0, 1, 2\}\), where \(-2\) are absorbing states so \(q_{-2} = q_{2} = 1\). Thus by repeated application of

Fig. 5: Probability of tree falling into cascade for tree with degree distribution Poisson (2)
the above equations, one can deduce that

\[ q_{-1} = \phi_D(p + \bar{p}q_0) \]  
\[ q_0 = \phi_D(pq_{-1} + \bar{p}q_1) \]  
\[ q_1 = \phi_D(pq_0 + \bar{p}) \]

Thus from (15), the probability of occurrence of an information cascades is given by the smallest non-negative solution of the fixed-point equation \( y = \phi_D(p\phi_D(p + \bar{p}y)) + \bar{p}\phi_D(py + \bar{p}) \).

**Corollary 1:** The tree cascades with probability 1 if and only if \( \mathbb{E}[D] \leq \frac{1}{\sqrt{2}p} \) and equivalently the Erdős Rényi connection probability \( q < \frac{1}{\sqrt{2}p} \).

**Proof:** Please see Appendix D.

**Special Case: D=1 a.s.** When \( D = 1 \) a.s., it represents the sequential decision making case as considered in [2] for the special case of observations through binary symmetric channel. Since \( pp \leq 1/4 \) always hold true for \( p \in [0.5, 1] \), the tree cascades with probability 1. We note that this is an alternate proof of occurrence of informational cascades of [2] for the BSC channel.

**Special Case: D=2 a.s.** Using the analysis above, the tree cascades with probability 1 if \( 2p\bar{p}2^2 < 1/2 \) i.e. \( \frac{2+\sqrt{3}}{4} < p \leq 1 \). For \( \frac{1}{2} < p < \frac{2+\sqrt{3}}{4} \), the probability of occurrence of informational cascades is the smallest fixed-point of the following equation,

\[ y = (p((p + \bar{p}y)^2 + \bar{p}(py + \bar{p})^2)^2 \]

IV. CONCLUSION

In this paper, using the theory of Galton-Watson population processes and using common belief as type of every player, we studied occurrence of informational cascades in trees which are local approximations for a large Erdős-Rényi random graph network. We presented a general model to study such phenomena. We then specialized it for BSC with erroneous action observations, where we show that probability of falling into a cascade is analyzed using (finite) Multi-type Galton-Watson process. Furthermore for a binary symmetric channel, where we showed that if the expected degree of the node of the tree is less than \( \frac{1}{\sqrt{2}p} \), then the tree cascades with probability 1, else it cascades with a probability strictly less than 1, which is given by the solution of a fixed-point equation. Some interesting line of work include understanding other phenomena in such decision on networks using other properties of Galton-Watson processes, studying cascading for other graphical models, and more general observation models, and when there are more than 2 actions. Some interesting cases one could consider could be Markovian branching processes or general lifetime distributions such as Bellman-Harris branching process.
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APPENDIX A

Proof:

\[ P(Q_t^k = P(V = 1|X_t^k = x_t^k)|V = v) = P(X_t^k = x_t^k|V = v) \quad (36) \]

\[ F^v(q) = P(Q_t^k < q|V = v) \]

\[ = P(P(V = 1|X_t^k) < q|V = v) \quad (37) \]

\[ = P \left( \frac{P(V = 1)Q(X_t^k|V = 1) + P(V = 0)Q(X_t^k|V = 0)}{P(V = 1)Q(X_t^k|V = 1) < q} \right) \quad (38) \]

\[ = P\left( \{ x_t^k : \frac{Q(X_t^k = x_t^k|V = 1)}{Q(X_t^k = x_t^k|V = 0)} < \frac{q}{1-q} \} |V = v \right) \quad (39) \]

\[ = F^v_X \left( \left( \frac{Q(V = 1)}{Q(V = 0)} \right)^{-1} \left( \frac{q}{1-q} \right) \right) \quad (40) \]

\[ = P(\{ x_t^k : Q(X_t^k = x_t^k|V = 1) < q \} |V = v) \quad (41) \]

APPENDIX B

Proof: Under the equilibrium policy \( g \) defined in (9), belief \( \pi_t^k \) can be updated using Bayes’ rule as follows.

\[ \pi_{t+1}^k = P^g(V = 1|a_P^k) \quad (42) \]

\[ = \frac{P^g(V = 1, a_k^k|a_P^k)}{\sum_v P^g(V = v, a_k^k|a_P^k)} \quad (43) \]

\[ = \frac{\pi_t^k P^g(a_k^k|V = 1, a_P^k)}{(1 - \pi_t^k)P^g(a_k^k|V = 0, a_P^k) + \pi_t^k P^g(a_k^k|V = 1, a_P^k)} \quad (44) \]

\[ =: \psi_{a_k^k}(\pi_t^k) \quad (45) \]

APPENDIX C

Proof:

\[ P(V = 1|a_P^k, x_t^k) \]

\[ = \frac{P(V = 1, a_P^k, x_t^k)}{P(V = 0, a_P^k, x_t^k) + P(V = 1, a_P^k, x_t^k)} \quad (46) \]

\[ = \frac{q_t^k P(a_P^k|V = 1)}{(1 - q_t^k)P(a_P^k|V = 0) + q_t^k P(a_P^k|V = 1)} \quad (47) \]

\[ = \frac{q_t^k \pi_t^k}{(1 - q_t^k)(1 - \pi_t^k) + q_t^k \pi_t^k} \quad (48) \]
Thus,

\[
\frac{q^k_k \pi^k_k}{(1 - q^k_k)(1 - \pi^k_k) + q^k_k \pi^k_k} \geq \frac{1}{2}
\]  

(49)

\[
q^k_k \pi^k_k \geq (1 - q^k_k)(1 - \pi^k_k)
\]  

(50)

\[
\pi^k_k + q^k_k \geq 1
\]  

(51)

\[\Box\]

APPENDIX D

It is shown in Appendix E that \( f(y) \) is monotonically increasing and strictly convex for \( y > 0 \).

Since \( f(0) = \phi_D(p\phi_D(p)) + \bar{p}\phi_D(\bar{p}) > 0 \) and \( f(y) \) is monotonically increasing and strictly convex, there exists another fixed point of \( f(y) = y \) in the range \((0, 1)\) if and only if \( \frac{df}{dy} |_{y=1} > 1 \). The smallest fixed point is stable since the derivative of \( f(y) \) is less than 1 at that point, and thus by Theorem 1, it represents the probability of cascading. The derivative of \( f(y) \) at \( y = 1 \) is given by,

\[
\frac{df}{dy} |_{y=1} = 2\bar{p}\phi_D'(1)\phi_D'(1)
\]  

(54)

Thus the tree cascades with probability 1 if and only if \( 2\bar{p}\phi_D'(1) \leq 1 \) i.e. \( \phi_D'(1) = \mathbb{E}[D] \leq \frac{1}{\sqrt{2\bar{p}}} \).

Otherwise the tree cascades with a non-zero probability which is the smallest fixed-point of \( f(y) = y \).

APPENDIX E

Lemma 4: \( f(y) \) is monotonically increasing and strictly convex for \( y > 0 \).

Proof: We will show that \( p\phi_D(p + \bar{p}\phi_D(y)) \) is strictly increasing and convex, and the proof of the other part is identical.

\[
\frac{df}{dy} = p\phi_D'(p + \bar{p}\phi_D(y))\bar{p}\phi_D'(y)
\]  

(56)

\[
> 0
\]  

(57)
where the last inequality is true since $\phi_D(y) = \mathbb{E}[y^D] > 0$ and $\frac{d}{dy}\phi_D(y) = \mathbb{E}[D y^{D-1}] > 0$ since $y > 0$ and $D \geq 1$ a.s..

\[
\begin{align*}
\frac{d^2}{dy^2} p \phi_D(p + \bar{p}\phi_D(y)) & \quad (58) \\
= \frac{d}{dy} p \phi^{D'}(p + \bar{p}\phi_D(y))\bar{p}\phi^{D'}(y) & \quad (59) \\
= p\bar{p} \left( \phi^{D'}(p + \bar{p}\phi_D(y))\phi^{D''}(y) + \phi^{D'}(p + \bar{p}\phi_D(y))\phi^{D'}(y) \right) & \quad (60) \\
> 0 & \quad (61)
\end{align*}
\]

where the last inequality is true by similar arguments as before.
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