vast range of technological systems—from aerospace vehicles to chemical processes to Segways—depend on feedback control. These applications typically rely on a combination of classical and modern control techniques, logic for mode switching, and diagnostics for fault detection to ensure safety and reliability, all of which are validated and verified through simulation and testing. A feedback control system is the quintessential cyberphysical system, in which real-time digital computing elements interact bidirectionally with the full complexity of the real world through noisy transducers and limited communication channels [1]. In many applications, the control system is crucial to safe operation, and the potential benefits of new ideas and techniques for feedback control must be weighed against the risk of unanticipated response and/or failure.

Retrospective Cost Adaptive Control

POLE PLACEMENT, FREQUENCY RESPONSE, AND CONNECTIONS WITH LQG CONTROL

YOUSAF RAHMAN, ANTAI XIE, and DENNIS S. BERNSTEIN
A successful application of feedback control depends first and foremost on the availability of reliable and affordable sensors and actuators that can monitor the response of the plant and modify its behavior. An autopilot for an aircraft is a classical example, where inertial and noninertial sensors provide measurements of position, velocity, attitude, and angular rates, while thrust and aerodynamic surfaces provide forces and moments. In other applications, such as controlled combustion [2], flow control [3]–[5], and controlled fusion [6], the development of sensing and actuation strategies presents a challenge. Control research is typically concerned with applications for which effective sensing and actuation technologies are available, and the goal is to use this technology reliably and efficiently to achieve stabilization, command following, and disturbance rejection.

Despite these successes, many applications of feedback control remain beyond the reach of modern tools and techniques. These applications may be highly undersensed and underactuated relative to the order of their significant dynamics; they may be difficult to model due to complex, unknown, or unpredictably changing physics; and they may require reliable high-performance control systems that must be engineered within tight deadlines and budgets. Adaptive control offers a viable approach to these applications.

The underlying motivation for research in adaptive control is to develop control algorithms that can accommodate sensor and actuator limitations; respect communication constraints; account for complex, uncertain, and unpredictably changing dynamics; and operate robustly in the presence of noise and reliably in the event of sensor/actuator failure. The promise of adaptive control is the ability to account for all of these effects with minimal prior modeling, tuning, and analysis for applications that are beyond the reach of fixed-gain and fixed-logic model-based control laws.

Adaptive control is different from robust control, which also accounts for uncertainty. In particular, robust control views uncertainty as static and seeks to trade performance for robustness to the assumed level of uncertainty. In contrast, adaptive control strives to learn about the plant during operation, either explicitly or implicitly, to overcome prior uncertainty. Consequently, by tuning itself to the actual plant, an adaptive controller transcends the performance/robustness tradeoff of robust control. To illustrate this point, consider a plant subject to a harmonic disturbance whose frequency is \( \omega \). If \( \omega \) is known, then a stabilizing controller based on the internal model principle can be used to apply infinite gain at the disturbance frequency to asymptotically reject the disturbance. If, however, \( \omega \) is unknown, then a robust controller must apply high but finite gain across a bandwidth of possible disturbance frequencies, thus sacrificing asymptotic disturbance rejection and unnecessarily amplifying sensor noise. In contrast, an adaptive controller can tune itself to the actual disturbance frequency and thereby asymptotically reject the disturbance. The same principle applies to the case of a plant with a lightly damped mode subject to broadband disturbances. If the modal frequency is uncertain, then the \( H_\infty \) distance between possible plants is large. Consequently, a robust controller based on an \( H_\infty \) uncertainty metric must account for a large set of uncertain plants. In contrast, an adaptive controller can tune itself to the actual modal frequency.

Plants that are inherently difficult to control due to achievable constraints on closed-loop performance [7] pose a potentially severe challenge to adaptive control, as articulated in [8].

Control engineers grounded in classical control know it is possible to formulate control design problems which in practical terms are not possible to solve. An inverted pendulum with more than two rods is a well-known example; again, a plant with nonminimum phase zeros well inside the passband and unstable poles may be near impossible to control, unless additional inputs or outputs are used; another famous example was provided in [9] and so on. When the plant is initially known, as well as the control objective, it will generally become clear at some point in the design process, if not ab initio, that the control objective is impractical.

Now what happens in adaptive control? The catch is that a full description of the plant is lacking. There may be no way to decide on the basis of the a priori information that the projected design task is or is not practical. So what will happen if an adaptive control algorithm is run in such a case? At the least, the algorithm will not converge. At worst, an unstable closed loop will be established.

This article focuses on retrospective cost adaptive control (RCAC), which is a direct, discrete-time adaptive control technique for stabilization, command following, and disturbance rejection. As a discrete-time approach, RCAC is motivated by the desire to implement control algorithms that operate at a fixed measurement sampling rate without the need for controller discretization. This discretization also means that the required modeling information can be estimated based on data sampled at the same rate as the control update. Adaptive control algorithms for continuous-time plants are developed in [10]–[18] and for discrete-time plants in [19]–[30], and the ability to handle plants with nonminimum-phase (NMP) zeros, that is, zeros outside of the open unit disk, is demonstrated in [20]–[23].

RCAC was motivated by the concept of retrospectively optimized control, where past controller coefficients used to generate past control inputs are reoptimized in the sense that, if the reoptimized coefficients had been used over a previous window of operation, then the performance would have been better. However, unlike signal processing applications such as estimation and identification, it is impossible to change past control inputs, and thus the reoptimized controller coefficients are used only to generate the next control input. Since RCAC depends heavily on
data for the controller update, this technique is similar to data-driven control [31]–[36].

RCAC was originally developed within the context of active noise-control experiments [37]. The algorithm used in [37] is gradient based, where the direction and step size are derived from different cost functions. In subsequent work [38], the gradient algorithm was replaced by batch least-squares optimization. In both [37] and [38], the modeling information is given by Markov parameters (impulse-response coefficients) of the open-loop transfer function $G_{zu}$ from the control input $u$ to the performance variable $z$. More recently, in [39], a recursive least-squares (RLS) algorithm is used along with knowledge of the NMP zeros of $G_{zu}$. The approaches in [37]–[39] are closely related in the sense that all of the NMP zeros outside of the spectral radius of $G_{zu}$ are approximate roots of a polynomial whose coefficients are Markov parameters of $G_{zu}$; this polynomial is the numerator of a truncated Laurent expansion of $G_{zu}$ about infinity. The truncated Laurent expansion serves as the transfer function $G_t$ that defines the retrospective cost by filtering the difference between the actual past control inputs and the reoptimized control inputs. A key contribution of this article is to show that $G_t$ serves as a target model for a specific closed-loop transfer function, as explained below. To construct $G_t$, Markov parameters are used in [37] and [38], and NMP zeros are used in [39].

RCAC is applied to Rohrs’s counterexamples [40] in [41], broadband disturbance rejection in [42], decentralized control in [43], sampled-data plants with aliasing in [44], multi-input, multi-output (MIMO) plants in [45], and Hammerstein plants in [46]–[48]. Numerical simulation studies are given in [49] and [50] for flow control; in [51] for noncolocated control of a linkage; in [42], [43], [52], and [53] for vibration control; in [54] for engine control; in [55]–[59] for aircraft control; in [60] for spacecraft control; in [61] for quadrotor control; in [62] for missile control; in [63] for scramjet control; and in [48], [64], and [65] for control of plants with hysteresis and hysteretic friction. Laboratory experiments are reported in [37], [66], and [67] for noise control; in [68] for control of a ducted flame; and in [69] for control of a six-degree-of-freedom shaker table.

This article has several objectives. The first objective is to present the RCAC algorithm in sufficient detail that readers can grasp all of the key steps. This version of the algorithm is based on RLS optimization. The algorithm is presented within the context of the adaptive standard problem, which includes command-following and disturbance-rejection problems with and without feedforward control as special cases; several of these problems are presented as special cases of the adaptive servo problem. The adaptive standard problem and the adaptive servo problem are stated for vector signals, and thus the RCAC algorithm is fully MIMO.

The next contribution of this article concerns the modeling data used by RCAC as incorporated in $G_t$. In particular, it is shown that $G_t$ serves as a target model for a closed-loop transfer function $\tilde{G}_{zu,k}$ whose zeros include the zeros of $G_{zu}$. The special closed-loop transfer function $\tilde{G}_{zu,k}$ arises from the way in which RCAC updates the controller coefficients. This controller update can be interpreted as a virtual external control perturbation $\hat{u}$ that is injected internally to the control update, which is called intercalated injection.

Intercalated injection of the virtual external control perturbation $\hat{u}$ gives rise to the closed-loop transfer function $\tilde{G}_{zu,k}$. At the same time, minimization of the retrospective cost updates the controller coefficients so as to fit $\tilde{G}_{zu,k}$ to the target model $G_t$. With this insight, it immediately becomes clear why RCAC requires knowledge of the NMP zeros of $G_{zu}$. Specifically, if an NMP zero of $G_{zu}$ is not included in $G_t$, then RCAC cancels the zero through feedback to match $\tilde{G}_{zu,k}$ to $G_t$. Although the RCAC algorithm is presented in the fully MIMO case, the construction of $G_t$ in the present article is confined to the case where the control input and performance variable are scalar signals.

Since RCAC updates the controller so as to match $\tilde{G}_{zu,k}$ to the target model $G_t$, it is straightforward to use $G_t$ to place the closed-loop poles, that is, for adaptive pole placement. Pole placement aside, RCAC also matches the frequency response of $\tilde{G}_{zu,k}$ to the frequency response of $G_t$. What is, perhaps, more surprising is that, if $G_t$ is chosen to be a finite impulse response (FIR) target model and the controller order is chosen to be sufficiently large, then RCAC yields a controller whose closed-loop frequency response matches the frequency response of the closed-loop system given by high-authority linear-quadratic-Gaussian (LQG) synthesis, that is, LQG with zero control weighting and zero measurement-noise covariance. This connection is surprising because LQG uses a complete and exact plant model, whereas RCAC uses extremely limited modeling information.

In addition to presenting a self-contained description of the RCAC algorithm, a further goal of this article is to illustrate RCAC and investigate the role of $G_t$ through examples. These examples include plants with various types of stability (asymptotically stable, Lyapunov stable, and unstable), various types of control architectures [feedback, feedforward, model reference adaptive control (MRAC), and proportional-integral-derivative (PID)], various problem objectives (stabilization, command following, and disturbance rejection), and various types of exogenous signals, including step, ramp, and harmonic commands as well as step, ramp, harmonic, and stochastic sensor noise and disturbances. In addition, RCAC is applied to linear plants with magnitude and rate control saturation and tested on nonlinear oscillators. Many of these examples go beyond the theory presented in [39], which is confined to feedback control of linear plants in the absence of sensor noise and with exogenous signals generated by Lyapunov-stable exogenous dynamics. Neither broadband disturbances nor saturation are considered in [39]. Consequently, these examples provide insight into the performance of RCAC in
situations that lie outside the current theory. To this end, for several examples, the problem data are varied to make the problems progressively more difficult until RCAC fails. These trends highlight the strengths and weaknesses of RCAC and provide guidelines for applications.

The contents of this article are as follows. The next section presents the standard and servo control problems, followed by a definition of the adaptive standard and servo problems. The RCAC algorithm is then presented with a discussion of the construction of the target model $G_0$, which incorporates the modeling information required by RCAC. Several examples of adaptive pole placement and adaptive control for harmonic commands and disturbances are then presented. Stochastic exogenous signals are also considered, and RCAC is compared to high-authority LQG in the presence of sensor noise and modeling errors, in particular, erroneous and unmodeled NMP zeros, erroneous relative degree, unmodeled time delay, and erroneous plant gain.

**STANDARD PROBLEM**

Consider the standard problem consisting of the discrete-time, linear, time-invariant plant

$$x(k+1) = Ax(k) + Bu(k) + D_1w(k),$$

$$y(k) = Cx(k) + Du(k) + D_2w(k),$$

$$z(k) = E_1x(k) + E_2u(k) + E_0w(k),$$

where $x(k) \in \mathbb{R}^n$ is the state, $y(k) \in \mathbb{R}^h$ is the measurement, $u(k) \in \mathbb{R}^l$ is the control input, $w(k) \in \mathbb{R}^e$ is the exogenous input, and $z(k) \in \mathbb{R}^i$ is the performance variable. The plant (1)–(3) may represent a continuous-time, linear time-invariant plant sampled at a fixed rate. The goal is to develop a feedback or feedforward controller that operates on $y$ to minimize $z$ in the presence of the exogenous signal $w$. The components of $w$ can represent either a command signal $r$ to be followed, an external disturbance $d$ to be rejected, and/or sensor noise $v$ that corrupts the measurement as determined by the choice of $D_1$, $D_2$, and $E_0$. Depending on the application, components of $w$ may or may not be measured, and, for feedforward control, the measured components of $w$ can be included in $y$ by suitable choice of $C$ and $D_2$. For fixed-gain control, $z$ need not be measured. For adaptive control, however, $z$ is assumed to be measured.

Using the forward-shift operator $q$, (1)–(3) can be rewritten as

$$z(k) = G_{zw}(q)w(k) + G_{zu}(q)u(k),$$

$$y(k) = G_{yw}(q)w(k) + G_{yu}(q)u(k),$$

where

$$G_{zw}(q) \triangleq E_1(qI - A)^{-1}D_1 + E_0,$$

$$G_{zu}(q) \triangleq E_1(qI - A)^{-1}B + E_2,$$

$$G_{yw}(q) \triangleq C(qI - A)^{-1}D_1 + D_2,$$

$$G_{yu}(q) \triangleq C(qI - A)^{-1}B + D_0.$$  

Furthermore, the discrete-time, linear, time-invariant controller has the form

$$u(k) = G_c(q)y(k).$$

Note that $q$ is a time-domain operator that accounts for initial conditions, and, although (6) and (7) are written as transfer functions, these expressions are convenient representations of time-domain dynamics. For pole-zero analysis, $q$ can be replaced by the $Z$-transform complex variable $z$, in which case (4), (5), and (8) do not account for the initial conditions. Figures 1 and 2 illustrate (4)–(8).

The closed-loop transfer function from the exogenous signal $w$ to the performance variable $z$ is

$$\tilde{G}_{zw} \triangleq G_{zw} + G_{zw}G_c(I - G_{yu}G_c)^{-1}G_{yw}.$$  

The poles of $\tilde{G}_{zw}$ are referred to as the closed-loop poles, and the transmission zeros of $\tilde{G}_{zw}$ are the closed-loop zeros. In the case where $y$, $z$, $u$, and $w$ are scalar signals, (6), (7), and (9) can be written as

$$G_{zw} = \frac{N_{zw}}{D}, \quad G_{zu} = \frac{N_{zw}}{D}, \quad G_{yw} = \frac{N_{yw}}{D}, \quad G_{yu} = \frac{N_{yu}}{D},$$

$$\tilde{G}_{zw} = \frac{\tilde{N}_{zw}}{\tilde{D}_{zw}} = \frac{N_{zw}N_{yu}N_e + N_{zw}(D_1 - N_{wu}N_e)}{D(DD_e - N_{wu}N_e)}.$$
This article focuses on retrospective cost adaptive control, which is a direct, discrete-time, adaptive control technique for stabilization, command following, and disturbance rejection.

where

$$G_c = \frac{N_c}{D_c}. \tag{12}$$

It is assumed that $D$ and $D_c$ are monic. In the case where $y = z$, that is, $C = E_1$, $D_0 = E_2$, and $D_2 = E_0$, (10) and (11) can be written as

$$G_{zw} = G_{yv} = \frac{N_y}{D'}, \quad \tilde{G}_{zw} = \frac{N_y D_c}{D D_c - N_N N_c}. \tag{13}$$

In the case where $w$ is matched with $u$, that is, $B = D_1$, $E_0 = E_2$, and $D_0 = D_2$, (10) and (11) can be written as

$$G_{zw} = G_{yu} = \frac{N_u}{D'}, \quad \tilde{G}_{zw} = \frac{N_D D_c}{D D_c - N_N N_c}. \tag{14}$$

In the case where $y = z$ and $w$ is matched with $u$, (10) and (11) can be written as

$$\hat{G} = G_{zw} = G_{yu} = G_{yu} = \frac{N_u}{D'}, \quad \tilde{G}_{zw} = \frac{N D_c}{D D_c - N_N N_c}. \tag{15}$$

For examples where $y = z$ and $w$ is matched with $u$, $G$ is used to define the plant (1)–(3); otherwise, the state-space representation is used.

SERVO PROBLEM

As a special case of the standard problem, consider the discrete-time, linear, time-invariant plant

$$x(k + 1) = Ax(k) + Bu(k) + D_1 d(k), \tag{16}$$

$$y_0(k) = C x(k) + D_0 u(k), \tag{17}$$

$$y_0(k) = y_0(k) + \nu(k), \tag{18}$$

$$e_0(k) = r(k) - y_0(k), \tag{19}$$

$$e_n(k) = r(k) - y_n(k). \tag{20}$$

where $x(k) \in \mathbb{R}^n$ is the state, $y_0(k) \in \mathbb{R}^m$ is the measurement, $u(k) \in \mathbb{R}^k$ is the control input, $d(k) \in \mathbb{R}^l$ is the disturbance, $r(k) \in \mathbb{R}^r$ is the command, $\nu(k) \in \mathbb{R}^q$ is the sensor noise, and $e_n(k) \in \mathbb{R}^q$ is the performance variable. Equation (17) can be rewritten in terms of $q$ as

$$y_0(k) = G_d(q) u(k) + G_d(q) d(k), \tag{21}$$

where

$$G_d(q) \triangleq \hat{C}(q I - A)^{-1} B + D_0, \quad G_d(q) \triangleq \hat{C}(q I - A)^{-1} D_1. \tag{22}$$

Furthermore, the linear, time-invariant controller has the form

$$u(k) = G_c(q)e_c(k). \tag{23}$$

The measured error signal $e_n$ is the difference between the command $r$ and the measurement $y_0$, which may be corrupted by noise. Since only the measured error is available for feedback, $e_n$ serves as the performance variable within RCAC. However, the true error signal $e_0$, which is the difference between the command $r$ and the plant output $y_0$, provides a true measure of the command-following performance. Since this signal is not available for feedback, it is used only as a diagnostic. If, however, the sensor noise $\nu$ is absent, then $e_n$ and $e_0$ are identical. Figure 3 illustrates (21)–(23). The servo problem is a special case of the standard problem with

$$w = \begin{bmatrix} r \\ d \end{bmatrix}, \quad y = e_n, \quad z = e_0, \tag{24}$$

and

$$D_1 = [0 \quad \hat{D}_1 \quad 0], \quad C = E_1 = -\hat{C}, \quad D_0 = E_2 = -\hat{D}_0, \tag{25}$$

$$D_2 = [I_{r_1} \quad 0 \quad -I_{r_1}], \quad E_0 = [I_{l_1} \quad 0 \quad 0], \tag{26}$$

$$G_{zw} = [I_{r_1} \quad -G_d \quad 0], \quad G_{zw} = -G_{uu}, \tag{27}$$

$$G_{yw} = [I_{l_1} \quad -G_d \quad -I_{l_1}], \quad G_{yw} = -G_{yu}. \tag{28}$$

In the case where $d$ and $u$ are colocated, it follows that $D_1 = B$ and $D_0 = 0$, and thus $G_d = G_u$. In this case, define $G \triangleq G_d = G_u$. However, $w$ is not necessarily matched with $u$. Moreover, if $r = \nu = 0$ and $d$ and $u$ are colocated, then $w$ is matched with $u$. For examples where $d$ and $u$ are
colocated, $G$ is used to define the plant (16)–(20); otherwise, the state-space representation is used.

**RETROSPECTIVE COST ADAPTIVE CONTROL ALGORITHM**

**Adaptive Standard and Servo Problems**

Figure 4 shows the adaptive standard problem, which is the standard problem with an adaptive controller, while Figure 5 shows the adaptive servo problem, which is the servo problem with an adaptive controller. Note that, for the adaptive servo problem, it is desirable to minimize the true error $e_0$. However, since $e_0$ is not available, RCAC minimizes the measured error $e_\text{m}$, which may be corrupted by noise, as shown in Figure 3. For the adaptive standard problem, $z = e_n$.

**Controller Structure**

Define the dynamic compensator

$$u(k) = \sum_{i=1}^{n_c} P_i(k) u(k - i) + \sum_{i=k_c}^{n_c} Q_i(k) y(k - i),$$

where $P_i(k) \in \mathbb{R}^{1 \times n_c}$ and $Q_i(k) \in \mathbb{R}^{1 \times n_c}$ are the controller coefficient matrices and $k_c \geq 0$. For controller startup, (29) is implemented as

$$u(k) = \begin{cases} 0, & k < k_w, \\ \Phi(k) \theta(k), & k \geq k_w, \end{cases}$$

where the regressor matrix $\Phi(k)$ is

$$\Phi(k) = \begin{bmatrix} u(k - 1) \\ \vdots \\ u(k - n_c) \\ y(k - k_c) \\ \vdots \\ y(k - n_c) \end{bmatrix} \in \mathbb{R}^{1 \times n_c},$$

where $k_w \geq n_c$ is an initial waiting period during which $\Phi(k)$ is populated with data. The controller coefficient vector $\theta(k)$ is

$$\theta(k) \triangleq \text{vec}[P_1(k) \cdots P_{n_c}(k) Q_1(k) \cdots Q_{n_c}(k)] \in \mathbb{R}^{n_c},$$

where $I_0 \triangleq I_0 I_{n_c} I_{n_c}$ and $I_{n_c} I_{n_c} I_{n_c}$, “$\otimes$” is the Kronecker product, and “vec” is the column-stacking operator. Note that $k_c = 0$ allows an exactly proper controller, whereas $k_c \geq 1$ yields a strictly proper controller of relative degree of at least $k_c$. All examples in this article use $k_c = 1$, and, unless specified otherwise, $k_w = n_c$. In terms of $q$, the time-domain transfer function of the controller from $y$ to $u$ is given by

$$G_{c,k}(q) = (I_0 \otimes P_1(k) \otimes \cdots \otimes P_{n_c}(k))^{-1} : (Q_1(k) \otimes \cdots \otimes Q_{n_c}(k)).$$

Note that the coefficients of $G_{c,k}$ are given by the components of $\theta(k)$, which are time dependent, and thus $G_{c,k}$ is a linear, time-varying controller. Also, note that (33) is expressed in terms of the forward-shift operator $q$ rather than the Z-transform variable $z$. Consequently, although (33) is written as a transfer function, this expression is merely a convenient representation of the time-domain operator represented by (29). If $y$ and $u$ are scalar signals, then $G_{c,k}$ is single-input, single-output (SISO), and (33) can be written as

$$G_{c,k}(q) = \frac{Q_1(k)q^{n_c-k_c} + \cdots + Q_{n_c}(k)}{q^n - P_1(k)q^{n_c-1} - \cdots - P_{n_c}(k)}.$$  

Note that (33) is an infinite impulse response (IIR) controller. By removing $u(k-1), \ldots, u(k-n_c)$ from (29) and $\Phi(k)$, and by modifying the structure of $\theta$, an FIR controller structure can be enforced, where

$$u(k) = \sum_{i=k_c}^{n_c} Q_i(k) y(k - i).$$

In this case, (33) becomes

$$G_{c,k}(q) = \frac{1}{q^{n_c}} [Q_1(k)q^{n_c-k_c} + \cdots + Q_{n_c}(k)].$$

**Retrospective Performance Variable**

The retrospective performance variable is defined as

$$\dot{z}(k, \hat{\theta}) \triangleq z(k) + G_{c,k}(q)[\Phi(k) \hat{\theta} - u(k)].$$

FIGURE 4 A block diagram representation of the adaptive standard problem with the adaptive controller $G_{c,k}$. **FIGURE 5** A block diagram representation of the adaptive servo problem with the adaptive controller $G_{c,k}$.
where $\hat{\theta} \in \mathbb{R}^{n_u}$ and $G_i$ is an $n_r \times n_u$ filter specified below. The rationale underlying (37) is to replace the control $u(k)$ with $\Phi(k)\hat{\theta}$, where $\hat{\theta}$ is the retrospectively optimized controller coefficient vector obtained by optimization below. The updated controller thus has the coefficients $\theta(k+1) = \hat{\theta}$. Consequently, the implemented control at step $k+1$ is given by

$$u(k+1) = \Phi(k+1)\theta(k+1).$$  \hfill (38)

The filter $G_i$ is constructed in the “Virtual External Control Perturbation and Target Model $G_i$” section based on the required modeling information. This filter has the form

$$G_i \approx D_i^{-1}N_i,$$  \hfill (39)

where $D_i$ is an $l_x \times l_x$ polynomial matrix with leading coefficient $I_{l_x}$ and $N_i$ is an $l_x \times l_x$ polynomial matrix. $G_i$ is referred to as the target model for reasons given below. By defining the filtered versions $\Phi_i(k) \in \mathbb{R}^{l_x \times l_x}$ and $u_i(k) \in \mathbb{R}^{l_x}$ of $\Phi(k)$ and $u(k)$, respectively, (37) can be written as

$$z(k,\hat{\theta}) = z(k) + \Phi_i(k)\hat{\theta} - u_i(k),$$  \hfill (40)

where

$$\Phi_i(k) = G_i(q)\Phi_i(k), \quad u_i(k) = G_i(q)u(k).$$  \hfill (41)

Note that implementation requires $k_\nu \geq \max(n_u,n_l)$, where $n_l$ is the McMillian degree of $G_i$.

**Retrospective Cost**

Using the retrospective performance variable $\hat{z}(k,\hat{\theta})$ defined by (37), the cumulative retrospective cost function is defined as

$$J(k,\hat{\theta}) \approx \sum_{i=1}^{\lambda_1-1} \lambda^2 (z(i,\hat{\theta}) R_i(i) z(i,\hat{\theta}) + (\Phi_i(i)\hat{\theta})^T R_s(i) \Phi_i(i)\hat{\theta})$$

$$+ \lambda^2 (\hat{\theta} - \theta(0))^T R_s(\hat{\theta} - \theta(0)), $$ \hfill (42)

where $\lambda \in (0,1]$ is the forgetting factor, $R_s \in \mathbb{R}^{l_x \times l_x}$ is positive definite, and, for all $i \geq 1$, $R_s(i) \in \mathbb{R}^{l_x \times l_x}$ is positive definite and $R_s(i) \in \mathbb{R}^{l_x \times l_x}$ is positive semidefinite. The performance-variable and control-input weighting matrices $R_s(i)$ and $R_s(i)$ are time dependent and thus may depend on present and past values of $y$, $z$, and $u$. For example, choosing $R_s(i)$ to be a function of $z(i)^T z(i)$ can help prevent unstable pole-zero cancellation in the case of unmodeled NMP zeros [70]. The recursive minimization of (42) is used to update the controller coefficient vector $\hat{\theta}$. The following result uses recursive least squares to obtain the minimizer of (42).

**Proposition**

Let $P(0) = R_s$, and, for all $k \geq 1$, let $\hat{\theta}^*$ be the unique global minimizer of the retrospective cost function (42). Then, $\hat{\theta}^*$ is given by

$$\hat{\theta}^* = (k) - P(k) \Phi_i^T(k) Y^{-1}(k) \cdot [\Phi_i(k)\theta(k) + (R_z(k) + R_s(k))^{-1} R_z(k)(z(k) - u_i(k))].$$  \hfill (43)

where

$$P(k+1) = \frac{1}{\lambda} P(k) - \frac{1}{\lambda} P(k) \Phi_i^T(k) Y^{-1}(k) \Phi_i(k) P(k)$$  \hfill (44)

and

$$Y(k) \approx \lambda [R_z(k) + R_s(k)]^{-1} + \Phi_i(k) P(k) \Phi_i^T(k).$$  \hfill (45)

Setting $\theta(k+1) = \hat{\theta}^*$, (43) yields the recursive controller-coefficient update equation

$$\theta(k+1) = \theta(k) - P(k) \Phi_i^T(k) Y^{-1}(k) \cdot [\Phi_i(k)\theta(k) + (R_z(k) + R_s(k))^{-1} R_z(k)(z(k) - u_i(k))].$$  \hfill (46)

If $\lambda = 1$, then the covariance $P(k)$ decreases monotonically, and thus the rate of adaptation decreases. To maintain adaptation in cases where the plant or exogenous signals are changing, the covariance can be reset using suitable logic. Alternatively, choosing the forgetting factor $\lambda < 1$ prevents monotonic decrease of $P(k)$ but can lead to instability in the presence of noise and in the absence of persistency [71], [72]. Yet another approach is to include an additional positive-semidefinite term $Q(k)$ on the right-hand side of (44) of the form

$$P(k+1) = P(k) - P(k) \Phi_i^T(k) Y^{-1}(k) \Phi_i(k) P(k) + Q(k),$$  \hfill (47)

where $\lambda = 1$ in (45). Note that (47) is the discrete-time Kalman predictor, Riccati error-covariance update equation with the dynamics matrix $A = I_{n_u}$ output matrix $C(k) = \Phi(k)$, process-noise covariance $Q(k)$, and sensor-noise covariance $R(k) = [R_z(k) + R_s(k)]^{-1}$. Consequently, persistency in (47) is determined by the observability of the time-varying pair $(l_u,\Phi_i)$, and the corresponding state-estimate update is given by (43). An alternative is to use the discrete-time Kalman filter, Riccati error-covariance update equation

$$P(k+1) = P(k) - P(k) \Phi_i^T(k+1) Y^{-1}(k) \Phi_i(k+1) P(k) + Q(k),$$  \hfill (48)

where the corresponding state-estimate update is

$$\theta(k+1) = \theta(k) - P(k) \Phi_i^T(k+1) Y^{-1}(k+1) \cdot [\Phi_i(k+1)\theta(k) + (R_z(k) + R_s(k))^{-1} R_z(k)(z(k+1) - u_i(k+1))].$$  \hfill (49)

Note that, in (49), the estimate $\theta(k+1)$ depends on $z(k+1)$. Therefore, implementation of (49) requires instantaneous update of the controller coefficient vector.
In contrast, in (46), \( \theta(k+1) \) depends on \( z(k) \), and thus (46) is implementable.

In practice, \( \theta(0) \) can be chosen based on an initial design, if one is available. However, for all examples in this article, the initialization \( \theta(0) = 0 \) is used to reflect the absence of additional prior modeling information. Furthermore, for all \( i \geq 1 \), \( R_c(i) = I_1 \). Note that RCAC can use batch least-squares optimization instead of recursive minimization.

**VIRTUAL EXTERNAL CONTROL PERTURBATION AND TARGET MODEL \( G_t \)**

The target model \( G_t \) is a key feature of RCAC. In [38], \( G_t \) is viewed as a model of \( G_{zw} \) that captures the sign of the leading coefficient of \( N_{tw} \) along with the NMP zeros of \( G_{zw} \). In [39], the analysis of RCAC involves an ideal filter \( G_c \), which is a closed-loop transfer function involving an ideal feedback controller \( \tilde{G}_c \). These insights lead to an alternative interpretation of \( G_t \) as a target model for a specific closed-loop transfer function, as demonstrated below.

Using (30), the retrospective performance variable (37) can be written as

\[
\tilde{z}(k, \hat{\theta}) = z(k) - G_t(q)[u(k) - \Phi(k) \hat{\theta}].
\]  

(50)

It can be seen from (50) that minimizing the cumulative retrospective cost function (42) determines the controller coefficient vector \( \hat{\theta} \) that best fits \( G_t(q)[u(k) - \Phi(k) \hat{\theta}] \) to the performance data \( z(k) \). In terms of the optimal controller coefficient vector \( \hat{\theta}^* \), (50) can be written as

\[
\tilde{z}(k, \hat{\theta}^*) = z(k) - G_t(q)[u(k) - \Phi(k) \hat{\theta}^*].
\]  

(51)

For convenience, define

\[
u^*(k) \triangleq \Phi(k) \hat{\theta}^*,
\]

(52)

\[
u(k) \triangleq u(k) - u^*(k),
\]

(53)

so that

\[u(k) = u^*(k) + \tilde{u}(k).
\]

(54)

With this notation, (51) can be written as

\[
\tilde{z}(k, \hat{\theta}^*) = z(k) - G_t(q) \tilde{u}(k).
\]

(55)

Using (54) to replace \( u \) in \( \Phi \) by \( u^* + \tilde{u} \), it follows from (29)–(31) and (52) that \( u^* \) satisfies

\[
u^*(k) = \sum_{i=1}^{n_1} P_i \nu^*(k-i) + \sum_{i=1}^{n_2} P_i \tilde{u}(k-i) + \sum_{i=1}^{n_3} Q_i^* y(k-i).
\]

(56)

Note that the actual input to the plant at step \( k \) is \( u(k) \), which, in (54), is written as the sum of the pseudocontrol input \( u^*(k) \) and the virtual external control perturbation \( \tilde{u}(k) \).

Although the signals \( u^* \) and \( \tilde{u} \) are not explicitly used by RCAC, it is now shown that they are crucial to understanding the role of \( G_t \). From (56) it follows that

\[
u^*(k) = D_c^{-1}(q)[(q^n I_c - D_c(q)) \tilde{u}(k) + N_c(q) y(k)],
\]

(57)

where

\[
D_c(q) \triangleq q^n I_c - q^{n-k} P_1 - \cdots - P_{n,r},
\]

(58)

\[
N_c(q) \triangleq q^{n-k} Q_1 + \cdots + Q_{n,r},
\]

(59)

\[
G_c^* \triangleq D_c^{-1} N_c^*.
\]

(60)

The special closed-loop transfer function from \( \tilde{u} \) to \( z \) arises from the way in which RCAC updates the controller coefficients. This controller update can be interpreted as a virtual external control perturbation \( \tilde{u} \) that is injected internally to the control update, which is called *intercalated injection*. Figures 6 and 7 show the equivalent transfer function representations of (54) and (57) with \( \tilde{u} \) represented as an external input. Figure 6 illustrates the intercalated injection of \( \tilde{u} \) inside the control update.

It follows from (4), (5), (54), and (57) that

\[
z(k) = G_{zw}(q) w(k) + G_{zw}(q) \cdot [D_c^{-1}(q)[(q^n I_c - D_c(q)) \tilde{u}(k) + N_c(q) y(k)] + \tilde{u}(k)],
\]

(61)

\[
y(k) = G_{yw}(q) w(k) + G_{yw}(q) \cdot [D_c^{-1}(q)[(q^n I_c - D_c(q)) \tilde{u}(k) + N_c(q) y(k)] + \tilde{u}(k)].
\]

(62)

Solving (62) for \( y(k) \) and substituting \( y(k) \) into (61) yields

\[
z(k) = G_{zw}(q) w(k) + G_{zw}(q) \tilde{u}(k),
\]

(63)

**FIGURE 6** A block diagram representation of (54) and (57) with the virtual external control perturbation \( \tilde{u} \) represented as an external input. The inner feedback loop, which represents (57), illustrates the intercalated injection of \( \tilde{u} \) inside the control update.

**FIGURE 7** An equivalent block diagram representation of (54) and (57) with \( \tilde{u} \) represented as an external input. In this representation, the inner feedback loop in Figure 6 is replaced by a prefilter.
where \( \tilde{G}_{z\rightarrow u} \) is given by (9) with \( G_c \) replaced by \( G_c^* \), that is,

\[
\tilde{G}_{z\rightarrow u} = G_{z\rightarrow u} + G_{z\rightarrow u} G_c^* (I - G_{y\rightarrow u} G_c^*)^{-1} G_{y\rightarrow u}
\]

(64)

and where

\[
\tilde{G}_{z\rightarrow u}^*(q) = q^{n_u} G_{z\rightarrow u}(q)[D_{c\rightarrow z}^{-1}(q) + G_c^*(q) \\
\cdot [I_q - G_{y\rightarrow u}(q) G_c^*(q)]^{-1} G_{y\rightarrow u}(q) D_{c\rightarrow z}^{-1}(q)].
\]

(65)

Now assume that \( y, z, \) and \( u \) are scalar signals. Using the notation in (10), (65) can be written as

\[
\tilde{G}_{z\rightarrow u}^*(q) = \frac{N_{z\rightarrow u}(q) q^{n_u}}{D(q) D_{c\rightarrow z}(q)} \\
+ \frac{N_{z\rightarrow u}(q) N_{y\rightarrow u}(q) q^{n_u}}{D(q) D_{c\rightarrow z}(q)} [D(q) D_{c\rightarrow z}(q) - N_{y\rightarrow u}(q) N_{c\rightarrow z}(q)]
\]

(66)

\[
= \frac{N_{z\rightarrow u}(q) q^{n_u}}{D(q) D_{c\rightarrow z}(q) - N_{y\rightarrow u}(q) N_{c\rightarrow z}(q)}.
\]

(67)

It can be seen from (55) that \( \hat{z}(k, \theta^\star) = z(k) - G_c(q) \hat{u}(k) \) is the residual of the fit between \( z \) and the output of the target model \( G_c \) with input \( \hat{u} \). However, (63) shows that \( \tilde{G}_{z\rightarrow u} \), whose coefficients are given by \( \theta^\star \), is the actual transfer function from \( \hat{u}(k) \) to \( z(k) \). Therefore, minimizing the retrospective cost function (42) yields the value \( \theta(k + 1) = \theta^\star \) of \( \theta \), and thus the controller \( G_{c\rightarrow z,k+1} \) that provides the best fit of \( G_c \) by the transfer function \( \tilde{G}_{z\rightarrow u,k+1} \) from \( \hat{u} \) to \( z \). In other words, RCAC determines \( G_{c\rightarrow z,k+1} \) so as to optimally fit \( \tilde{G}_{z\rightarrow u,k+1} \) to \( G_c \).

The intercalated closed-loop transfer function \( \tilde{G}_{z\rightarrow u,k+1} \) is distinct from the closed-loop transfer function \( G_{z\rightarrow u,k} \) from an external control-input perturbation \( \hat{u} \) to the performance variable \( z \). In the case where \( y, z, \) and \( u \) are scalar signals, \( G_{z\rightarrow u,k} \) is given by

\[
G_{z\rightarrow u,k} = \frac{N_{z\rightarrow u} D_{c\rightarrow z}}{D_{c\rightarrow z} - N_{y\rightarrow u} N_{c\rightarrow z}}.
\]

(68)

The difference between (67) and (68) is that the numerator of (67) has the fixed polynomial \( q^{n_u} \) in place of the time-varying polynomial \( D_{c\rightarrow z} \) in the numerator of (68). This distinction implies that the only NMP zeros in (67) are those arising from \( G_{z\rightarrow u} \), unlike (68), which includes “time-varying” zeros arising from \( G_{c\rightarrow z,k} \).

MODELING INFORMATION REQUIRED FOR \( G_t \)

This section specifies the modeling information required by RCAC. For the standard problem, this information includes the relative degree, the leading numerator coefficient, and all of the NMP zeros of \( G_{z\rightarrow u} \). For the adaptive servo problem, it follows from (28) that this information is obtained from \( G_x = -G_{z\rightarrow u} \). The discussion in this section is confined to the case where \( z \) and \( u \) are scalar signals. Note, however, that \( y \) may be a vector signal, and thus the controllers based on \( G_t \) as specified below may be multiple input, single output.

Relative Degree

Since \( \tilde{G}_{z\rightarrow u,k+1} \) approximates \( G_t \), it is advantageous to choose the relative degree of \( G_t \) to be equal to the relative degree of \( \tilde{G}_{z\rightarrow u,k+1} \). It follows from (67) that the relative degree of \( \tilde{G}_{z\rightarrow u,k+1} \) is equal to the relative degree of \( G_{z\rightarrow u} \). The relative degree of \( G_t \) is thus chosen to be equal to the relative degree of \( G_{z\rightarrow u} \). This choice requires knowledge of the relative degree \( d_{z\rightarrow u} \) of \( G_{z\rightarrow u} \) [39].

Nonminimum-Phase Zeros

In [39], the target model \( G_t \) is chosen such that the roots of \( N_t \) include the NMP zeros of \( G_{z\rightarrow u} \). As can be seen from (67), a key feature of \( \tilde{G}_{z\rightarrow u,k+1} \) is the factor \( N_{z\rightarrow u} \) in its numerator. This means that, since RCAC adapts \( G_{c\rightarrow z} \) so as to match \( \tilde{G}_{z\rightarrow u,k+1} \) to \( G_t \), RCAC may cancel NMP zeros of \( G_{z\rightarrow u} \) that are not included in the roots of \( N_t \) to remove them from \( \tilde{G}_{z\rightarrow u,k+1} \). This observation motivates the need to include all of the NMP zeros of \( G_{z\rightarrow u} \) in \( N_t \). As an aside, Example P1 shows that RCAC cancels all of the minimum-phase zeros of \( G_{z\rightarrow u} \) that are not included in the roots of \( N_t \) to remove them from \( \tilde{G}_{z\rightarrow u,k+1} \).

Markov Parameters

In [37] and [38], \( G_t \) is based on the Markov parameters of \( G_{z\rightarrow u} \). In particular, for each complex number \( z \) whose absolute value is greater than the spectral radius of \( A \), it follows that \( G_{z\rightarrow u} \) has the Laurent expansion

\[
G_{z\rightarrow u}(z) = E_1 (z I - A)^{-1} B = \sum_{i=0}^{\infty} H_i \frac{1}{z^i},
\]

(69)

where \( H_0 \rightarrow E_2 \) and, for all \( i \geq 1 \), the \( i \)th Markov parameter of \( G_{z\rightarrow u} \) is given by

\[
H_i \rightarrow E_1 A^{i-1} B.
\]

(70)

As shown in [38], a sufficiently large number \( \bar{n} \geq d_{z\rightarrow u} \) of Markov parameters in a truncation of (69) yields an FIR target model \( G_t(z) = \sum_{i=\bar{n}}^{d_{z\rightarrow u}} (H_i / z^i) \) whose zeros approximate the NMP zeros of \( G_{z\rightarrow u} \) with absolute value greater than the spectral radius of \( A \). In addition, every truncation of (69) with \( \bar{n} \geq d_{z\rightarrow u} \) has the correct relative degree, that is, the relative degree of \( G_{z\rightarrow u} \). Note that, since \( G_{z\rightarrow u} = N_{y\rightarrow u} / D \) and \( D \) is monic, \( H_{d_{z\rightarrow u}} \) is the leading numerator coefficient of \( G_{z\rightarrow u} \).

Finite Impulse Response Target Model

In the case where \( G_{z\rightarrow u} \) is minimum phase, the FIR target model is defined to be

\[
G_t(q) = \frac{H_{d_{z\rightarrow u}}}{q^{d_{z\rightarrow u}}}.
\]

(71)

This choice of \( G_t \) requires knowledge of the relative degree \( d_{z\rightarrow u} \) of \( G_{z\rightarrow u} \) and the first nonzero Markov parameter \( H_{d_{z\rightarrow u}} \) of \( G_{z\rightarrow u} \). Note that, for the adaptive servo problem, since \( G_{z\rightarrow u} = -G_{u\rightarrow z} \), it follows that \( H_{d_{z\rightarrow u}} = -H_{d_{u\rightarrow z}} \) where \( H_{d_{u\rightarrow z}} \) is the first nonzero Markov parameter of \( G_w \).
In the case where \( G_{zu} \) is NMP, the FIR target model is defined to be
\[
G_I(q) = \frac{H_d, N_{zu,u}(q)}{q \deg(N_{zu,u})},
\]
(72)
where the roots of the monic polynomial \( N_{zu,u} \) are the NMP zeros of \( G_{zu} \). This choice of \( G_I \) requires knowledge of the relative degree \( d_{zu} \) of \( G_{zu} \), the first nonzero Markov parameter \( H_d \) of \( G_{zu} \), and the NMP zeros of \( G_{zu} \). In both cases, the relative degree of \( G_I \) is equal to the relative degree of \( G_{zu} \).

ADAPTIVE POLE PLACEMENT
This section considers adaptive pole placement for the adaptive standard problem and the adaptive servo problem using RCAC. The first step is to define the IIR target model for pole placement.

Infinite Impulse Response Target Model for Pole Placement
Since \( \tilde{G}_{zu} \approx G_{zu} \), RCAC attempts to place the poles of \( \tilde{G}_{zu} \) at the locations of the poles of \( G_{zu} \). It can be seen from (11) and (67) that the denominator of \( \tilde{G}_{zu} \) is equal to the denominator of the closed-loop transfer function \( G_{zw} \). Consequently, RCAC attempts to place the closed-loop poles at the locations of the poles of \( G_{zu} \). To use \( G_{zu} \) for pole placement, let \( D_p \) be a monic polynomial of degree \( n_p \) whose roots are the desired closed-loop pole locations. Then, in the case where \( G_{zu} \) is minimum phase, the IIR target model is defined to be
\[
G_I(q) = \frac{H_d, q^{n_p-d_{zu}}}{D_p(q)},
\]
(73)
and, in the case where \( G_{zu} \) is NMP, the IIR target model is defined to be
\[
G_I(q) = \frac{H_d, q^{|n_p-d_{zu}|}, \deg(N_{zu,u}) N_{zu,u}(q)}{D_p(q)}.
\]
(74)

The target models (71) and (73) for minimum-phase \( G_{zu} \) along with the target models (72) and (74) for NMP \( G_{zu} \) represent the modeling information required by RCAC.

In the case where \( n_p < n + n_c \), RCAC attempts to place \( n_p \) closed-loop poles at the locations of the poles of \( G_{zu} \). The remaining \( n + n_c - n_p \) closed-loop poles are placed either at the locations of the minimum-phase zeros of \( G_{zu} \) that are not included in the roots of \( N_l \) so that \( \tilde{G}_{zu} \) approximates \( G_{zu} \) or at zero.

Example PP1: Pole Placement for the Adaptive Servo Problem
Consider the unstable, minimum-phase plant
\[
G(q) = \frac{q^2 - 1.4q + 0.85}{(q - 1.05)(q^2 - 1.6q + 0.89)}.
\]
(75)
Let \( r \) be a unit step command, and let \( d = v = 0 \). To place five closed-loop poles at 0.3, 0.4, 0.6, and \( \pm 0.1i \), the IIR target model (73) is used with
\[
D_p(q) = (q - 0.3)(q - 0.4)(q - 0.6)(q^2 + 0.01).
\]
(76)
Let \( R_s = 10^{-20} I_{1w} \), \( R_s = 0 \), and \( n_c = 4 \). RCAC asymptotically follows the step command and places five closed-loop poles near the locations of the roots of \( D_p \), as shown in Figure 8. Note that the remaining two closed-loop poles cancel the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8.png}
\caption{Example PP1: Pole placement for the adaptive servo problem. With \( R_s = 10^{-20} I_{1w} \), retrospective cost adaptive control places five closed-loop poles near the locations of the roots of \( D_p \). The closed-loop poles and zeros are shown at step \( k = 100 \).}
\end{figure}
minimum-phase zeros of $G$, which are not included in the target model (73).

Next set $R_o = 10^{-40} l_u$. Figure 9 shows the locations of the closed-loop poles. Note that RCAC places the closed-loop poles closer to the desired locations because $R_o$ is decreased and thus $P(0)$ is increased.

**Example PP2: Pole Placement for the Adaptive Standard Problem**

Consider the unstable NMP plant

$$G(q) = \frac{q - 1.2}{(q - 1.1)(q - 2)}.$$  \hspace{1cm} (77)

Let $\omega$ be a unit step. RCAC is applied with $R_o = 10^{-30} l_u$, $R_i = 0$, and $n_i = 3$. To place five closed-loop poles at 0.1, 0.3, 0.5, and $\pm 0.75 j\omega$, the IIR target model (74) is used with

$$D_p(q) = (q - 0.1)(q - 0.3)(q - 0.5)(q^2 + 0.5625).$$  \hspace{1cm} (78)

Note that the NMP zero of (77) lies between the two unstable poles. It follows from root-locus analysis and the parity interlacing property [74] that stabilization of (77) requires the controller to be unstable [21]. RCAC places five closed-loop poles near the locations of the roots of $D_p$, as shown in Figure 10. As expected, $G_{c,k}$ converges to an unstable controller.

The examples in this section show how RCAC can be used to assign a subset of the closed-loop poles, which can be viewed as partial pole placement. Example PP2 demonstrates this objective for an unstable plant that requires an unstable controller for stabilization. The “Effect of Sensor Noise” section investigates the effect of sensor noise on the ability to achieve pole placement.

**ADAPTIVE HARMONIC COMMAND FOLLOWING AND DISTURBANCE REJECTION**

This section demonstrates the ability of RCAC to develop internal models of commands and disturbances by considering two examples of adaptive harmonic command following and disturbance rejection. In the first example, RCAC is used to follow harmonic commands with an IIR feedback controller as well as with combined feedback-feedforward control. Next, for harmonic disturbance rejection, the ability of RCAC to readapt to changing disturbance frequencies is investigated.

**Example H1: Harmonic Command Following for the Adaptive Servo Problem**

Consider the asymptotically stable, minimum-phase plant

$$G(q) = \frac{q - 0.8}{(q - 0.95)(q - 0.99)}.$$  \hspace{1cm} (79)

Let $r$ be the harmonic command $r(k) = \cos \omega k$, where $\omega = 0.5$ rad/sample, and let $d = v = 0$. RCAC is applied with $R_o = 0.2 l_u$, $R_i = 0$, $n_i = 5$, and the FIR target model (71). $G_{c,k}$ is restricted to be an FIR controller of the form (35) and (36). Since RCAC cannot develop an internal model of the command $r$ due to the FIR structure of $G_{c,k}$, the command-following performance is severely restricted, as shown in Figure 11. The closed-loop system is instantaneously unstable at most time steps up to $k = 500$.

Next, $G_{c,k}$ is an IIR controller of the form (29) and (34). In this case, RCAC automatically develops an internal model...
in the form of controller poles located on the unit circle at
the command frequency \( \omega \) and asymptotically follows the
harmonic command, as shown in Figure 12.

Finally, the feedback-feedforward control is combined
with decentralized adaptation, as shown in Figure 13,
where the feedback controller is FIR and the feedfor-
ward controller is IIR. Both controllers are of order
\( n = 5 \). In this case, since the controller is feedback-feed-
forward, RCAC asymptotically follows the harmonic
command without developing an internal model, as
shown in Figure 14.

Example H2: Two-Tone Harmonic Disturbance Rejection
for the Adaptive Servo Problem Using an IIR Controller
Consider the asymptotically stable plant

\[
A = \begin{bmatrix} 0.9 & -0.5625 & 0 & 1 & 0 \\ 0.1 & 1 & 0 & 1 & 0 \\ 0.01 & 0.01 & 0.01 & 0.01 & 0.01 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \\ 0 \\ \end{bmatrix}, \quad D_1 = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ \end{bmatrix}, \quad \hat{C} = \begin{bmatrix} 0.78 & -1.18 & 1 \\ \end{bmatrix}, \quad D_0 = 0, \quad \hat{D}_0 = 0,
\]

where \( G_c \) is NMP. Let \( \nu = 0 \) and \( d(k) = [\cos \omega_1 k \cos \omega_2 k]^T \),
where \( \omega_1 = (\pi/8) \text{ rad/sample} \) and \( \omega_2 = (\pi/12) \text{ rad/sample} \).
RCAC is applied with \( k_w = 50, R_0 = 0.01I, R_x = 0, \ n_c = 12, \)
and the FIR target model (72) with an IIR controller. RCAC
automatically develops an internal model of the harmonic
disturbance and thus rejects the harmonic disturbance, as
shown in Figure 15.

Next, let \( r(k) = \cos \omega_1 k, \nu = 0, \) and \( d(k) = [\cos \omega_2 k \ 1]^T \),
where \( \omega_1 = (\pi/15) \text{ rad/sample} \) and \( \omega_2 = (\pi/5) \text{ rad/sample} \)
for \( 1 \leq k \leq 2000 \), and where \( \omega_2 = (\pi/8) \text{ rad/sample} \) for \( 2000 < k \leq 4000 \). RCAC automatically develops internal
models of the command and disturbance and thus asympto-
tically follows the harmonic command and rejects the
step and harmonic disturbances, as shown in Figure 16.
Note that, after the disturbance frequency changes at step
\( k = 2000 \), RCAC readapts and rejects the disturbance.

The examples in this section show that, for harmonic
command following and harmonic disturbance rejection,
RCAC has the ability to automatically develop an internal
model of the command and disturbance without knowledge

**FIGURE 10** Example PP2: Pole placement for the adaptive standard problem. Retrospective cost adaptive control places five closed-
loop poles near the locations of the roots of \( D_p \). Note that the controller becomes unstable after a few steps, and the closed-loop system
is stabilized at step \( k = 16 \). The closed-loop poles and zeros are shown at step \( k = 100 \).
Adaptive Control with Stochastic $w$ and $d$

RCAC is applied to the adaptive standard problem in the case where the exogenous signal $w$ is stochastic as well as to the adaptive servo problem in the case where the disturbance $d$ is stochastic. The closed-loop frequency of the spectrum of these signals. In “Adaptive PID Control,” RCAC is applied to step-command following using an adaptively tuned PID controller. In “RCAC for Model Reference Adaptive Control,” RCAC is compared to a continuous-time MRAC method for minimum-phase and NMP plants.

**FIGURE 11** Example H1: Harmonic command following for the adaptive servo problem using a finite impulse response (FIR) controller. Since retrospective cost adaptive control cannot develop an internal model of the command $r$ due to the FIR structure of $G_{zr}$, the command-following performance is severely restricted. Note that the controller coefficients do not converge, and the closed-loop system alternates between asymptotic stability and instability.

**FIGURE 12** Example H1: Harmonic command following for the adaptive servo problem. With an infinite impulse response controller structure, retrospective cost adaptive control achieves an internal model of the harmonic command signal by placing controller poles on the unit circle at the command frequency. The internal-model poles of the controller are evident in the form of two closed-loop zeros on the unit circle, which are shown by the red plus signs. The closed-loop poles and zeros are shown at step $k = 300$.

**FIGURE 13** A block diagram representation of combined feedback-feedforward control with decentralized adaptation for the adaptive servo problem.
response and the $H_2$ cost of RCAC are compared to high-authority LQG, presented in “Discrete-Time LQG Control.”

**H$ _2$ Cost of Strictly Proper Controllers**
For the plant (1)–(3), the $H_2$ cost of an arbitrary stabilizing strictly proper controller

\[ G_c = \begin{bmatrix} A_c & B_c \\ C_c & 0 \end{bmatrix} \]

is computed by first defining

\[ D \triangleq \begin{bmatrix} D_1 \\ B_cD_2 \end{bmatrix}, \quad V = \tilde{D}\tilde{D}^T. \] (82)
Then, the H₂ cost is given by

\[ J(A, B, C) = \text{tr}(Q_1 R_1) + \text{tr}(Q_2 C_1^T R_2 C_1). \]

(83)

\[ Q_1 \in \mathbb{R}^{n \times n}, \quad Q_2 \in \mathbb{R}^{n \times n} \]

satisfy

\[ \bar{Q} = \begin{bmatrix} Q_1 & Q_{12} \\ Q_{12}^T & Q_2 \end{bmatrix}, \]

(84)

and \( \bar{Q} \in \mathbb{R}^{n+n+n+n} \) is the solution of the discrete-time

Lyapunov equation

\[ \bar{Q} = \bar{A} \bar{Q} \bar{A}^T + \bar{V}, \]

(85)

where \( \bar{A} \) is defined in (S24).

**High-Authority LQG Target Model**

Since RCAC tends to match \( \hat{G}_{zw} \) to \( G_l \), \( G_l \) is chosen with the numerator \( N_{zw}(q) q^{n_w} \) and the closed-loop denominator \( \hat{D}_{HA} \) of high-authority LQG to construct the high-authority LQG target model

\[ G_l(q) = \frac{N_{zw}(q) q^{n_w}}{\hat{D}_{HA}(q)} = \frac{H_{d_u} q^{m_w} N_{d_u,w}(q)}{N_{zw}(q) q^{n_w} N_{d_u,w}(q) N_{d_u,w}(q)^{-1}}. \]

(86)

where \( m = n - d_u - d_{zw} \). Note that \( m \) may be negative. The target model (86) is based on (S29). By choosing (86), the goal is to compare the performance of RCAC with the performance of high-authority LQG in the case \( n_c = n \). Note that using (86) as the target model requires knowledge of \( \hat{D}_{HA} \) in addition to the modeling information required by (71) and (72). The use of (86) is thus only for conceptual illustration. To avoid using knowledge of \( \hat{D}_{HA} \), the following uses the FIR target models (71) and (72), but with \( n_c > n \).

All examples in this section, unless specified otherwise, use \( R_o = 10^{-10} I_{w_k} k_w = 50 \), and \( R_o = 0 \).

**Example SD1: Adaptive Control with Stochastic w for the Adaptive Standard Problem**

Consider the asymptotically stable plant

\[
A = \begin{bmatrix}
0.855 & 1 & 0 & 0 & 0 \\
-0.1715 & 0.855 & -0.4266 & -0.3607 & 0.4952 \\
0 & 0 & 0.5 & -0.5072 & 0.6964 \\
0 & 0 & 0 & 0.6716 & 1 \\
0 & 0 & 0 & -0.4514 & 0.6716
\end{bmatrix},
\]

\[
B = \begin{bmatrix}
0 \\
0 \\
0 \\
-0.6269 \\
0.3985
\end{bmatrix}
\]

(87)
Adaptive PID Control

Proportional-integral-derivative (PID) control is likely the most widely used feedback control technique [S1]–[S3]. Adaptive PID control is considered in [S4]. This sidebar considers the discrete-time PID controller structure

\[
    u(k) = u_0(k) + u_1(k) + u_2(k),
\]

where

\[
    u_0(k) = K_p(k)y(k - 1),
\]

\[
    u_1(k) = K_i(k)y(k - 1),
\]

\[
    u_2(k) = K_d(k)[y(k - 1) - y(k - 2)],
\]

and the integrator state \( \gamma \) satisfies

\[
    \gamma(k) = \gamma(k - 1) + y(k - 1).
\]

Note that the PID controller (S1)–(S5) is strictly proper. RCAC is used to adaptively tune \( K_p \), \( K_i \), and \( K_d \).

Example PID1: Step Command Following for the Adaptive Servo Problem Using Adaptive PID Control

Consider the asymptotically stable, NMP plant

\[
    G(q) = \frac{(q - 0.975)(q - 1.2)}{(q - 0.99)(q^2 - 1.6q + 0.965)},
\]

let \( r \) be a step command with height two, let \( \sigma \) be a step disturbance with height \(-1.1\), and let \( v = 0 \). RCAC is applied to the adaptive PID controller (S1)–(S5) with \( R_p = 10^4 I_n \) and \( R_u = 0 \). RCAC rejects the step disturbance and asymptotically follows the step command, as shown in Figure S1.

REfERENCES


FIGURE S1 Example PID1: Step command following for the adaptive servo problem using adaptive proportional-integral-derivative control. Retrospective cost adaptive control rejects the disturbance and asymptotically follows the step command.
RCAC for Model Reference Adaptive Control

The model reference adaptive control (MRAC) problem is shown in Figure S2. This problem is a special case of the adaptive standard problem with

\[
\begin{align*}
  w &= \begin{bmatrix} r \\ d \\ u \end{bmatrix}, \\
  y &= \begin{bmatrix} r \\ y_m \end{bmatrix}, \\
  y_m &= G_m r, \\
  z &= y_m - y_n,
\end{align*}
\]

(S7)

\[
\begin{align*}
  G_{zw} &= [G_m - G_d - I], \\
  G_{zw} &= -G_u, \\
  G_{yw} &= \begin{bmatrix} I \\ 0 \\ 0 \\ G_d \\ I_c \end{bmatrix}, \\
  G_{yw} &= G_{uw},
\end{align*}
\]

(S8)

where \( r \in \mathbb{R}^k \) and \( G_m \) is the reference model. Since \( y \) includes the command \( r \), the controller includes both feedback and feedforward action. Note that the role of the target model \( G_T \) used by RCAC is distinct from the role of the reference model \( G_m \) used in MRAC.

The MRAC problem is widely studied, and numerous techniques have been developed [11], [12], [14], [17], [78]. The MRAC controllers in [11, pp. 343–371] are compared below to RCAC for continuous-time plants. These controllers require knowledge of the relative degree of the plant as well as the leading coefficient of the plant numerator. The form of the controller depends on the relative degree of the plant, and the approach is confined to minimum-phase plants. An extension to NMP plants is given in [12].

**Example MRAC1: MRAC for a Minimum-Phase Plant**

Consider the continuous-time unstable, minimum-phase triple integrator

\[
G(s) = \frac{s + 0.1}{s^3}.
\]

(S9)

Let \( r \) be an alternating sequence of step commands with heights \( \pm 1 \), let \( d = v = 0 \), and let \( G_m \) be the continuous-time reference model \( \tilde{G}_m(s) = 1/(s + 1) \). The MRAC algorithm is the one given in [11, p. 355] for plants with relative degree two. Figure S3 shows the closed-loop response. Next, the plant (S9) and reference model \( \tilde{G}_m \) are discretized with the sampling period \( h = 0.01 \) s, yielding

\[
G(q) = \frac{10^{-5}(5q^2 + 0.0067q - 5)}{(q - 1)^3}, \quad \tilde{G}_m(q) = \frac{0.01}{q - 0.99}.
\]

(S10)

<table>
<thead>
<tr>
<th>Method</th>
<th>( d )</th>
<th>( \epsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>[11, p. 355]</td>
<td>0</td>
<td>216</td>
</tr>
<tr>
<td>RCAC</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>[11, p. 355]</td>
<td>-0.2</td>
<td>3667</td>
</tr>
<tr>
<td>RCAC</td>
<td>-0.2</td>
<td>153</td>
</tr>
</tbody>
</table>

**TABLE S1** The performance metric \( \epsilon \) for the model reference adaptive controller given in [11, p. 355] and retrospective cost adaptive control (RCAC). Note that RCAC yields better performance in the case where \( d = 0 \) as well as in the presence of a constant disturbance.

**FIGURE S2** A block diagram representation of the model reference adaptive control problem with the adaptive controller \( G_{c,k} \).

**FIGURE S3** Example MRAC1: Application of retrospective cost adaptive control (RCAC) to the model reference adaptive control (MRAC) problem for the minimum-phase triple integrator (S9). (a) shows the MRAC controller from [11, p. 355], and (b) shows the RCAC controller; both follow the output of the reference model.
RCaC is applied to the m RaC problem with $R_l = 10^{-10} l_u$, $R_u = 0$, and $n_c = 10$. Twenty Markov parameters are used to construct the target model. RCAC asymptotically follows the output of the reference model, as shown in Figure S3. Table S1 shows the value of the performance metric $\|z(k)\|^2$ for the MRAC controller given in [11, p. 355] and for RCAC. Finally, let the disturbance $d$ be a step with height $-0.2$. Figure S4 shows the command-following performance for the mRaC controller given in [11, p. 355] and RCaC. Table S1 shows the value of the performance metric for the mRaC controller and RCaC.

**Example MRAC2: MRAC for an NMP Plant**

Consider the continuous-time unstable, NMP double integrator

$$\hat{G}(s) = \frac{s - 0.0952}{s^2}.$$  \hspace{1cm} (S11)

Let $r$ be a sequence of step commands with sign-alternating heights, let $d = y = 0$, and let $\hat{G}_m$ be the continuous-time reference model $\hat{G}_m(s) = (s - 0.0952)/(s^2 + 30s + 1)$. Note that $\hat{G}$ and $\hat{G}_m$ have the same NMP zero. Attempting to use the MRAC algorithm given in [11, p. 345] yields an unstable closed-loop system (not shown). The plant (S9) and the reference model $\hat{G}_m(s) = 1/(s^2 + 30s + 1)$ are discretized with the sampling period $h = 1$ s, yielding

$$G(q) = \frac{q - 1.1}{(q - 1)^2}, \quad G_m(q) = \frac{0.03174q + 0.001078}{q^2 - 0.9672q}. \hspace{1cm} (S12)$$

RCaC is applied to the MRAC problem with $R_l = 0.002 l_u$, $R_u = 0$, $n_c = 6$, and the FIR target model (72). RCAC asymptotically follows the output of the reference model, as shown in Figure S5.

---

**FIGURE S4** Example MRAC1: Application of retrospective cost adaptive control (RCaC) to the model reference adaptive control (MRaC) problem for the minimum-phase triple integrator (S9) in the presence of a step disturbance. (a) shows the response of the MRAC controller from [11, p. 355], and (b) shows the response of RCaC.

**FIGURE S5** Example MRAC2: Application of retrospective cost adaptive control (RCaC) to the model reference adaptive control problem for the nonminimum-phase double integrator (S12). (a) shows that RCaC asymptotically follows the output of the reference model, and (b) shows the controller coefficient vector $\theta$ and the control $u$. 

---
Discrete-Time LQG Control

Discrete-time linear-quadratic-Gaussian (LQG) is not as widely used as the continuous-time version [S5], [S6]; the relevant equations for discrete-time LQG can be found in [79, p. 878], and a complete derivation in a more general context is given in [S7]. Solutions of the discrete-time Riccati equations are discussed in [S8]. Here the focus is on the high-authority LQG solution.

For the standard problem (1)–(3), define

$$R_1 \triangleq E_1E_1^T \in \mathbb{R}^{n \times n}, \quad R_{12} \triangleq E_1E_2^T \in \mathbb{R}^{n \times l}, \quad R_2 \triangleq E_2E_2^T \in \mathbb{R}^{l \times l},$$

$$V_1 \triangleq D_1D_1^T \in \mathbb{R}^{n \times n}, \quad V_{12} \triangleq D_1D_2^T \in \mathbb{R}^{n \times l}, \quad V_2 \triangleq D_2D_2^T \in \mathbb{R}^{l \times l}.$$  \hspace{1cm} (S13)

Assuming that $w$ is zero-mean Gaussian white noise with covariance $I$, $n$th-order strictly proper LQG controller

$$G = \begin{bmatrix} A_c & B_c \\ C_c & 0 \end{bmatrix}$$

minimizes

$$J(A_c, B_c, C_c) \triangleq \lim_{k \to \infty} \mathbb{E} \left[ \sum_{i=0}^{k} z^T(i)z(i) \right]$$

and is given by

$$A_c = A + BC_c - B_cC_c, \quad B_c = (AQ^T + V_{12})(V_2 + QQ^T)^{-1}, \quad C_c = -(R_2 + B^T P B)^{-1}(R_2 + B^T PA),$$  \hspace{1cm} (S14)

$$P = \hat{A}_c^T P \hat{A}_c - \hat{A}_c^T P (R_2 + B^T P B)^{-1} B^T P \hat{A}_c + \hat{R}_1, \quad Q = \hat{A}_c^T Q \hat{A}_c - \hat{A}_c^T Q C^T (V_2 + QQ^T)^{-1} CQ \hat{A}_c + \hat{V}_1,$$  \hspace{1cm} (S15)

where the positive-semidefinite matrices $P \in \mathbb{R}^{n \times n}$ and $Q \in \mathbb{R}^{n \times n}$ are solutions of the discrete-time algebraic Riccati equations

$$\hat{A}_c = A - B_c^TR_2^*R_2^{-1}B_c, \quad \hat{R}_1 = R_1 - R_{12}R_2^*R_1^T, \quad \hat{A}_c = A - V_{12}V_2^*C, \quad \hat{V}_1 = V_1 - V_{12}V_2^*V_1^T.$$  \hspace{1cm} (S16)

The eigenvalues of the closed-loop system are given by

$$\text{mspec}(\hat{A}) = \text{mspec}(A + BC_c) \cup \text{mspec}(A - B_cC),$$  \hspace{1cm} (S23)

where

$$\hat{A} \triangleq \begin{bmatrix} A & BC_c \\ B_c & A_c + B_cD_cC_c \end{bmatrix}.$$  \hspace{1cm} (S24)

and “mspec” denotes the spectrum of a matrix including eigenvalue multiplicity. Under the assumptions

- $(A, B)$ is stabilizable
- $(A, C)$ has no unobservable eigenvalues on the unit circle
- $(A, C, E)$ is asymptotically stable.

it then follows that (S19) and (S20) have unique positive-semidefinite solutions $P$ and $Q$, and, furthermore, $\hat{A}$ is asymptotically stable.

Note that the LQG controller is independent of $E_0$. This is because, since LQG is based on the assumption that $w$ is zero-mean Gaussian white noise, the contribution of $Ew$ to $J(A_c, B_c, C_c)$ is not affected by the choice of $A_c$, $B_c$, and $C_c$. However, for the servo problem shown in Figure 3, $E_0$ is not zero, and the command $r$, which is a component of $w$, is not Gaussian white noise. Likewise, in some applications, the disturbance $d$ in the servo problem is not Gaussian white noise, and thus the exogenous signal $w$ in the standard problem is not Gaussian white noise. Therefore, in these cases, the LQG controller is not necessarily optimal. Nevertheless, the LQG controller is used for comparison with RCAC in these cases without modification. Examples SD1–SD3 compare the closed-loop frequency response and $H_2$ cost of RCAC to high-authority LQG.

**FIGURE S6** Example LQG1: The closed-loop transfer function $\hat{G}_{zw}$ has one pole at each zero of $G_{zu}$ and $G_{yw}$ as well as two poles at zero.
Properties of Discrete-Time High-Authority LQG

This section reviews properties of high-authority LQG, that is, the case where $R_S = 0$ and $V_z = 0$. In this case, $\tilde{A}_S = A, \tilde{R}_I = R_I, \tilde{A}_E = A$, and $\tilde{V}_I = V_I$. The properties of discrete-time high-authority LQG are analogous to the properties of continuous-time high-authority LQG given in [55, pp. 281–289]. For simplicity, assume that $y, z, u$, and $w$ are scalar signals. Consider the factorizations of the numerators $N_{zu}$ and $N_{yw}$ of $G_{zu}$ and $G_{yw}$, respectively, given by

$$N_{zu} = H_{du} N_{zu,u} N_{zu,u}$$

(S25)

$$N_{yw} = H_{dw} N_{yw,u} N_{yw,u}$$

(S26)

where $d_{zu} \geq 0$ is the relative degree of $G_{zu}$, $H_{du}$ is the first nonzero Markov parameter of $G_{zu}$, $d_{yw} \geq 0$ is the relative degree of $G_{yw}$, $H_{dw}$ is the first nonzero Markov parameter of $G_{yw}$, the roots of the monic polynomials $N_{zu,u}$ and $N_{yw,u}$ are the minimum-phase zeros of $G_{zu}$ and $G_{yw}$, respectively, and the roots of the monic polynomials $N_{zu,u}$ and $N_{yw,u}$ are the NMP zeros of $G_{zu}$ and $G_{yw}$, respectively. Note that $H_{du}$ is the leading nonzero coefficient of $N_{zu}$, and $H_{dw}$ is the leading nonzero coefficient of $N_{yw}$. With this notation it follows that

$$\text{mspec}(A + BC) = \text{mzeros}(z^{d_{zu}}N_{zu,u}(z)N_{zu,u}(z^{-1})).$$

(S27)

$$\text{mspec}(A - B_C) = \text{mzeros}(z^{d_{yw}}N_{yw,u}(z)N_{yw,u}(z^{-1})).$$

(S28)

where mzeros denotes the multiset of zeros of a rational function including multiplicity. Note that the zeros of $N_{zu,u}(z^{-1})$ are the reflections across the unit circle (that is, the reciprocals) of the NMP zeros of $G_{zu}$. For example, if $N_{zu,u}(z) = z - 1.2$, then $N_{zu,u}(z^{-1}) = (1 - 1.2z)/z$. It follows from (S27) and (S28) that the closed-loop poles of high-authority LQG control are the zeros of

$$\bar{D}_{HA}(z) = z^{d_{zu}}N_{zu,u}(z)N_{zu,u}(z^{-1}) N_{yw,u}(z)N_{yw,u}(z^{-1}).$$

(S29)

It thus follows from (S23) that $\text{mspec}(A) = \text{mzeros}(\bar{D}_{HA})$. Similar observations are made for continuous-time systems in [55] and for discrete-time systems in [42]. A surprising aspect of high-authority LQG control is that the poles and zeros of $G_{uu}$, which is present in the feedback loop and thus determines the gain and phase margins, do not affect the locations of the closed-loop poles.

Example LQG1: High-Authority LQG Control for the Standard Problem with $y \neq z$, with Stochastic $w$ Not Matched with $u$, and with Minimum-Phase $G_{zw}, G_{zw}^*, G_{yw}$ and $G_{yw}^*$

Consider the asymptotically stable, minimum-phase plant

$$A = \begin{bmatrix} 0.4 & 0.0958 & 0.1183 & 0.3162 \\ 0 & 0.81 & 1 & 0 \\ 0 & -0.1539 & 0.81 & 0.4813 \\ 0 & 0 & 0 & -0.5 \end{bmatrix}, B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, C = \begin{bmatrix} -0.3807 \\ -0.2039 \\ 0.1771 \\ 0.8844 \end{bmatrix}$$

(S30)

$$E = \begin{bmatrix} 0.4456 & 0.0832 \\ -0.332 & -0.8272 \end{bmatrix}, D_0 = 0, D_1 = 0.$$ (S31)

The open- and closed-loop poles are shown in Figure S6. Note that $\text{mspec}(A + BC)$ consists of the zeros of $G_{zu}$ as well as zero with multiplicity one, while $\text{mspec}(A - B_C)$ consists of the zeros of $G_{yw}$ as well as zero with multiplicity one. This example illustrates (S27) and (S28), which relate the closed-loop spectrum to the zeros of $G_{zu}$ and $G_{yw}$.

Example LQG2: High-Authority LQG Control for the Standard Problem with $y \neq z$, with Stochastic $w$ Not Matched with $u$, and with NMP $G_{zw}, G_{zw}^*, G_{yw}$ and $G_{yw}^*$, All of Which Have Different NMP Zeros

(continued)
Example SD2: Adaptive Control with Nonzero-Mean, Stochastic $w$ for the Adaptive Standard Problem

Consider the Lyapunov-stable, NMP plant

$$G(q) = \frac{(q - 0.5)(q^2 - 1.92q + 1.44)}{(q - 1)(q - 0.9)(q^2 - 1.62q + 0.81)},$$  \hspace{1cm} (90)

and let $w$ be Gaussian white noise with mean 0.1 and standard deviation 0.05. The $H_2$ cost of the LQG controller is 28.96. RCAC is applied with $n_c = 5n_t = 20$ and the FIR target model (72), which uses no knowledge of $D_{HA}$. RCAC approximates the closed-loop frequency response of high-authority LQG except for the internal model of the disturbance bias, which has the form of a notch at dc, as shown in Figure 19.
Figure 18: Example SD1: Adaptive standard problem with $n_c = 20$. Retrospective cost adaptive control approximates the closed-loop frequency response of the high-authority linear-quadratic-Gaussian controller. In addition, the frequency response of $\tilde{G}_{zu,k}$ approximates the frequency response of $G_i$. The frequency-response plots are shown at step $k = 10^5$.

Figure 19: Example SD2: Adaptive standard problem with $n_c = 5n = 20$. Retrospective cost adaptive control approximates the closed-loop frequency response of the high-authority linear-quadratic-Gaussian controller except at dc due to the internal model needed to reject the step disturbance. The internal model has the form of a notch at dc corresponding to the closed-loop zero at $z = 1$. In addition, the frequency response of $\tilde{G}_{zu,k}$ approximates the frequency response of $G_i$. The frequency-response plots and closed-loop poles and zeros are shown at step $k = 10^5$. 
Note that RCAC automatically develops an internal model of the disturbance bias. The $H_2$ cost of the RCAC controller is 35.79.

Example SD3: Harmonic Command Following and Stochastic Disturbance Rejection for the Adaptive Servo Problem

Consider the asymptotically stable, minimum-phase plant

$$G(q) = \frac{(q^2 - 1.7q + 0.785)(q^2 - 1.4q + 0.85)}{(q - 0.5)(q^2 - 1.8q + 0.97)(q^2 - 1.4q + 0.98)}.$$  (91)

The $H_2$ cost of the LQG controller is 1.072. Let $r$ be the harmonic command $r(k) = \cos \omega k$, where $\omega = 0.8$ rad/sample; let $d$ be zero-mean Gaussian white noise with standard deviation 0.01, and let $v = 0$. RCAC is applied with $n_c = 8n = 40$ and the FIR target model (71), which uses no knowledge of $D_{HA}$. RCAC asymptotically follows the harmonic command and approximates the closed-loop frequency response of high-authority LQG except at the command frequency due to the internal model of the command, which has the form of a notch at the command frequency, as shown in Figure 20. As in Example SD2, RCAC automatically develops an internal model in response to the harmonic command. The $H_2$ cost of the RCAC controller is 1.15.

The examples in this section show that, as $G_{\xi \xi}$ adapts, the frequency response of $\tilde{G}_{zw}$ tends to the frequency response of $G$. It is also shown that, for sufficiently large $n_c > n$, the frequency response of the closed-loop transfer function $\tilde{G}_{zw}$ obtained from RCAC with the FIR target models (71) and (72) approximates the closed-loop frequency response and $H_2$ cost of high-authority LQG. In addition, for command following and disturbance rejection, RCAC matches the frequency response of high-authority LQG at nearly all frequencies, apart from the command frequency, where RCAC places an internal model.

**EFFECT OF SENSOR NOISE**

In all of the examples considered so far, the measurement $y$ is not corrupted by noise. In contrast, the examples in this
section consider the adaptive servo problem with stochastic sensor noise \( v \). Difficulties arising from sensor noise in adaptive control systems are considered in [40] and [75].

Example SN1: Pole Placement for the Adaptive Servo Problem with Sensor Noise

Consider the unstable, minimum-phase plant

\[
G(q) = \frac{q^2 - 1.4q + 0.85}{(q - 1)(q^2 - 1.8q + 1.06)}. \tag{92}
\]

Let \( r \) be the harmonic command \( r(k) = \cos \omega k \), where \( \omega = 0.3 \) rad/sample, and let \( d = v = 0 \). RCAC is applied with \( R_s = 10^{-10} I_m, R_w = 0 \), and \( n_s = 6 \). To place four closed-loop poles at 0, 0.5, ±0.1 \( j \), the IIR target model (73) is used with

\[
D_p(q) = q^4 - 0.5q^3 + 0.01q^2 - 0.005q. \tag{93}
\]

RCAC places closed-loop poles near the locations of the roots of \( D_p \), as shown in Figure 21. Now let \( v \) be zero-mean Gaussian white noise with standard deviation \( \sigma \). For \( \sigma = 0.1 \), RCAC fails to place closed-loop poles near the locations of the roots of \( D_p \), but stabilizes the plant at step \( k = 500 \). For \( \sigma = 0.2 \), RCAC fails to place closed-loop poles near the locations of the roots of \( D_p \), and the closed-loop system is unstable at step \( k = 500 \) (not shown).

Example SN2: Stochastic Disturbance Rejection for the Adaptive Servo Problem with Sensor Noise

Consider the asymptotically stable, minimum-phase plant

\[
A = \begin{bmatrix}
0.9 & 1 & 0 & 0 & 0 & 0 \\
0 & 0.95 & -0.1507 & -0.1674 & 0.5189 & 0 \\
0 & 0 & 0.65 & 1 & 0 & 0 \\
0 & 0 & -0.4225 & 0.65 & 0.434 & 0 \\
0 & 0 & 0 & 0 & 0.95 & 1
\end{bmatrix}, \quad B = D_1 = \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
1
\end{bmatrix}. \tag{94}
\]

\[
C = E_1 = [0.1596, 0.3991, -0.2405, -0.2672, 0.8283], \quad D_0 = E_0 = E_2 = 0, \quad D_2 = 1. \tag{95}
\]

Let \( d \) and \( v \) be zero-mean Gaussian white noise signals with standard deviation \( \sigma = 1 \). RCAC is applied with \( k_w = 50, R_s = 10^{-20} I_m, R_w = 0 \), \( n_c = 4n = 20 \), and the FIR target model (71). Instead of approximating the closed-loop frequency response of high-authority LQG, RCAC approximates the closed-loop frequency response of the LQG controller designed for the actual sensor noise level, namely, \( V_2 = 1 \), as shown in Figure 22.

Example SN3: Step Command Following and Stochastic Disturbance Rejection for the Adaptive Servo Problem with Sensor Noise

Consider the asymptotically stable, minimum-phase plant

\[
G(q) = \frac{(q - 0.95)(q - 0.975)(q - 1.1)}{(q - 0.99)(q - 1.01)(q^2 - 1.4q + 1.13)}. \tag{96}
\]

\[
A = \begin{bmatrix}
0.8882 & 1 & 0 & 0 & 0 \\
-0.1715 & 0.8882 & -0.3624 & -0.3238 & 0.6679 \\
0 & 0 & 0.693 & 1 & 0 \\
0 & 0 & -0.4802 & 0.693 & 0.7276 \\
0 & 0 & 0 & 0 & 0.5
\end{bmatrix}, \quad B = \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
1
\end{bmatrix} \tag{97}
\]

\[
C = [0.2158, 0.4234 - 0.3861 - 0.3449, 0.7115], \quad \hat{D}_0 = 0. \tag{98}
\]

Let \( r \) be a unit step command, let \( d \) be zero-mean Gaussian white noise with standard deviation 0.05, and let \( v \) be zero-mean Gaussian white noise with standard deviation 0.025. To account for the standard deviation of the sensor noise, it follows from (26) that

\[
V_2 = 0.025D_2 D_2^T = 0.025[1 \quad 0 \quad -1][1 \quad 0 \quad -1]^T = 0.05. \tag{99}
\]

RCAC is applied with \( R_s = 10^{-10} I_m, R_w = 0 \), \( n_c = 8n = 40 \), and the FIR target model (71). RCAC asymptotically follows the step command and approximates the closed-loop frequency response of LQG except at dc due to the internal model of the command, which has the form of a notch at dc, as shown in Figure 23. For this example, RCAC approximates the closed-loop frequency response of the LQG controller designed for the actual sensor noise level, namely, \( V_2 = 0.05 \).

The examples in this section investigate the effect of sensor noise on the closed-loop performance of RCAC. Example SN1 shows that, as the level of the sensor noise increases, RCAC fails to place closed-loop poles near the target locations but does stabilize the system. Examples SN2 and SN3 show that RCAC approximates the closed-loop frequency response of LQG in the presence of sensor noise.

**ROBUSTNESS TO ERRONEOUS AND UNMODELED NONMINIMUM-PHASE ZEROS**

As shown by the construction of \( G_1 \) given by (71)–(74), the modeling information required by RCAC is \( d_{zu}, H_{zu} \), and the NMP zeros of \( G_{zu} \). This section investigates the effect of erroneous and unmodeled NMP zeros by considering four examples. The first example considers erroneous estimates of real and complex NMP zeros for the adaptive servo problem. Next, we consider an unmodeled change in the location of the NMP zero during operation. The third example considers unmodeled NMP sampling zeros for a sampled-data system. The final example considers an unstable plant with an unmodeled NMP zero.

**Example NMP1: Erroneous NMP-Zero Estimates for the Adaptive Servo Problem**

Consider the unstable, NMP plant

\[
G(q) = \frac{(q - 0.95)(q - 0.975)(q - 1.1)}{(q - 0.99)(q - 1.01)(q^2 - 1.4q + 1.13)}. \tag{99}
\]
Figure 21: Example SN1: Pole placement for the adaptive servo problem (a) and (b) without sensor noise as well as with zero-mean Gaussian white sensor noise $v$ with $\sigma = 0.1$ (c) and (d) and $\sigma = 0.2$ (e) and (f). In the case where $v = 0$, retrospective cost adaptive control (RCaC) places closed-loop poles near the locations of the roots of $D_p$. For $\sigma = 0.1$, RCaC fails to place closed-loop poles near the locations of the roots of $D_p$ but stabilizes the plant. For $\sigma = 0.2$, RCaC fails to place closed-loop poles near the locations of the roots of $D_p$ and the closed-loop system is unstable at step $k = 500$. The closed-loop poles and zeros are shown at step $k = 500$. 

\[ r, y_0 \]
Let $r$ be the harmonic command $r(k) = \cos \omega k$, where $\omega = 0.01 \text{ rad/sample}$, and let $d = v = 0$. The target model $G_1(q) = H_{d,v}(q - 1.265)/q^2$ is used, where the estimate 1.265 of the NMP zero 1.1 is erroneous by 15%, and set $R_s = 0.1I_{tw}$, $R_u = 0$, and $n_c = 12$. Figure 24 shows the command-following performance. Figure 25 shows the NMP-zero estimates for which RCAC asymptotically follows the harmonic command as well as the NMP-zero estimates for which the closed-loop system becomes unstable. Figure 25 shows that, for the plant (99), RCAC is more robust to overestimation of the NMP zero than underestimation.

Next, let $d$ be zero-mean Gaussian white noise with standard deviation 0.5. Figure 25 also shows the NMP-zero estimates for which RCAC asymptotically follows the harmonic command as well as the NMP-zero estimates for which the closed-loop system becomes unstable. Figure 25 shows that, for the plant (99), RCAC is more robust to overestimation of the NMP zero than underestimation.

Next, consider the asymptotically stable plant with complex NMP zeros given by

$$G(q) = \frac{q^2 - 2.1q + 1.1125}{(q - 0.999)q^2 - 1.9q + 0.9125}. \quad (100)$$

Let $r$ be the harmonic command $r(k) = \cos \omega k$, where $\omega = 0.01 \text{ rad/sample}$, and let $d = v = 0$. The target model $G_1(q) = H_{d,v}(q - \xi_1)(q - \xi_2)/q^2$ is used, where $\xi_1$ and $\xi_2$ are estimates of the NMP zeros $1.05 \pm 0.1$). Figure 26 shows the locations of the NMP-zero estimates for which RCAC asymptotically follows the harmonic command as well as the NMP-zero estimates for which the closed-loop system becomes unstable.

Example NMP2: Unmodeled Change in the NMP Zeros for the Adaptive Standard Problem

Consider the asymptotically stable, minimum-phase plant

$$G(q) = \frac{(q - 0.5)(q^2 - 1.92q + 1.44)}{(q - 0.35)(q - 0.6)(q^2 - 0.8q + 0.32)} \quad (101)$$

and let $w$ be zero-mean Gaussian white noise with standard deviation 0.01. RCAC is applied with $R_s = 10^{-3}I_{tw}$.
FIGURE 23 Example SN3: Command following and stochastic disturbance rejection for the adaptive servo problem with zero-mean Gaussian white sensor noise. Retrospective cost adaptive control (RCAC) approximates the closed-loop frequency response of linear-quadratic Gaussian (LQG) for $V_2 = 2$ except at dc due to the internal model. The internal model has the form of a notch at dc corresponding to the closed-loop zero at $z = 1$. For this example, RCAC approximates the closed-loop frequency response of LQG in the presence of sensor noise. The frequency-response plots and closed-loop poles and zeros are shown at step $k = 10^5$.

FIGURE 24 Example NMP1: Erroneous nonminimum-phase (NMP)-zero estimates for the adaptive servo problem. Retrospective cost adaptive control automatically develops an internal model of the command and asymptotically follows the command despite a 15% error in the estimate of the NMP zero used by $G$. 
\[ R_e = 0.1z^2, \ n_c = 4, \] and the IIR target model (74) with the roots of \( D_p(q) \) chosen as the closed-loop poles of high-authority LQG. RCAC approximates the closed-loop frequency response of high-authority LQG, as shown in Figure 27. At step \( k = 5000 \), the plant dynamics change so that the NMP zeros move from \( 0.96 \pm 0.72j \) to \( 0.99 \pm 1.38j \). If \( G_c(k) \) is fixed to be \( G_{c,5000} \), then the closed-loop system becomes unstable. However, under continued adaptation, the plant is restabilized, and RCAC approximates the closed-loop frequency response of high-authority LQG for the modified plant, as shown in Figure 27.

Example NMP3: Unmodeled NMP Sampling Zero for the Adaptive Servo Problem

Consider the asymptotically stable, continuous-time plant \( T(s) = \Lambda(s)T_0(s) \), where

\[ \Lambda(s) = \frac{229}{(s - 15 + 2j)(s - 15 - 2j)^2}, \quad T_0(s) = \frac{2}{s + 1}, \]  

(102)

where \( \Lambda(s) \) represents unmodeled high-frequency dynamics [40]. Since the relative degree of \( T_0(s) \) is one, the discrete-time sampled-data plant \( G_0(z) \) obtained by discretizing \( T_0(s) \) does not yield any sampling zeros [76]. However, since the relative degree of \( T(s) \) is three, the discrete-time, sampled-data plant \( G(z) \) obtained by discretizing \( T(s) \) possesses two sampling zeros due to \( \Lambda(s) \). It is shown in [41] that, if the sampling period \( h \leq 0.2 \), then one of the sampling zeros is NMP. Since \( \Lambda(s) \) represents unmodeled dynamics, neither the presence nor the location of this NMP zero can be assumed to be known. The parameter choice \( h = 0.1 \) results in \( G \) having an NMP sampling zero at \(-2.1481 \) and a minimum-phase sampling zero at \(-0.0672 \). Let \( r \) be the harmonic command \( r(k) = \cos \omega k \), where \( \omega = 0.2 \) rad/sample, and let \( d = 0 \). RCAC is applied with \( K = 10I_{n_o}, \ R_a = 0.1z^2, \ n_c = 10, \) and the minimum-phase FIR target model (71). RCAC avoids unstable pole-zero cancellation and asymptotically follows the
command without knowledge of the unmodeled NMP zero, as shown in Figure 28.

Example NMP4: Unmodeled NMP Zero for the Adaptive Servo Problem
Consider the unstable, NMP double integrator

$$G(q) = \frac{q - 1.15}{(q - 1)^2}. \quad (103)$$

Let $r$ be the harmonic command $r(k) = \cos \omega k$, where $\omega = 0.55$ rad/sample, and let $d = v = 0$. RCAC is applied with $R_u = 10^4 l_u, R_v = z^2$, and $n_c = 6$. Assuming that the NMP zero of $G$ is unmodeled, the FIR target model (71) is used. Figure 29 shows the command-following performance. As $z$ becomes unbounded, the term $\Sigma_{i=1} \lambda^{k-i} \tilde{\theta}^T \Phi(i) R_u(i) \Phi(i) \tilde{\theta}$ in (42) dominates the remaining terms, and $u$ converges to zero. Therefore, the closed-loop system reverts to the unstable open-loop plant, and RCAC does not follow the harmonic command. For this unstable plant, RCAC is not robust to unmodeled NMP zeros, despite using the performance-dependent control weighting $R_u = z^2$. 

\[ \text{Example nmp4: unmodeled nmp zero for the adaptive servo problem} \]
\[ \text{Consider the unstable, NMP double integrator} \]
\[ G(q) = \frac{q - 1.15}{(q - 1)^2}. \quad (103) \]

Let $r$ be the harmonic command $r(k) = \cos \omega k$, where $\omega = 0.55$ rad/sample, and let $d = v = 0$. RCAC is applied with $R_u = 10^4 l_u, R_v = z^2$, and $n_c = 6$. Assuming that the NMP zero of $G$ is unmodeled, the FIR target model (71) is used. Figure 29 shows the command-following performance. As $z$ becomes unbounded, the term $\Sigma_{i=1} \lambda^{k-i} \tilde{\theta}^T \Phi(i) R_u(i) \Phi(i) \tilde{\theta}$ in (42) dominates the remaining terms, and $u$ converges to zero. Therefore, the closed-loop system reverts to the unstable open-loop plant, and RCAC does not follow the harmonic command. For this unstable plant, RCAC is not robust to unmodeled NMP zeros, despite using the performance-dependent control weighting $R_u = z^2$. 

\[ \text{Example nmp2: Unmodeled change in the nonminimum-phase (NMP) zeros for the adaptive standard problem. At step} \]
\[ k = 5000, \text{the NMP zeros move to } 0.99 \pm 1.38j. \text{If } G_{c,k} \text{ is fixed to be } G_{c,5000}, \text{then the closed-loop system becomes unstable. With continued adaptation, however, the plant is restabilized. LQG1 is the high-authority linear-quadratic-Gaussian (LQG) controller for } G \text{ with NMP zeros at } 0.96 \pm 0.72j \text{ whereas LQG2 is the high-authority LQG controller for } G \text{ with NMP zeros at } 0.99 \pm 1.38j. \text{ RCAC1 and RCAC2 are the corresponding retrospective cost adaptive control (RCAC) controllers.} \]

\[ \text{Example nmp3: Unmodeled nonminimum-phase (NMP) sampling zero for the adaptive servo problem. Retrospective cost adaptive control (RCAC) automatically develops an internal model of the harmonic command signal by placing controller poles at the command frequency, and } G_{zw} \text{ is asymptotically stable at step } k = 10,000. \text{ The internal-model poles of the controller are evident in the form of two closed-loop zeros on the unit circle at the command frequency, which are shown by the red plus signs. For this example, the performance-dependent control weighting } R_u \text{ allows RCAC to asymptotically follow the command for a sampled-data plant with an unmodeled NMP zero. The closed-loop poles and zeros are shown at step } k = 10^4. \]
The examples in this section investigate the robustness of RCAC to modeling errors in the target model. For Example NMP1, RCAC is less robust to erroneous NMP-zero estimates in the case of stochastic disturbance rejection than in the case of harmonic command following. For Example NMP2, where the NMP zeros are uncertain, performance-dependent cost regularization, that is, choosing $R_u$ to be a function of $z$, improves the robustness of RCAC to uncertainty in the location of the NMP zero. For Rohrs’s counterexample involving unmodeled dynamics [40], Example NMP3 shows that, with performance-dependent regularization, RCAC stabilizes the closed-loop system. Example NMP4 shows that unstable plants with uncertain NMP zeros are difficult for RCAC to control.

ROBUSTNESS TO ERRONEOUS RELATIVE DEGREE AND UNMODELED DELAY

This section investigates the effect of erroneous relative degree and unmodeled delays by considering three examples that involve critical changes in the plant during operation. The first example considers the effect of erroneous estimates of the relative degree of $G_{2u}$. The next example considers unmodeled time delays both in the initial modeling of the system and during operation. Finally, RCAC is applied to a plant with limited achievable delay margin, and the effect of unmodeled time delays exceeding the delay margin is investigated. In all cases, design guidelines for each type of modeling error are provided.

Example DM1: Erroneous $d_{2u}$ for the Adaptive Servo Problem
Consider the asymptotically stable, minimum-phase plant $G = G_{TD}G_0$, where

$$G_{TD}(q) = \frac{q^{-k_d}}{q^{-0.5}(q^2 - 1.5q + 0.985)}$$

and $G_{TD}$ represents an unmodeled time delay of $k_d$ steps. Let $r$ be the harmonic command $r(k) = \cos(\omega k)$, where $\omega = 0.15 \text{ rad/sample}$, and let $d = v = 0$. RCAC is applied with $R_s = 10I$, $R_u = 0$, and $n_c = 6$. For $G$ given by (104), $d_{2u} = 2$. The FIR target model (71) is used, but with $d_{2u}$ replaced by $d_{2u}$ where $d_{2u}$ is an estimate of $d_{2u}$. Figure 30 shows the command-following performance for $d_{2u} = 1$, $d_{2u} = 3$, and $d_{2u} = 4$. For $d_{2u} = 3$ and $d_{2u} = 4$, RCAC asymptotically follows the harmonic command. For $d_{2u} = 1$, however, RCAC does not follow the harmonic command, and the plant output $y_0$ diverges. RCAC asymptotically follows the command for $2 \leq d_{2u} \leq 4$. Moreover, by using $R_u = z^3$, RCAC asymptotically follows the command for $1 \leq d_{2u} \leq 10$.

For this example, RCAC is more robust to overestimation of $d_{2u}$ than underestimation of $d_{2u}$. Note that $d_{2u} > d_{2u}$ accounts for an unmodeled time delay of $d_{2u} - d_{2u}$ steps in the sense that, if the plant experiences an unmodeled time delay of $d_{2u} - d_{2u}$ steps, then $d_{2u}$ is the true relative degree. The next example considers time delay directly.

Example DM2: Unmodeled Time Delay for the Adaptive Servo Problem
Consider the asymptotically stable, minimum-phase plant $G = G_{TD}G_0$, where

$$G_{TD}(q) = \frac{q^{-k_d}}{q^{-0.5}(q^2 - 1.5q + 0.985)}$$

and $G_{TD}$ represents an unmodeled time delay of $k_d$ steps. Let $r$ be the harmonic command $r(k) = \cos(\omega k)$, where $\omega = 0.1 \text{ rad/sample}$, and let $d = v = 0$. RCAC is applied with $R_s = 10I$, $R_u = 0.1z^2$, and $n_c = 10$. Since $G_{TD}$ is unmodeled, the FIR target model (71) based on $G_0$ is used. Figure 31 shows the command-following error $e_0$ for $k_d = 1$, $k_d = 2$, $k_d = 3$, and $k_d = 4$. RCAC asymptotically follows the harmonic command in each case.
Next, let \( r(k) = \cos \omega k \), where \( \omega = 0.5 \) rad/sample, and let \( d = p = 0 \). RCAC is applied with \( R_a = 0.1 \), \( R_v = 0.1 z^2 \), \( n_c = 15 \), and the FIR target model (71). At step \( k = 15 \), an unmodeled one-step time delay is inserted into the loop. At step \( k = 30 \), an additional unmodeled two-step time delay is inserted, and, at step \( k = 60 \), an additional unmodeled six-step time delay is inserted. Table 1 shows the magnitude crossover frequency \( \omega_{mco} \), the phase margin (PM), and the delay margin (DM) prior to each insertion of additional delays, where

\[
DM = \frac{PM}{\omega_{mco}} \frac{\pi}{180},
\]

where the units of PM are degrees and the units of \( \omega_{mco} \) are rad/sample. Note that each time delay exceeds the delay margin at the time step of insertion. In each case, RCAC readapts and restabilizes the closed-loop system, as shown in Figure 32. After the third time delay is inserted into the loop at \( k = 60 \), RCAC restabilizes the closed-loop system at step \( k = 100 \) (not shown).

Example DM3: Limited Delay Margin for the Adaptive Standard Problem

Consider the unstable, minimum-phase, continuous-time plant given by [77]

\[
A = \begin{bmatrix} -0.08 & -0.03 & 0.2 \\ 0.2 & -0.04 & -0.005 \end{bmatrix}, \quad B = D_1 = \begin{bmatrix} -0.1 \\ -0.06 \end{bmatrix}, \quad C = E_1 = [0 \ 0 \ 0], \quad D_2 = 0.
\]

This plant has an unstable pole at 0.1081. It is shown in [77] that the maximum achievable delay margin for this plant is 18.51 s. For the standard problem, (107) and (108) are discretized with the sampling period \( h = 0.1 \) s. Using the controller given by (23) in [77] and discretizing the continuous-time plant with the sampling period \( h = 0.1 \) s, the delay margin of the discrete-time closed-loop system is 6.07 steps.

Next, RCAC is used with the adaptive standard problem to stabilize (107) and (108). RCAC is applied with
The delay margin of the closed-loop system at step $k = 3000$ using RCAC is 0.31 steps, as shown by Table 2. Figure 33 shows the closed-loop responses for the initial condition $x(0) = [0.1 0.1 0.1]^T$ for both RCAC and the controller given by [77] discretized with the sampling period $h = 0.1$ s. At step $k = 3000$, an unmodeled seven-step time delay is inserted into the loop, which destabilizes both closed-loop systems. Under continued adaptation, RCAC restabilizes the closed-loop system at time step $k = 11,800$.

**ROBUSTNESS TO ERRONEOUS PLANT GAIN**

This section investigates the effect of the estimate of the plant gain as determined by the leading numerator coefficient by considering three examples that involve either erroneous estimates of the plant gain or unmodeled changes in the plant gain. The first example considers erroneous estimates of $H_{du}$ for the adaptive servo problem. The gain margin of RCAC is compared to high-authority LQG, and an unmodeled change in the plant gain is considered. Finally, a plant with limited achievable gain margin is considered for both high-authority LQG and RCAC, and the effect of unmodeled changes in the plant gain for this system is investigated.

Example GM1: Erroneous $H_{du}$ for the Adaptive Servo Problem

Consider the asymptotically stable, minimum-phase plant (104), let $r$ be a unit step command, and let $d = v = 0$. RCAC is applied with $R_u = 10I_{lu}, R_v = 0$, and $n_v = 5$. The FIR target model (71) is used with $H_{du}$ replaced by $\hat{H}_{du}$, where $\hat{H}_{du}$ is an estimate of the true value $\hat{H}_{du} = 1$. Figure 34 shows the command-following performance for $\hat{H}_{du} = -1, \hat{H}_{du} = 0.1$, and $\hat{H}_{du} = 10$. RCAC asymptotically follows the command for $\hat{H}_{du} = 0.1$ and $\hat{H}_{du} = 10$, but not for $\hat{H}_{du} = -1$. For this
Example GM2: Unmodeled Change in the Static Gain for the Adaptive Standard Problem

Consider the asymptotically stable, NMP plant

\[
G(q) = \frac{(q^2 - 1.7q + 0.785)(q^2 - 1.4q + 0.85)}{(q - 0.5)(q^2 - 1.8q + 0.97)(q^2 - 1.4q + 0.98)} \quad (109)
\]

and let \( w \) be zero-mean Gaussian white noise with standard deviation 0.01. RCAC is applied with \( R_s = 10^{-3}I_{n_u} \), \( R_s = 0 \), \( n_c = 10 \), and the FIR target model (72). Figure 35 shows that RCAC approximates the closed-loop frequency response of high-authority LQG. At step \( k = 5000 \), the closed-loop system has a gain margin of 1.8105 at the phase crossover frequency \( \omega_{pc} = 0 \) rad/sample. At step \( k = 5000 \), \( G \) is replaced by \( G_{29} \), where the additional gain 2.9 is unmodeled. If \( G_c \) is fixed to be \( G_{5000} \), then the closed-loop system becomes unstable. However, under continued adaptation, the plant is restabilized, and RCAC approximates the closed-loop frequency response of LQG for the modified plant, as shown in Figure 35.

Example GM3: Severely Limited Gain Margin for the Adaptive Standard Problem

Consider the unstable, minimum-phase, continuous-time plant from [9] given by

\[
A = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad D_1 = \begin{bmatrix} 1 \\ 1 \end{bmatrix} \quad (110)
\]
\[
C = E_1 = \begin{bmatrix} 1 & 1 \end{bmatrix}, \quad D_2 = 1. \quad (111)
\]

For the standard problem, (110) and (111) are discretized with the sampling period \( h = 0.1 \) s. RCAC is applied with \( R_s = 10^{-10}I_{n_u} \), \( R_s = 0 \), \( n_c = 6 \), and the FIR target model (72). Figure 36 shows that RCAC approximates the closed-loop frequency response of high-authority LQG. The LQG controller yields a gain margin of 0.04, and the RCAC controller yields a gain margin of 0.0012. Hence both controllers yield small gain margins. At step \( k = 10,000 \), \( G \) is
**Figure 33** Example DM3: Limited delay margin for the adaptive standard problem. These plots show the closed-loop responses with the initial condition $x(0) = [0.1 \ 0.1 \ 0.1]^T$ for the controller given by [77] as well as for retrospective cost adaptive control (RCAC). At step $k = 3000$, an unmodeled seven-step time delay is inserted into the loop, which destabilizes both closed-loop systems. Under continued adaptation, RCAC restabilizes the closed-loop system.

**Figure 34** Example GM1: Effect of erroneous $H_d$ on command-following performance for the adaptive servo problem. Command-following performance for (a) $H_{du} = 0.1$, (b) $H_{du} = 10$, (c) $H_{du} = -1$, and (d) $H_{du} = -1$ with performance-dependent control weighting $R_u = z^2$. Retrospective cost adaptive control (RCAC) asymptotically follows the command for $H_{du} = 0.1$ and $H_{du} = 10$. For $H_{du} = -1$, RCAC causes instability in the case where $R_u = 0$, but the closed-loop system remains asymptotically stable at step $k = 5000$ by using $R_u$ (not shown). For this example, RCAC is robust to errors in the magnitude of the estimate of $H_{du}$ but is not robust to errors in the sign of the estimate of $H_{du}$. 
where the additional gain 1.1 is unmodeled. If \( G_{c,k} \) is fixed to be \( G_{c,5000} \), then the closed-loop system becomes unstable. Under continued adaptation, however, retrospective cost adaptive control (RCAC) restabilizes the closed-loop system. LQG1 is the high-authority linear-quadratic-Gaussian (LQG) controller for \( G \), and LQG2 is the high-authority LQG controller for 2.9G. RCAC1 and RCAC2 are the corresponding RCAC controllers.

![Figure 35](image1.png)

**Figure 35** Example GM2: Unmodeled change in the static gain for the adaptive standard problem. At step \( k = 5000 \), the gain margin is 1.8105, and \( G \) is replaced by 2.9G, where the gain 2.9 is unmodeled. If \( G_{c,k} \) is fixed to be \( G_{c,5000} \), then the closed-loop system becomes unstable. Under continued adaptation, however, retrospective cost adaptive control (RCAC) restabilizes the closed-loop system. LQG1 is the high-authority linear-quadratic-Gaussian (LQG) controller for \( G \), and LQG2 is the high-authority LQG controller for 2.9G. RCAC1 and RCAC2 are the corresponding RCAC controllers.

![Figure 36](image2.png)

**Figure 36** Example GM3: Discretized plant from [9] with severely limited gain margin. At step \( k = 10,000 \), the gain margin is 1.0034, and \( G \) is replaced by 1.1G, where the gain 1.1 is unmodeled. If \( G_{c,k} \) is fixed to be \( G_{c,10,000} \), then the closed-loop system becomes unstable. Under continued adaptation, however, retrospective cost adaptive control restabilizes the closed-loop system.

In this section and the previous section, RCAC was applied to a collection of examples involving plants that are practically impossible to control using fixed-gain controllers due to extremely small gain and PMs. Plants of this type are
Application to Control Saturation

The most common nonlinearity encountered in practice is control saturation, which can lead to integrator windup and possibly instability. Since control magnitude and rate saturation affect all real-world control systems, it is not surprising that an extensive literature is devoted to this problem [S9]–[S14].

The performance of RCAC is now investigated in the presence of control magnitude and rate saturation, as shown in Figure S8. The output of RCAC is the requested control $u(k)$, and the input to the plant is the actual control $u_a(k)$. In all examples, the regressor $\Phi(k)$ contains $u_a(k)$. This means that either the nonlinearity is known or its output is measured. The case where the nonlinearity is unknown and its output is not measured is considered in [46].

**Example SAT1: Control Magnitude and Rate Saturation for the Adaptive Servo Problem**

Consider the unstable, NMP triple integrator

$$G(q) = \frac{(q - 1.075)(q - 0.95)}{(q - 1)^3}. \quad (S36)$$

Let $r$ be the ramp command $r(k) = k$. RCAC is applied with and $R_a = 10^3 I_n$, $R_z = 0$, $n_z = 10$, and the FIR target model (72). The control $u$ is magnitude-saturated at $\pm50$, and rate-saturated (that is, control-change-saturated) at $\pm60$. The rate-saturation limit of $\pm60$ prevents bang-bang behavior but allows the control $u$ to change sign when it reaches the magnitude limit. Despite the magnitude and rate saturation, Figure S9 shows that RCAC asymptotically follows the command. Stabilization and tracking for a chain of integrators in the presence of control saturation is considered in [S15] and [S16] under full-state feedback.

![Figure S8](image1.png)

**Figure S8** Adaptive servo problem with control magnitude and rate saturation, where $u$ is the requested control and $u_a$ is the actual control.

(continued)

![Figure S9](image2.png)

**Figure S9** Example SAT1: Control magnitude and rate saturation for the adaptive servo problem. (a) shows the closed-loop response, where the green line shows the response in the presence of magnitude saturation and the blue line shows the response in the presence of magnitude and rate saturation. (b) shows the requested and actual control signals in the presence of magnitude saturation. (c) shows the requested and actual control signals in the presence of magnitude and rate saturation. (d) shows the requested and actual control-change signals in the presence of magnitude and rate saturation. Despite the control magnitude and rate saturation, retrospective cost adaptive control asymptotically follows the command.
viewed in [8] as potentially problematic for adaptive control as well. At convergence, the closed-loop systems possess small gain or PM, as expected, and thus the insertion of additional gain or time delay caused instability. For these examples, however, RCAC was able to restabilize the closed-loop system.

DISCUSSION
This expository article presented a self-contained description of the RCAC algorithm for adaptive control. Control objectives include stabilization, command following, and disturbance rejection. RCAC is based on a recursive least-squares procedure for updating the coefficients of a linear controller for feedback or feedforward control, where all signals are vectors.
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Application to Nonlinear Oscillators

Aside from nonlinearity due to control saturation, it is interesting to apply RCAC to plants with nonlinear dynamics and observe the resulting response. For illustration, consider the Van der Pol and Duffing oscillators, which possess limit-cycle and bistable dynamics, respectively.

**Example NLO1: Harmonic Command Following for the Van der Pol Oscillator**

Consider the discretized Van der Pol oscillator

\[
\begin{align*}
x_1(k) &= x_1(k-1) + h x_2(k-1), \\
x_2(k) &= x_2(k-1) + h [(1 - x_1(k-1)^2) x_2(k-1) - x_1(k-1) + u(k-1)],
\end{align*}
\]

(S38)–(S39) where \( h = 0.01 \) s, \( y_0(k) = x_2(k) \), and \( z(k) = r(k) - y_0(k) \). Let \( r \) be the harmonic command \( r(k) = \cos \omega k \), where \( \omega = 0.002 \) rad/sample, and let \( d = v = 0 \). RCAC is applied with \( R_s = 10 l_n \), \( R_u = 0 \), \( n_c = 10 \), and the FIR target model (71). Figure S11 shows the command-following performance.

Next, consider the harmonic command \( r(k) = 10 \cos \omega k \), where \( \omega = 0.0008 \) rad/sample, and let \( d = v = 0 \). RCAC is applied with \( R_s = 100 l_n \), \( R_u = 0 \), \( n_c = 20 \), and the FIR target model (71). Figure S12 shows the command-following performance. Note that, in both cases, the resulting trajectory is harmonic in both states despite the nonlinearities.

**Example NLO2: Harmonic Command Following for the Duffing Oscillator**

Consider the discretized Duffing oscillator with constant disturbance

\[
\begin{align*}
x_1(k) &= x_1(k-1) + h x_2(k-1), \\
x_2(k) &= x_2(k-1) + h \left[ -\frac{1}{4} x_2(k-1) + 4 x_1(k-1) - x_1^3(k-1) + u(k-1) + 1 \right],
\end{align*}
\]

(S40)–(S41) where \( h = 0.01 \) s. The open-loop plant has asymptotically stable equilibria \((-1.86, 0)\) and \((2.11, 0)\). Let \( y_0(k) = x_2(k) \), \( z(k) = r(k) - y_0(k) \), let \( r \) be a unit-amplitude harmonic command with frequency \( \omega = 0.0025 \) rad/sample, and let \( v = 0 \). The plant is linearized about the equilibrium \( x = [0 \ 0]^T \), and ten Markov parameters of the linearized model are used to construct the FIR target model. RCAC is applied with \( R_s = 10 l_n \), \( R_u = 0 \), and \( n_c = 10 \). Figure S13 shows the harmonic command-following performance for the initial condition \( x(0) = [0.1 \ 0.1]^T \). In the open-loop case with zero command, the open-loop plant approaches the equilibrium \((2.11, 0)\). The state \( x_2 \) of the closed-loop system asymptotically follows the harmonic command.

---

**FIGURE S11** Example NLO1: Harmonic command following for the Van der Pol oscillator (S38)–(S39) with a harmonic command whose phase portrait is inside the limit cycle. The open-loop plant approaches the limit cycle, and retrospective cost adaptive control asymptotically follows the harmonic command.

(continued)
that $\tilde{G}_{zu,k}$ is the transfer function from the virtual external controller perturbation $\tilde{u}$ to the performance variable $z$. The special nature of $\tilde{G}_{zu,k}$ is due to the fact that $\tilde{u}$ enters the feedback loop through intercalated injection, which means that $\tilde{u}$ is injected internally to the controller as opposed to being added to the control input.

The target model $G_f$ is selected by the user, and the choice of $G_f$ is guided by its role in the controller adaptation. In particular, since RCAC tends to match $\tilde{G}_{zu,k}$ to the target model and, since the target model possesses the NMP zeros of $G_{zu}$, the NMP zeros must be reproduced in the target model; otherwise, RCAC may cancel them, resulting in a hidden instability. This modeling information, along with the relative degree of $G_{zu}$ and its leading numerator coefficient, constitutes the basic modeling information required by RCAC. These statements apply to the case where $G_{zu}$ is SISO.

The role of the target model was examined from various angles. First, it was shown that, in the absence of sensor noise and control weighting $R_u$, RCAC tends to match the closed-loop frequency response of the high-authority LQG controller. This connection is surprising in view of the fact that RCAC uses extremely limited modeling information relative to LQG. In effect, RCAC uses data to compensate for missing or erroneous modeling information. In addition to matching closed-loop properties of the LQG controller, RCAC can be used for adaptive pole placement by choosing the poles of the target model as the desired closed-loop spectrum. For the adaptive servo problem, RCAC is used to follow step and harmonic commands as well as to reject step, harmonic, and broadband disturbances.

For some adaptive control algorithms, sensor noise may produce bursting and gain divergence [75]. To assess the performance of RCAC in the presence of sensor noise, it was

**Figure S12** Example NLO1: Harmonic command following for the Van der Pol oscillator (S38)–(S39) with a harmonic command whose phase portrait is outside the limit cycle. The open-loop plant approaches the limit cycle, and retrospective cost adaptive control asymptotically follows the harmonic command.
shown that RCAC matches the closed-loop frequency response of the LQG controller synthesized for the actual sensor-noise variance. Stabilization, command-following, and disturbance-rejection problems were also considered with broadband sensor noise with and without bias. For several examples, especially involving plants that are not asymptotically stable, the level of sensor noise was increased until RCAC failed to either follow the command or stabilize the plant. In all examples, no bursting was observed.

The performance of RCAC was then examined in the case where the NMP zeros, relative degree, or leading numerator coefficient are uncertain. In the case where the NMP zeros are uncertain, it was shown that performance-dependent cost regularization, that is, choosing $R_u$ to be a function of $z$, improves the robustness of RCAC. This uncertainty was related to uncertain time delay, that is, unknown latency in the feedback loop. Additional numerical examples given in “Application to Control Saturation” investigate the performance of RCAC under saturation, while examples given in “Application to Nonlinear Oscillators” investigate the performance of RCAC for classical nonlinear plants.

The examples in this article provide insight and guidelines for the application of RCAC. In particular, Example PP1 shows that RCAC can be used to assign a subset of the closed-loop poles and that the remaining closed-loop poles may cancel unmodeled minimum-phase zeros. This example also shows that the accuracy of pole placement depends on the choice of $R_u$, which initializes the RLS covariance. Example H2 shows that, for harmonic command following and harmonic disturbance rejection, RCAC can develop an
internal model of the command and disturbance without knowledge of the spectrum of the exogenous dynamics. Under stochastic disturbances, Example SD1 shows that, by choosing $n_c >> n$, RCAC tends to match the closed-loop frequency response of high-authority LQG. For Example NMP1, RCAC is less robust to erroneous NMP-zero estimates in the case of stochastic disturbance rejection than in the case of harmonic command following. For Example NMP3, which is a counterexample involving unmodeled dynamics [40], RCAC with performance-dependent cost regularization stabilizes the closed-loop system. Example NMP4 shows that unstable plants with uncertain NMP zeros are especially difficult for RCAC to control. For a plant with severely limited delay margin, Example DM3 illustrates the ability of RCAC to readapt in the case where the margin is exceeded due to the introduction of an unmodeled time delay. Example GM3 illustrates the corresponding property in the case of limited gain margin. The ability of RCAC to reestimate the plant after unmodeled destabilizing time delays and gains are inserted into the loop suggests that the views expressed in [8] quoted in the opening section of this article may be unduly pessimistic.
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