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Adaptive Control of Hammerstein Systems with Unknown Input Nonlin-
earity and Partially Modeled Linear Dynamics
Mohammad Al Janaideh* and Dennis S. Bernstein

Abstract: We numerically investigate that an adaptive control law achieves internal model principle control in
the presence of plant input nonlinearities. We focus on retrospective cost adaptive control (RCAC) applied to
Hammerstein systems with unknown input nonlinearity and limited modeling of the linear dynamics. The goal
is to determine whether the control law achieves the correct gain and phase shift for internal stability along with
asymptotic command following and disturbance rejection.

Keywords: Adaptive control, nonlinear systems.

1. INTRODUCTION

The internal model principle (IMP) states that a stabiliz-
ing control law that achieves asymptotically perfect com-
mand following or disturbance rejection must “possess” a
model of the exogenous signal [1–3]. IMP is the basis for
PID control, whose integrator can be viewed as a model of
a step command or step disturbance [4]. It is worth noting
that, in a classical servo loop where the objective is com-
mand following, the requirement for an internal model in
the loop transfer function can be satisfied by the plant it-
self, but this is not the case for disturbance rejection. For
example, asymptotic command following for a step com-
mand with a plant that has a pole at zero can be achieved
by any stabilizing controller, but rejection of a step distur-
bance requires that the controller provide integral action.

In the present paper we revisit IMP control within the
context of adaptive control of Hammerstein systems. In
addition to uncertainty in the linear dynamics and input
nonlinearity, the nonlinearity induces additional, undesir-
able harmonic content in the plant input. The adaptive
controller must account for these harmonics in following
the command.

In [5], retrospective cost adaptive control (RCAC)
with auxiliary nonlinearities is presented to address a
command-following problem for uncertain Hammerstein
systems with possibly non-monotonic input nonlineari-
ties. Papers [6] and [7] apply retrospective cost adaptive
control (RCAC) to a command-following problem for un-
certain systems with hysteresis nonlinearities. These pa-
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pers numerically investigate that an adaptive control law
achieves IMP control of Hammerstein plants with Duhem
and Prandtl–Ishlinskii hysteresis nonlinearities. The ap-
proach uses the phase shift to determine whether the adap-
tive controller inverts the plant.

The goal of the present paper is to numerically in-
vestigate the ability of RCAC to achieve IMP control
in the presence of plant input memoryless nonlineari-
ties. Although we focus on RCAC, the methodology
that we use to analyze the controller action can be ap-
plied to any control law that achieves internal stability
along with either command following or disturbance re-
jection. Furthermore, although we focus on discrete-time
(possibly sampled-data) plants, the ideas are applicable to
continuous-time systems.

Of special interest is the operation of the control law in
terms of phase compensation. Since asymptotically per-
fect command following for linear systems requires that
the plant output match the phase and amplitude of the si-
nusoidal command, the plant input must also be a sinu-
soid and its amplitude and phase must be consistent with
the magnitude and phase shift of the plant at the command
frequency. However, the phase of the control input cannot
be determined by examining the phase shift of the con-
troller due to the fact that, at the command frequency, the
controller has a phase discontinuity. In continuous time,
this discontinuity is 180 degrees at non-DC command fre-
quencies due to poles on the imaginary axis, whereas, in
discrete time, the discontinuity is 360 degrees due to poles
on the unit circle.
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Since, due to the discontinuity, the controller phase
canot be used as a diagnostic for IMP control, we consider
instead the transfer function Gur from the command r to
the control input u. When cascaded with the plant G, the
resulting transfer function must be unity, that is, a magni-
tude of 1 with zero phase shift, at the command frequency.
This means that the transfer functions Gur and G in cas-
cade must be mutual inverses at the command frequency.
We use this diagnostic to analyze adaptive control laws,
but we also consider the contribution of the harmonics to
the command-following error. For Hammerstein systems,
we use describing functions to estimate the phase shift and
magnitude of the input nonlinearity at the command fre-
quency.

2. PROBLEM FORMULATION

In this section we begin with fixed gain control for
a classical servo loop with harmonic commands. For a
SISO LTI plant, we choose an IMP control under the as-
sumption that the command frequency is known. We then
show that the control law places a zero on the unit cir-
cle in the transfer function from the reference r to the
command-following error e. The presence of this zero il-
lustrates the operation of the IMP control. Equivalently,
the final value theorem shows that the controller applies
infinite gain at the command frequency, thus driving the
command-following error to zero. Consider the linear sys-
tem

x(k+1) = Ax(k)+Bu(k), (1)

e(k) = y(k)− r(k), (2)

y(k) =Cx(k), (3)

where x(k)∈Rn is the state, y(k)∈R is the measured out-
put available to the controller, e(k) ∈ R is the command-
following error, u(k) ∈ R is the control, and r(k) ∈ R is
the command input. The goal is to determine u that makes
e close to zero.

The closed-loop system presented in Fig. 1 can be rep-
resented by the cascaded system in Fig. 2, where

Gur =
Gc

1+GcG
. (4)

Suppose that the system shown in Fig. 2 is driven by the
command signal r(k) = Re

{
Are jΩk

}
, where Ar is a com-

plex number. Then the harmonic control input to the sys-
tem G can be expressed as

u(k) = |Gur(e jΩ)|Re
{

Are
j
(

Ωk+∠Gur(e jΩ)
)}

, (5)

where |Gur(e jΩ)| and ∠Gur(e jΩ) are the gain and phase of
Gur, respectively. Then

y(k) = |Gur(e jΩ)||G(e jΩ)|Re
{

Are
j
[

Ωk+∠Gur(e jΩ)+∠G(e jΩ)
]}

.
(6)

Fig. 1. Command-following problem for the linear plant
G.

Fig. 2. Representation of the command-following prob-
lem as a cascaded system, where Gur =

Gc
1+GcG .

To regulate the command-following error e to 0 at the fre-
quency Ω, it follows that y is harmonic and e = 0 if and
only if

y(k) = G(e jΩ)Gur(e jΩ)r(k), (7)

which is equivalent to

Gur(e jΩ)G(e jΩ) = 1. (8)

The gain and phase of Gur therefore must satisfy

|Gur(e jΩ)|= 1
|G(e jΩ)|

, (9)

∠Gur(e jΩ) =−∠G(e jΩ). (10)

Example 1: Let r(k) = sin( π
5 k), the asymptotically

stable linear plant G(z) = z−0.5
(z−0.8)(z−0.6) , and the controller

Gc(z) = 0.3693 z
z2−1.902z+1 . Note that Gc possesses an IMP

model of the command signal. Fig. 3 shows that the error
decreases to zero and that Gur inverts the plant G at the
command frequency Ω = π

5 rad/sample.

3. ADAPTIVE CONTROL OF HAMMERSTEIN
PLANTS

3.1. Hammerstein command-following problem
In this section we consider the Hammerstein plant

x(k+1) = Ax(k)+BN
(
u(k)

)
, (11)

v(k) =N
(
u(k)

)
, (12)

e(k) = y(k)− r(k), (13)

y(k) =Cx(k), (14)

where N : R → R, see Fig. 4. The goal is to develop
an adaptive output feedback controller that minimizes the
command-following error e with minimal modeling infor-
mation about the plant G, and input nonlinearity N . We
assume that measurements of y(k) are available for feed-
back; however, measurements of v(k) = N (u(k)) are not
available.
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Fig. 3. Example 1: (a) shows the control signal u(k), (b)
the command-following error e(k), (c) the bode
plots of G(z) = z−0.5

(z−0.8)(z−0.6) and Gur = Gc
1+GGc

,
where Gc(z)= 0.3693 z

z2−1.902z+1 . The figure shows
that the magnitude and phase of Gur compensate
for the magnitude and phase of G at Ω = π/5
rad/sample.

Fig. 4. The Hammerstein system H, where N is the non-
linearity and G is the linear plant.

3.2. The adaptive RCAC controller
The Adaptive RCAC Controller has been used in differ-

ent applications [8, 9]. Various techniques have been used
to control Hammerstein systems with uncertain input non-
linearities and linear dynamics [10]- [12]. In this paper we
focus on RCAC adaptive control, which has been used for
MIMO, nonminimum phase (NMP), unstable, and Ham-
merstein systems, see [13]- [17]. This approach relies
on knowledge of Markov parameters. In this section we
present the adaptive RCAC controller used to formulate
Gur. Consider the controller of order nc

u(k) =
nc

∑
i=1

Mi(k)u(k− i)+
nc

∑
i=1

Ni(k)e(k− i), (15)

Fig. 5. Hammerstein command-following problem with
the RCAC adaptive controller. The Hammerstein
system consists of the input nonlinearity N cas-
caded with the linear plant G, where u is the con-
trol signal. The measurements of y(k) are avail-
able for feedback; however, the measurements of
v(k) =N

(
u(k)

)
are not available.

where, for all i = 1, . . . ,nc, Mi(k) ∈R, and Ni(k) ∈R. The
control (15) can be expressed as

u(k) = θ(k)ϕ(k−1), (16)

where

θ(k) =
[
M1(k) · · ·Mnc(k) N1(k) · · ·Nnc(k)

]
is the controller gain matrix θ(k)∈R1×2nc , and the regres-
sor vector ϕ(k) ∈ R2nc is given by

ϕ(k−1) = [u(k−1) · · ·u(k−nc) e(k−1) · · ·e(k−nc)]
T.

(17)

The transfer function matrix Gc,k(q) from e to u at time
step k can be represented by

N1(k)qnc−1 +N2(k)qnc−2 + · · ·+Nnc(k)

qnc −
(

M1(k)qnc−1 + · · ·+Mnc−1(k)q+Mnc(k)
) .

3.3. Retrospective cost adaptive control
For i ≥ 1, define the Markov parameter

Hi
△
=CAi−1B.

For example,
H1 =CB,H2 =CAB.

Let ℓ be a positive integer. Then, for all k ≥ ℓ,

x(k) = Aℓx(k− ℓ)+
ℓ

∑
i=1

Ai−1BN (u(k− i)), (18)

and thus

e(k) =CAℓx(k− ℓ)− r(k)+ H̄Ū(k−1), (19)

where

H̄
△
=
[

H1 · · · Hℓ

]
∈ R1×ℓ,

Ū(k−1)
△
=

 N (u(k−1))
...

N (u(k− ℓ))

 .
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Next, we rearrange the columns of H̄ and the components
of Ū(k− 1) and partition the resulting matrix and vector
so that

H̄Ū(k−1) =H′U ′(k−1)+HU(k−1), (20)

where H′ ∈ R1×(ℓ−lU ), H ∈ R1×lU , U ′(k−1) ∈ Rℓ−lU , and
U(k−1) ∈ RlU . Then, we can rewrite (19) as

e(k) = S(k)+HU(k−1), (21)

where

S(k) △
=CAℓx(k− ℓ)− r(k)+H′U ′(k−1). (22)

Next, we define the retrospective performance

ê(k) = e(k)−HU(k−1)+HÛ(k−1). (23)

Finally, we define the retrospective cost function

J(Û(k−1),k)
△
= ê2(k). (24)

The goal is to determine refined controls Û(k − 1) that
would have provided better performance than the controls
U(k) that were applied to the system. The refined control
values Û(k−1) are subsequently used to update the con-
troller. Next, to ensure that (24) has a global minimizer,
we consider the regularized cost

J̄(Û(k−1),k)
△
= ê2(k)+η(k)ÛT(k−1)Û(k−1),

(25)

where η(k)≥ 0. Substituting (23) into (25) yields

J̄(Û(k−1),k) = Û(k−1)TA(k)Û(k−1)+ (26)

B(k)Û(k−1)+C(k),

where

A(k)
△
=HTH+η(k)IlU ,

B(k) △
= 2HT[z(k)−HU(k−1)],

C(k) △
= e2(k)−2e(k)HU(k−1)

+UT(k−1)HTHU(k−1).

If either H has full column rank or η(k) > 0, then A(k)
is positive definite. In this case, J̄(Û(k − 1),k) has the
unique global minimizer

Û(k−1) =−1
2
A−1(k)B(k). (27)

Next, let d be a positive integer such that U(k−1) contains
u(k−d) and define the cumulative cost function

J(θ ,k) △
=

k

∑
i=d+1

λ k−i∥ϕ T(i−d −1)θ T(k)− ûT(i−d)∥2

+λ k(θ(k)−θ(0))P−1(0)(θ(k)−θ(0))T,
(28)

Fig. 6. A model of the Hammerstein system presented
with the describing function F , which approxi-
mates the input nonlinearity N under the harmonic
input Re

{
Aue jΩk

}
.

where ∥ · ∥ is the Euclidean norm, and λ ∈ (0,1] is the
forgetting factor. Minimizing (28) yields

θ T(k) = θ T(k−1)+P(k−1)ϕ(k−d −1)

× [ϕ T(k−d)P(k−1)ϕ(k−d −1)+λ (k)]−1

× [ϕ T(k−d −1)θ T(k−1)− ûT(k−d)].
(29)

The error covariance is updated by

P(k) = λ−1P(k−1)−λ−1P(k−1)ϕ(k−d −1)

× [ϕ T(k−d −1)P(k−1)ϕ(k−d)+λ ]−1

×ϕ T(k−d −1)P(k−1). (30)

We initialize the error covariance matrix as P(0) = αI2nc ,
where α > 0.

3.4. Discussion
An input nonlinearity introduces distortion in the loop

that gives rise to harmonics of the command frequencies.
The goal is thus to determine whether RCAC converges
to an approximate IMP control law that compensates for
this distortion. We investigate this question in two differ-
ent ways. First, we examine the required magnitude of the
controller to determine whether it provides high gain at
the command frequency and harmonics introduced by the
input nonlinearity. However, this does not shed light on
the phase compensation provided by the controller. In ad-
dition, since the input nonlinearity is present in the loop,
we no longer expect Gur and G to be mutual inverses at
the command frequency. To circumvent this problem, we
turn to describing functions [18] to approximate the phase
and magnitude of the input nonlinearity at the command
frequency, see Fig. 6. In particular, we ask the follow-
ing question: Does RCAC converge to a controller with
the property that Gur and FG are approximate mutual in-
verses at the command frequency? Here F denotes the de-
scribing function of the input nonlinearity. In the case of
memoryless input nonlinearities, the describing function
is independent of frequency and is real, that is, the de-
scribing function models zero phase shift. The objective
is to determine whether RCAC can achieve IMP control
in the presence of an unknown memoryless input nonlin-
earity. To investigate this, we examine the magnitude and
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phase of

Gur(e jΩ)
△
=

Gc,2000(e jΩ)

1+F(|Au|)G(e jΩ)Gc,2000(e jΩ)
. (31)

The magnitude |Gur(e jΩ)| reveals whether the controller
Gc,2000(e jΩ) provides high magnitude at the command fre-
quencies and their harmonics introduced by the Hammer-
stein system in Fig. 6. The phase ∠Gur(e jΩ) shows
whether Gc,2000(e jΩ) compensates the phase shift pro-
vided by the Hammerstein system in Fig. 6 at the com-
mand frequency. To regulate the command-following er-
ror e to 0 at the frequency Ω, it follows from

r(k) = G(e jΩ)F(|Au|)Gur(e jΩ)r(k), (32)

that

G(e jΩ)F(|Au|)Gur(e jΩ) = 1. (33)

The gain and phase of Gur therefore must satisfy

|Gur(e jΩ)|= 1
F |Au||G(e jΩ)|

, (34)

∠Gur(e jΩ) =−∠G(e jΩ). (35)

4. NUMERICAL EXAMPLES

4.1. Linear system with RCAC
Example 2: Consider Example 1 using RCAC with

nc = 6, α = 3, d = 1, and λ = 1. Fig. 7(c) indicates
the magnitudes |Gur(e j π

5 )| = −5.157 dB and |G(e j π
5 )| =

5.158 dB, and phase angles ∠Gur(e j π
5 ) = 97.27 deg and

∠G(e j π
5 ) =−97.28 deg. It can be concluded that Gur with

Gc,2000 inverts the plant G at the command frequency Ω.

4.2. Hammerstein Plants with a deadzone nonlinear-
ity

In this section we consider the deadzone input nonlin-
earity, shown in Fig. 8, for the closed-loop system shown
in Fig. 5. Then,

N
(
u
)
= max{u−σ ,min{u+σ ,0}}, (36)

where σ is a positive constant.

Example 3: We consider the command r(k)= sin( π
5 k),

the deadzone nonlinearity (36) with σ = 0.25, the asymp-
totically stable linear plant G(z) = z−0.5

(z−0.8)(z−0.6) , and the
Lyapunov-stable plant G(z) = 1

z−1 . We use RCAC with
nc = 13, α = 6, d = 1, and λ = 1. Fig. 9 shows the simula-
tion results. The choice of controller order is necessitated
by the harmonics due to the input nonlinearity.

Example 3 shows that RCAC stabilizes the closed-loop
system and decreases the command-following error e for
the harmonic command r. It remains to be shown that Gur

obtained from RCAC inverts the Hammerstein system H
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Fig. 7. Example 2: (a) shows the control signal u(k), (b)
shows the command-following error e(k), and (c)
shows bode plots of G and Gur =

Gc
1+GGc

. The fig-
ure shows that the magnitude and phase of Gur

compensate for the magnitude and phase of G at
Ω = π/5 rad/sample.

Fig. 8. The deadzone nonlinearity with threshold σ .

considered in Example 3. We use the describing function
for the deadzone nonlinearity to investigate this question.
With r(k) = Re

{
Are jΩk

}
, the output of the Hammerstein

system H with input deadzone nonlinearity can be approx-
imated by the describing function

F(|Au|) =
2κ
π
(π

2
− sin−1 ησ −ησ

√
1−η2

σ
)
, (37)

where ησ
△
= σ

Au
. It follows from (33) that the gain and

phase of Gur therefore must satisfy (34) and (35). Fig.
10(a) shows the magnitude F(|Au|) =−1.155, |G(e j π

5 )|=
5.158, and |Gur(e j π

5 )|=−4.008 dB ∼=−(|Gur|+F(|Au|))
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Fig. 9. Example 3: (a) shows the command-following

error e for the asymptotically stable linear plant
G(z) = z−0.5

(z−0.8)(z−0.6) with the deadzone nonlinear-
ity (36), (b) shows v(k) versus u(k), (c) shows
the command-following error e for the Lyapunov-
stable plant G(z) = 1

z−1 with the deadzone nonlin-
earity (36), and (d) shows v(k) versus u(k). The
results show that RCAC stabilizes the closed-loop
system and decreases the command-following er-
ror e for the harmonic command r.

and phase ∠G(e j π
5 ) = −97.28 deg ∠Gur(e j π

5 ) = 97.34
deg = −∠G(e j π

5 ). Hence Fig. 10(a) shows that Gur with
Gc,2000 inverts the phase and magnitude of the Hammer-
stein system in Example 3. Fig. 10(b) shows that Gur with
Gc,2000 inverts the phase and the magnitude of the Ham-
merstein system H for the Lyapunov-stable plant G(z) =

1
z−1 .

4.3. Hammerstein plants with a cubic nonlinearity
In this section we consider the cubic nonlinearity

N (u) = u3. (38)

Example 4: We consider the command r(k)= sin( π
5 k),

the cubic nonlinearity (38), and the stable plant G(z) =
z−0.5

(z−0.8)(z−0.6) and the Lyapunov-stable plant G(z) = 1
z−1 ,

and RCAC with nc = 14, α = 1, d = 1, and λ = 1. Fig. 11
shows the simulation results.

We investigate whether RCAC inverts the Hammer-
stein system H considered in Example 4. With r(k) =
Re
{

Are jΩk
}

, the output of the Hammerstein system H
with input deadzone nonlinearity can be approximated by
[18]

F(|Au|) =
3
4
|Au|2. (39)
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Fig. 10. Bode plots for Example 3: (a) and (b) show
the frequency of Gur, G, and the describing
function F of the deadzone nonlinearity with
(a) the asymptotically stable linear plant G(z) =

z−0.5
(z−0.8)(z−0.6) , and (b) the Lyapunov-stable plant
G(z) = 1

z−1 . The figure shows that the magnitude
and phase of Gur compensate for the magnitude
and phase of FG at Ω = π/5 rad/sample.

It follows from (33) that the gain and phase of Gur there-
fore must satisfy (34) and (35). Fig. 12(a) shows the
magnitude |G(e j π

5 )| = 4.18 dB, F(|Au|) = −5.53 dB,
and |Gur(e j π

5 )|= 1.634 dB ∼=−(F(|Au|)+ |G(e j π
5 )|), and

phase ∠Gur(e j π
5 ) = 108 deg and ∠G(e j π

5 ) = −108 deg
= −∠Gur(e j π

5 ). Hence, Fig. 12(a) shows that Gur inverts
the phase and magnitude of the Hammerstein system H
presented in Example 4. Fig. 12(b) shows that Gur with
Gc,2000 inverts the phase and magnitude of the Hammer-
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Fig. 11. Example 4: (a) shows the command following
error e for the asymptotically stable linear plant
G(z) = z−0.5

(z−0.8)(z−0.6) with the cubic nonlinearity
(38), (b) shows v(k) versus u(k), (c) shows the
command following error e for the Lyapunov-
stable plant G(z) = 1

z−1 with the cubic nonlinear-
ity (38), and (d) shows v(k) versus u(k). The re-
sults show that RCAC stabilizes the closed-loop
system and decreases the command-following er-
ror e for the harmonic command r.

stein system H for the asymptotically stable linear plant
G(z) = z−0.5

(z−0.8)(z−0.6) .

4.4. Hammerstein plants with a saturation nonlinear-
ity

In this section we consider the closed-loop system
shown in Fig. 5 with the saturation nonlinearity

N
(
u
)
=


κ, if u ≥ κ,
u, if −κ ≤ u ≤ κ,
−κ if u ≤ κ,

(40)

where κ is a positive constant.

Example 5: We consider the command r(k) =
1.75sin( π

10 k), the saturation nonlinearity (40), the un-
stable plant G(z) = 1

z−1.1 , and the asymptotic stable plant
G(z) = 1

z−0.7 . We consider RCAC with nc = 6, α = 0.2,
d = 1, and λ = 1. Fig. 14 shows the simulation results.

We investigate whether RCAC inverts the Hammer-
stein system H considered in Example 5. With r(k) =
Re
{

Are jΩk
}

, the output of the Hammerstein system H
with input saturation nonlinearity can be approximated by
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Fig. 12. Bode plots for Example 4: (a) and (b) show the
frequency of Gur, G, and the describing func-
tion F of the cubic nonlinearity (38) with (a)
the asymptotically stable linear plant G(z) =

z−0.5
(z−0.8)(z−0.6) , and (b) the Lyapunov-stable plant
G(z) = 1

z−1 . The figure shows that the magnitude
and phase of Gur compensate the magnitude and
phase of FG at Ω = π/5 rad/sample.

the describing function [18]

F(|Au|) =
2
π

(
sin−1(

a
A
)+

a
A

√
1− a2

A2

)
. (41)

It follows from (33) that the gain and phase of Gur there-
fore must satisfy (34) and (35). Fig. 15(a) shows the
magnitude F(|Au|) = 11.48 dB, |G(e j π

10 )|= 14.47 dB, and
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Fig. 13. The saturation nonlinearity with threshold κ .
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Fig. 14. Example 5: (a) shows the command-following
error e for the stable linear plant G(z) =

z−0.7
(z−0.95)(z−0.8) with the saturation nonlinearity
(40), (b) shows v(k) versus u(k), (c) shows the
command following error e for the unstable plant
G(z) = 1

z−1.1 with the saturation nonlinearity (40),
and (d) shows v(k) versus u(k). The results show
that RCAC stabilizes the closed-loop system and
decreases the command-following error e for the
harmonic command r.

|Gur(e j π
10 )| = −25.94 dB ∼= −(|G(e j π

10 )|+F(|Au|)), and
phase ∠Gur(e j π

5 ) = 103.1 deg and ∠G(e j π
5 ) = −102.6

deg ∼= −∠Gur(e j π
5 ). Hence, Fig. 15(a) shows that Gur

with Gc,2000 inverts the magnitude and phase of the Ham-
merstein system H presented in Example 5. Fig. 15(b)
shows that Gur with Gc,2000 inverts the phase and magni-
tude of the Hammerstein system H for the unstable plant
G(z) = 1

z−1.1 .

5. RCAC FOR HAMMERSTEIN SYSTEM WITH
BACKLASH NONLINEARITY

In this section we consider the backlash input nonlin-
earity for the closed-loop system shown in Fig. 5. Let

N (k) = B[u](k) (42)
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Fig. 15. Bode plots for Example 5: (a) and (b) show the
frequency of Gur, G, and the describing function
F of the saturation nonlinearity with (a) the sta-
ble linear plant G(z) = z−0.7

(z−0.95)(z−0.8) , and (b) the
unstable plant G(z) = 1

z−1.1 . The figure shows
that the magnitude and phase of Gur compensate
the magnitude and phase of FG at Ω = π/10
rad/sample.

and B[u](k) = bρ(k), where

bρ(k) = max{κ(u(k)−ρ),min{κ(u(k)+ρ),bρ(k−1)}},
(43)

where bρ(1) = max{κ(u(1)−ρ), min{κ(u(1)+ρ),0}},
ρ is a positive threshold, and κ is a positive constant deter-
ments the slope of the increasing (u(k)−ρ) and decreas-
ing (u(k)+ρ) curves.

In the following example we show that the RCAC min-
imizes the command-following error e when the input
backlash nonlinearity B is considered.

Example 6: We consider the command r(k)= sin( π
5 k),

the backlash operator B with ρ = 0.4, the asymptotically
stable linear plant G(z) = z−0.5

(z−0.8)(z−0.6) , and the Lyapunov
stable plant G(z) = 1

z−1 . We use RCAC with nc = 12, α =
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Fig. 16. Example 6: (a) shows the command following er-
ror e when the asymptotically stable linear plant
G(z)= z−0.5

(z−0.8)(z−0.6) and the output of the backlash
operator B shown in (b) considered in the closed-
loop system with RCAC, (c) shows the command
following error e when the Lyapunov stable plant
G(z) = 1

z−1 and the output of the backlash opera-
tor B shown in (d) considered in the closed-loop
system with RCAC.

3, d = 1, and λ = 1. Fig. 9 shows the simulation results.

The closed-loop system constructed with the RCAC de-
creases the command-following error e and stabilizes the
closed-loop system with the harmonic command r is con-
sidered. We use the describing function for the backlash
to explain that compensation in the closed-loop system.

y(k)∼= Re
{

Ar|Gur(e jΩ)||G(e jΩ)||F(|Au|)|

e j(Ωk+∠F(|Au|)+∠G(e jΩ)+∠Gur(e jΩ))
}
, (44)

where |F(|Au|)| and ∠F(|Au|) are the amplitude and the
phase of the describing function of the backlash operator,
where [18]

|F(|Au|)|= 1
|Au|

√
a1

2 +b1
2, (45)

∠F(|Au|) = tan−1 a1
b1 , (46)

where

a1 =
4κρ

π
( ρ
|Au|

−1
)
, (47)

b1 =
|Au|κ

π
(π

2
− sin−1 ηρ −ηρ

√
1−η2

ρ
)
, (48)

where ηρ = 2ρ
|Au| − 1. Based on the bode plots presented

in Fig. 17, we can conclude that Gur inverts the phase
and magnitude of the Hammerstein system H presented
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Fig. 17. Example 6: (a) and (b) show the bode plots of
Gur, G, and the describing function F of the back-
lash nonlinearity with (a) the asymptotically sta-
ble linear plant G(z) = z−0.5

(z−0.8)(z−0.6) , and (b) the
Lyapunov stable plant G(z) = 1

z−1 .

in Example 6. Considering the asymptotically stable lin-
ear plant G(z) = z−0.5

(z−0.8)(z−0.6) , we obtain, (i) the magni-
tude |Gur(e j π

5 )| = −1.308 dB, |F(|Au|)| = −3.846 dB,
and |G(e j π

5 )|= 5.158 dB, and (ii) the phase ∠Gur(e j π
5 ) =

−20.06 deg, ∠G(e j π
5 ) = −97.28 deg, and ∠F(|Au|) =

117.3 deg. Fig. 17(b) shows that Gur inverts the phase and
magnitude of the Hammerstein system H with the back-
lash input nonlinearity with ρ = 0.4 when the Lyapunov
stable plant G(z) = 1

z−1 is considered.

6. CONCLUSIONS

The numerical investigation carried out in the paper
shows that the adaptive control law can achieve IMP con-
trol in the presence of plant input nonlinearities. For
memoryless nonlinearities, RCAC was shown to invert
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the Hammerstein system at the command frequency of the
harmonic command input. It is important to note that the
investigation in this paper is numerical, and is intended to
motivate theoretical studies of adaptive control of Ham-
merstein systems with harmonic commands and distur-
bances. We stress that the diagnostics that we use are
not confined to RCAC, but can be used to investigate the
asymptotic properties of any control law that is applicable
to either command following (possibly MRAC) or distur-
bance rejection. In addition, this paper shows that the clas-
sical technique of describing functions can shed light on
the properties of adaptive control laws.
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