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Abstract—A new robust stability and performance analysis technique is developed. The approach involves replacing the state covariance by its block-norm matrix, i.e., the nonnegative matrix whose elements are the norms of subblocks of the covariance matrix partitioned according to subsystem dynamics. A bound (i.e., majorant) for the block-norm matrix is given by the majorant Lyapunov equation, a Lyapunov-type nonnegative matrix equation. Existence, uniqueness, and computational tractability of solutions to the majorant Lyapunov equation are shown to be completely characterized in terms of $M$ matrices. Two examples are considered. For a damped simple harmonic oscillator with uncertain but constant natural frequency, the majorant Lyapunov equation predicts unconditional stability. And, for a pair of nominally uncoupled oscillators with uncertain coupling, the majorant Lyapunov equation shows that the range of nondestabilizing couplings is proportional to the frequency separation between the oscillators, a result not predictable from quadratic or vector Lyapunov functions.

I. INTRODUCTION

The importance of robustness in control-system analysis and design cannot be overemphasized. The past ten years' literature reflects considerable frequency-domain development [1]-[11], while recent publications indicate increasing time-domain activity [12]-[19]. Wide variations in underlying assumptions, mathematical settings, and problem data render it difficult, if not impossible, to clearly delineate the relative effectiveness of different methods. Our own philosophical outlook has thus been guided by two general criteria:

1) effectiveness for simple examples;
2) efficiency when applied to large scale problems.

The first criterion involves applying robustness techniques to simple, perhaps trivially obvious, examples to serve as "acid tests." A given method's effectiveness on a collection of such examples can possibly reveal inherent shortcomings. As an illustration of this criterion, consider a damped harmonic oscillator with constant but uncertain natural frequency. Using the notation of [6], stability is guaranteed so long as

$$\sigma_{\max} \left[ R(j\omega) \right] < 1, \quad \omega > 0$$

and uncertainty in the nominal natural frequency $\omega_n$ is modeled by

$$\Delta(s) = L^{-1}(s)\theta(s) R(s) = \delta \omega_n^2,$$

$$L(s) = 1/\alpha, \quad \theta(s) = \delta/\alpha, \quad R(s) = \omega_n^2, \quad K(s) = 0,$$

$$\delta \in [-\min(1, \alpha, \alpha)], \quad \alpha > 0.$$

Note that

$$\sigma_{\max} \left[ \theta(j\omega) \right] \leq 1, \quad \omega > 0$$

as required in [6]. The perturbation $\Delta(s)$ (modeled as a feedback gain) effectively replaces $\omega_n^2$ in $G(s)$ by $(1 + \delta)\omega_n^2$. Hence, for a given $\alpha > 0$ this uncertainty model permits perturbed natural frequencies in the range $[0, (1 + \alpha)^{1/2} \omega_n]$. Evaluating (1.1) yields the upper bound

$$\alpha < [(\omega_n^2 - \omega^2)^2 + 4\beta^2 \omega^2]^{1/2}/\omega_n^2, \quad \omega > 0$$

or, equivalently,

$$\alpha < 2(1 - \xi^2)^{1/2}$$

where $\xi \equiv \eta/\omega_n$. The conservatism of (1.3) is obviously most pronounced when the damping ratio $\xi$ is small. In all cases, however, the conservatism is infinite.

The second criterion is obviously subjective and depends upon a variety of factors such as problem structure, designer experience, and computational resources. This criterion is, in our opinion, most important since the need for robustness techniques becomes increasingly critical as system complexity grows. Indeed, the ultimate test of a given approach is to scale it to larger and larger problems to reveal inherent limitations. Obviously, such tests are not only difficult, but may entail a significant commitment of human and financial resources. Nevertheless, crude predictions are sometimes available, and a case in point is the "curse of dimensionality" encountered in the approach of [9]. Another example involves computational difficulties in obtaining bounds for the $\mu$-function with more than three blocks [10].

The contribution of the present paper is a new robustness analysis method developed specifically for large scale systems. The basic idea, motivated by the work of Siljak [30] on connective stability, is as follows. The system is assumed to be in the form of a collection of subsystems with uncertain local dynamics and uncertain interactions. Parameter uncertainties are modeled as either structured or unstructured constant variations contained in prescribed sets. The state covariance, partitioned conformably with the subsystem dynamics, is replaced by its block-norm matrix, i.e., the nonnegative matrix each of whose elements is the norm of the corresponding subblock of the original matrix. This nonnegative matrix satisfies a novel inequality designated the
covariance block-norm inequality. The existence of a solution to the majorant Lyapunov equation, i.e., the covariance block-norm inequality interpreted as an equation, yields an element-by-element bound (i.e., majorant) for the covariance block-norm, hence, assuring robust stability and performance. The relevance of this technique to large-scale systems stems from the fact that replacing each subblock of the covariance by its norm can significantly reduce the dimension of the problem. Indeed, the dimension of the majorant Lyapunov equation is equal to the number of subsystems which may be significantly less than the dimension of the original system.

To illustrate the above ideas in more detail, consider the covariance equation

\[ 0 = (A + G)Q + Q(A + G)^T + V \]  \hspace{1cm} (1.4)

where \( A \) denotes the nominal dynamics, \( G \) denotes uncertainty in \( A \), \( V \) is the disturbance intensity, and \( Q \) is the state covariance. Assuming that \( A \) is block diagonal with \( r \) diagonal blocks leads to the covariance block-norm inequality (see Proposition 4.2)

\[ Q + \bar{Q} \preceq \|Q\|_F^2 \quad \forall \bar{Q} \in \mathbb{R}^{r \times r} \]  \hspace{1cm} (1.5)

In (1.5), \( Q \), \( \bar{Q} \), and \( V \) are all nonnegative matrices, i.e., each element is a nonnegative number. The matrices \( Q \) and \( V \) are formed by taking the Frobenius norm of each subblock of \( Q \) and \( V \), while each component of \( \bar{Q} \) is a given constant which bounds the spectral norm (largest singular value) of the corresponding subblock of the uncertain perturbation \( G \). Hence, \( \bar{Q} \) is a majorant for \( G \) in the sense of [21]-[23]. Each element of the matrix \( Q \) is bounded above by the smallest singular value of the Kronecker sum [24]-[26] of pairs of diagonal blocks of \( A \). The operation \( \oplus \) is the Hadamard product [27], [28], and the ordering \( \preceq \) denotes element-by-element comparison, i.e., the ordering induced by the cone of nonnegative matrices [29], [30].

The majorant Lyapunov equation is obtained by replacing the inequality (1.5) by the \( r \times r \) nonnegative matrix equation

\[ Q + \bar{Q} = \|Q\|_F^2 \quad \forall \bar{Q} \in \mathbb{R}^{r \times r} \]  \hspace{1cm} (1.6)

A key result (Corollary 5.1) states that

\[ Q \preceq \bar{Q} \]  \hspace{1cm} (1.7)

for all stable \( A + G \). Consequently (see Theorem 5.1), the existence of a unique solution to (1.6) leads directly to a guarantee of robust stability over the range specified by \( G \) and to a guarantee of robust performance over which \( Q \) is bounded above by the smallest singular value of the Kronecker sum.

The majorant Lyapunov equation is generally computationally tractable. Specifically, the block covariance matrix \( Q \) is given by

\[ Q = \text{diag}(\text{vec}(\bar{Q}) - G \oplus G) \]  \hspace{1cm} (1.8)

is an \( M \) matrix [29], [30].

Even when the number of subsystems is large, the majorant Lyapunov equation is generally computationally tractable. Specifically, although \( A \) is a \( r^2 \times r^2 \) matrix, no computations whatsoever need to be carried out with matrices of this dimension. Rather, it suffices to solve only the majorant Lyapunov equation (1.6). In this regard we see that \( \bar{Q} \) is given by

\[ \bar{Q} = \lim_{\lambda \to \infty} \bar{Q}_i \]

where if \( G \) has only off-diagonal nonzero blocks the sequence \( \{\bar{Q}_i\} \) is generated by

\[ Q \star \bar{Q}_{i+1} = \|Q\|_F^2 + \bar{Q}_i \bar{Q}_i^T + V, \]  \hspace{1cm} (1.10)

and is monotonically increasing. Furthermore, the convergence of this sequence is equivalent to \( \bar{Q} \) being an \( M \) matrix so that it is not even necessary to form \( \bar{Q} \).

To illustrate these results we consider two examples. The first example is the damped oscillator already considered in this section. With little effort the majorant Lyapunov equation yields the (obvious) result that the oscillator is stable for all constant natural frequencies. The second example involves a pair of oscillators with known parameters but with uncertain coupling. The majorant Lyapunov equation yields bounds over which stability is guaranteed, and these bounds are compared to the actual stability region as a function of frequency separation. The main result shows that the robustness to uncertain coupling is proportional to the frequency separation. This weak subsystem interaction robustification mechanism is the principal contribution of the majorant theory. This example has immediate application to the problem of vibration control in flexible structures. For this class of problems the open-loop dynamics can be viewed as a collection of uncoupled oscillators which become coupled via feedback and structural uncertainties.

The majorant bound developed in the present paper is quite different from the widely used quadratic Lyapunov function (see, e.g., [12]-[20]). As can readily be shown using the methods of [12], [17]-[20], the quadratic Lyapunov function yields robust stability and performance by replacing (1.4) by

\[ 0 = A\bar{Q} + \bar{Q}A^T + \Omega(\bar{Q}) + V \]  \hspace{1cm} (1.11)

where \( \Omega(\cdot) \) satisfies

\[ G\bar{Q} + \bar{Q}G^T \leq \Omega(\bar{Q}) \]  \hspace{1cm} (1.12)

for all variations \( G \). It can then be shown that

\[ Q \leq \bar{Q} \]  \hspace{1cm} (1.13)

where now, in contrast to (1.7), the ordering in (1.13) is defined with respect to the cone of nonnegative-definite matrices.

The majorant bound may be more closely related to vector Lyapunov functions [30], [31] and the Lyapunov matrix function [32], [33]. It does not appear possible, however, to use these techniques to obtain the majorant results on robustness due to subsystem frequency separation.

The reader will observe that this paper exploits a wide variety of techniques including nonnegative matrices, block norms, matrix majorants, the Hadamard product, the Kronecker sum, and \( M \) matrices. Each of these techniques, except majorants, has, however, been previously applied to control problems in numerous instances. In the special case of scalar subblocks, the block-norm matrix has, moreover, been utilized by Yedavalli [13]-[15] and others for robustness analysis and design. In this case the block norm is known as the matrix modulus. The variety of algebraic structures employed in the present paper should not be surprising since the quest for increasingly refined robustness techniques can be expected to invoke correspondingly refined uncertainty bounds. Related techniques are employed in [11].

The contents of the paper are as follows. Section II presents notation, definitions, and lemmas for use throughout the paper. In Section III robust stability and performance are defined for the homogeneous and nonhomogeneous systems. Detailed system structure and uncertainty characterization are given in Section IV and the covariance block-norm inequality is derived. Section V analyzes the majorant Lyapunov equation to obtain a majorant for the steady-state covariance. The main result, Theorem 5.1, guarantees robust stability and provides a performance bound. Finally, the examples appear in Section VI.

II. PRELIMINARIES

The following notation will be used throughout. All matrices are assumed to have real entries.
In subsequent sections we shall exploit the fact that the norms \( \| \cdot \|_2, \| \cdot \|_s, \) and \( \| \cdot \|_F \) coincide for vectors. Hence, if \( Z \in \mathbb{R}^p \), then by interpreting \( \mathbb{R}^{p \times q} = \mathbb{R}^{p \times q} \) it follows that

\[
\| Z \|_2 = \| Z \|_s = \| Z \|_F. \tag{2.1}
\]

Furthermore, if \( Z \in \mathbb{R}^{p \times q} \), then

\[
\| Z \|_s \leq \| Z \|_F = \| \text{vec} Z \|_F = \| \text{vec} Z \|_2 \leq \| \text{vec} Z \|_s. \tag{2.2}
\]

**Lemma 2.1:** If \( Z \in \mathbb{R}^{p \times q} \) and \( \dot{Z} \in \mathbb{R}^{r \times r} \) then

\[
\sigma_{\min}(Z) \| \dot{Z} \|_F \leq \| ZZ \|_F \leq \| Z \|_s \| \dot{Z} \|_F. \tag{2.3, 2.4}
\]

If, furthermore, \( p = q = r \), then \( \dot{Z} \) is symmetric, then

\[
\text{tr} ZZ \leq (\text{tr} Z)\sigma_{\min}(Z) \leq (\text{tr} \dot{Z}) \| \dot{Z} \|_F. \tag{2.5}
\]

**Proof:** Inequality (2.4) can be found in [35, p. 263]. To prove (2.3), note that when \( Z \) is singular the result is immediate. Otherwise, if \( p = q \) replace \( Z \) and \( \dot{Z} \) in (2.4) by \( Z^{-1} \) and \( ZZ \), respectively. The result now follows from \( (\sigma_{\min}(Z^{-1}))^{-1} = \sigma_{\max}(Z) \). If \( p \neq q \), then related arguments apply. Finally, (2.5) is given in [36].

Recall [30] that a matrix \( S \in \mathbb{R}^{m \times m} \) is an \( N \) matrix if \( S_{(i,j)} \leq 0 \), \( i, j = 1, \ldots, r \). In addition, all principal minors of \( S \) are positive, then \( S \) is an \( M \) matrix.

**Lemma 2.2:** Suppose \( S \in \mathbb{R}^{m \times m} \) is an \( N \) matrix. Then the following are equivalent:

i) \( S \) is an \( M \) matrix;

ii) \( S \) is asymptotically stable matrix;

iii) \( S \) is nonnegative-definite matrix.

**Lemma 2.3:** Suppose \( S \in \mathbb{R}^{m \times m} \) is an \( M \) matrix and let \( S \in \mathbb{R}^{m \times m} \) be an \( N \) matrix such that \( S \geq S \). Then \( S \) is an \( M \) matrix.

**Proof:** See [30, p. 400].

## III. ROBUST STABILITY AND PERFORMANCE BOUNDS

Consider the \( n \)-th order homogeneous system

\[
x(t) = (A(\theta) + G)x(t), \quad t \in [0, \infty), \tag{3.1}
\]

\[
G \in \mathbb{R}^{n \times n}, \tag{3.2}
\]

\[
\theta \in \Theta \subset \mathbb{R}^m, \tag{3.3}
\]

where \( A: \Theta \rightarrow \mathbb{R}^{n \times n} \) is continuous, \( \hat{A} \equiv A(\hat{\theta}) \) denotes the known nominal dynamics for \( \hat{\theta} \in \Theta \), \( \theta \) denotes the unstructured parametric uncertainty in \( A \), \( G \) denotes the structured parametric uncertainty in \( A \), and \( 0 \in \Theta \) is the nominal value of \( G \). We first consider the stability of (3.1) over \( \Theta \) and \( \theta \).

**Definition 3.1:** If \( A(\theta) + G \) is asymptotically stable for all \( G \in \mathbb{R}^{n \times n} \) and \( \theta \in \Theta \), then the homogeneous system (3.1) is robustly stable over \( \Theta \) and \( \theta \).

Now consider the \( n \)-th order nonhomogeneous system

\[
x(t) = (A(\theta) + G)x(t) + w(t), \quad t \in [0, \infty), \tag{3.4}
\]

where \( G \in \mathbb{R}^{n \times n}, \theta \in \Theta \), and \( w(\cdot) \) is white noise with intensity \( V \geq 0 \). For given \( G \in \mathbb{R}^{n \times n} \) and \( \theta \in \Theta \), the steady-state average quadratic performance is defined by

\[
J(G, \theta) \equiv \lim \sup_{t \rightarrow \infty} \mathbb{E}[x^T(t) R x(t)]. \tag{3.5}
\]

where \( R = R^T \geq 0 \). The system (3.4) may, for example, denote a control system in closed-loop configuration. There is no need in our development, however, to make such distinctions.

In practice, steady-state performance is only of interest when the system is robustly stable. The following result is immediate.

**Proposition 3.1:** Suppose the system (3.1) is robustly stable.
over $\Xi$ and $\Theta$. Then for each $G \in \Xi$ and $\theta \in \Theta$,
\[
J(G, \theta) = \text{tr} QR
\]
where $n \times n$ nonnegative-definite $Q$ is the unique solution to
\[
0 = (A(\theta) + G)Q + Q(A(\theta) + G)^T + V.
\]
(3.7)

We shall only be concerned with the case in which $\Xi$ and $\Theta$ are compact. Since $Q$ is a continuous function of $G$ and $\theta$, we can define the worst-case average steady-state quadratic performance
\[
J_{\text{max}} \triangleq \max_{G \in \Xi, \theta \in \Theta} J(G, \theta).
\]
(3.8)

Since it is difficult to determine $J_{\text{max}}$ explicitly, we shall seek upper bounds.

**Definition 3.2:** If $J_{\text{max}} \leq \hat{\alpha}$, then $\hat{\alpha}$ is a performance bound for the nonhomogeneous system (3.4) over $\Xi$ and $\Theta$.

**IV. SYSTEM STRUCTURE, UNCERTAINTY CHARACTERIZATION, AND THE COVARIANCE BLOCK-NORM INEQUALITY**

A discussed in Section I, (3.1) and (3.4) are assumed to be in the form of a large scale system with uncoupled local dynamics and uncertain interactions. Hence, with the subsystem partitioning
\[
n = \sum_{i=1}^{r} n_i
\]
the local system dynamics $A_i(\theta)$ can be decomposed into subsystem dynamics according to
\[
A(\theta) = \text{block-diag} \{ A_i(\theta) \} \quad (i=1, \cdots, r)
\]
where $A_i(\theta) \in \mathbb{R}^{n_i \times n_i}$, $\theta \in \Theta$. For convenience, denote
\[
\tilde{A} = \text{block-diag} \{ \tilde{A}_i \}.
\]
(4.2)

Accordingly, $R$ is assumed to be of the form
\[
R = \text{block-diag} \{ R_i \} \quad (i=1, \cdots, r)
\]
where $R_i \in \mathbb{R}^{n_i \times n_i}$, $R_i \succeq 0$, $i = 1, \cdots, r$. The intensity $V$ and steady-state covariance $Q$ satisfying (3.7) are assumed to be conformably partitioned, i.e.,
\[
V = \{ V_j \}_{j=1}^{r}, \quad V_j \in \mathbb{R}^{n_j \times n_j},
\]
\[
Q = \{ Q_j \}_{j=1}^{r}, \quad Q_j \in \mathbb{R}^{n_j \times n_j}.
\]
(4.4)

For notational simplicity define
\[
V_i \triangleq V_{i1}, \quad Q_i \triangleq Q_{i1}, \quad i=1, \cdots, r.
\]
(4.6)

Taking the Frobenius norm of each subblock of $V$ and $Q$ leads to the $r \times r$ symmetric nonnegative matrices $V$ and $Q$ defined by
\[
V \triangleq \{ \| V_j \|_F \}_{j=1}^{r}, \quad Q \triangleq \{ \| Q_j \|_F \}_{j=1}^{r}.
\]
(4.7)

Note that
\[
\| Q \|_F = \| Q \|_r, \quad \| V \|_F = \| V \|_r.
\]
(4.8)

A few observations concerning the nominal system, i.e., with $G = 0$ and $\theta = \hat{\theta}$, are worth noting. If $\tilde{A}$ is stable then so is $A_i$, $i = 1, \cdots, r$, and there exist unique, nonnegative-definite $\tilde{Q}$, $\tilde{P}_i \in \mathbb{R}^{n_i \times n_i}$, $i = 1, \cdots, r$, satisfying
\[
0 = A_i \tilde{Q}_i + \tilde{Q}_i A_i^T + V_i,
\]
\[
0 = \tilde{A}_i^T \tilde{P}_i + \tilde{P}_i \tilde{A}_i + R_i
\]
(4.9)

**Proposition 4.1:** Suppose $\tilde{A}$ is asymptotically stable. Then the nominal performance $J_{\text{nom}}$ is given by
\[
J_{\text{nom}} \triangleq J(0, \hat{\theta}) = \sum_{i=1}^{r} \text{tr} \tilde{Q}_i R_i = \sum_{i=1}^{r} \text{tr} \tilde{P}_i V_i.
\]
(4.11)

**Proof:** First note that with $G = 0$ and $\theta = \hat{\theta}$ the diagonal blocks of $Q$ satisfying (3.7) coincide with $\hat{Q}_i$, $\cdots$, $\hat{Q}_i$. Thus
\[
J(0, \hat{\theta}) = \sum_{i=1}^{r} \text{tr} \hat{Q}_i R_i
\]
\[
= \sum_{i=1}^{r} (\text{vec} \hat{Q}_i)^T \text{vec} R_i
\]
\[
= \sum_{i=1}^{r} [(\hat{A}_i + \hat{A}_i)^{-1} \text{vec} V_i]^T \text{vec} R_i
\]
\[
= \sum_{i=1}^{r} (\text{vec} V_i)^T (\hat{A}_i^T + \hat{A}_i)^{-1} \text{vec} R_i
\]
\[
= \sum_{i=1}^{r} (\text{vec} V_i)^T \text{vec} \tilde{P}_i
\]
\[
= \sum_{i=1}^{r} \text{tr} \tilde{P}_i V_i.
\]
(4.10)

The matrices $G \in \Xi$ are also conformably partitioned so that
\[
G = \{ G_j \}_{j=1}^{r}, \quad G_j \in \mathbb{R}^{n_j \times n_j}
\]
(4.12)

and $\Xi$ is characterized by
\[
\Xi \triangleq \{ G \in \mathbb{R}^{n \times n} : \sigma_{\text{max}}(G) \leq \gamma_j, \quad i = 1, \cdots, r \}
\]
(4.13)

where $\gamma_j \geq 0$, $i, j = 1, \cdots, r$, are given constants. For convenience, define the $r \times r$ nonnegative matrix
\[
\Xi \triangleq \{ \gamma_{ij} \}_{i,j=1}^{r}.
\]
(4.14)

The bound $\Xi$ is a matrix majorant for $G \in \Xi$ in the sense of [21]-[23].

**Remark 4.1:** $\Xi$ is compact and convex.

Finally, let symmetric, positive $\tilde{A} \in \mathbb{R}^{r \times r}$ satisfy
\[
G(\tilde{A}, i) \equiv \min_{\phi \in \Theta} \{ \sigma_{\text{max}}(A_i(\phi) \circ A_i(\theta)) \}, \quad i = 1, \cdots, r.
\]
(4.15)

**Proposition 4.2:** Let $G \in \Xi$ and $\theta \in \Theta$ be such that $A_i(\theta) + G$ is asymptotically stable and let $n \times n$ $Q \succeq 0$ satisfy (3.7). Then $Q$ defined by (4.7), satisfies
\[
A \ast Q \succeq \Xi Q + Q \Xi^T + V
\]
(4.16)
or, equivalently,
\[
A \ast \text{vec} Q \succeq \ast \text{vec} V
\]
(4.17)

where
\[
\Xi \triangleq [\text{diag} (\text{vec} \phi \Xi)] - \Xi \ast \Xi.
\]
(4.18)

**Proof:** Expanding (3.7) yields
\[
- [A_i(\theta) Q_j + Q_j A_i^T(\theta)] = \sum_{k=1}^{r} [G_{ik} Q_{kj} + Q_{kj} G_{ik}^T] + V_{ij}
\]
(4.19)
Bounding the right-hand side of (4.19) from above using (2.4) yields for all $G \in \mathcal{G}$
\[
\left\| \sum_{k=1}^{n} \left[ (G_{kj}Q_{kj} + Q_{kj}G_{jk}^T) \right] + V_j \right\|_F 
\leq \sum_{k=1}^{n} \left[ ||(G_{kj}Q_{kj} + Q_{kj}G_{jk})||_F + ||(G_{kj}Q_{kj} + Q_{kj}G_{jk})^T||_F \right]
\]
while bounding the left-hand side of (4.19) from below using (2.3) implies for all $\theta \in \Theta$
\[
||-[(A_j(\theta)Q_{kj} + Q_{kj}A_j^T(\theta))]|_F = ||(A_j(\theta)Q_{kj} + Q_{kj}A_j^T(\theta))||_F 
\geq \sigma_{\min}(A_j(\theta)) \cdot ||Q_j||_F \geq \sigma_{\min}(A_j(\theta)) ||Q_j||_F
\geq G_{kj}(\theta) \cdot Q_{kj}(\theta)
\]
Combining the above inequalities yields (4.16).

**Remark 4.2:** Since $\mathcal{G} \geq 0$, the $r^2 \times r^2$ matrix $\mathcal{A}$ is an $N$ matrix [30].

**V. The Majorant Lyapunov Equation**

In this section we interpret (4.16) as an equality rather than an inequality and consider the Lyapunov-type nonnegative matrix equation

\[
\mathcal{A} \cdot \mathcal{Q} = \mathcal{G} \cdot \mathcal{Q} + \mathcal{Q} \cdot \mathcal{G}^T + \mathcal{V}
\]

(5.1)

or, equivalently,

\[
\mathcal{A} \cdot \text{vec}(\mathcal{Q}) = \text{vec}(\mathcal{V})
\]

(5.2)

Note that since $\mathcal{A}$ and $\mathcal{V}$ are symmetric a unique solution of (5.1) is necessarily symmetric.

**Proposition 5.1:** The following are equivalent:

i) $\mathcal{A}$ is an $M$ matrix;

ii) $\det A \neq 0$ and $A^{-1} \geq 0$;

iii) for each $r \times r$ symmetric $\mathcal{V} \geq 0$ there exists a unique $r \times r \mathcal{Q} \geq 0$ satisfying (5.1);

iv) there exist $r \times r$ symmetric $\mathcal{V} \geq 0$ and $r \times r$ symmetric $\mathcal{Q} \geq 0$ satisfying (5.1);

v) diag (vec $\mathcal{Q}$) $- (I_r \ast \mathcal{G}) \ast (I_r \ast \mathcal{G}) \geq 0$ and each diagonal matrix $\mathcal{V} \geq 0$ diag (vec $\mathcal{A}$) $- (I_r \ast \mathcal{G}) \ast (I_r \ast \mathcal{G})$ satisfies

\[
\rho(\mathcal{G} \cdot \mathcal{Q} - (I_r \ast \mathcal{G}) \ast (I_r \ast \mathcal{G}))) < 1;
\]

(5.3)

vi) for each $r \times r$ symmetric $\mathcal{Q} \geq 0$ and $r \times r$ symmetric $\mathcal{V} \geq 0$, the sequence $\{\mathcal{Q}_i\}_{i=1}^{\infty}$ generated by

\[
\mathcal{A} \ast \mathcal{Q}_{i+1} - (I_r \ast \mathcal{G}) \ast \mathcal{Q}_{i+1} - \mathcal{Q}_{i+1} \ast (I_r \ast \mathcal{G})
\]

\[
= (G-I \ast \mathcal{G}) \ast \mathcal{Q}_i + \mathcal{V} \ast (G-I \ast \mathcal{G})^T + \mathcal{V},
\]

(5.4)

converges;

vii) for each $r \times r$ symmetric $\mathcal{Q}_0 \geq 0$ there exists $r \times r$ symmetric $\mathcal{V} \geq 0$ such that the sequence $\{\mathcal{Q}_i\}_{i=1}^{\infty}$ generated by (5.4) converges.

**Proof:** Statements i)–v) are equivalent to i)–v) of Lemma 2.2. Clearly, vi) implies iii), and vii) implies iv). To show v) implies vi) and vii) note that $I_r \ast \mathcal{G} \ast (I_r \ast \mathcal{G}) = (I_r \ast \mathcal{G}) \ast (I_r \ast \mathcal{G})$ and

\[
\text{vec}(\mathcal{A} \ast \mathcal{Q}_{i+1}) = \text{[diag (vec $\mathcal{A}$)] vec $\mathcal{Q}_{i+1}$].}
\]

Thus, (5.4) is equivalent to

\[
\text{vec $\mathcal{Q}_{i+1} = \text{[diag (vec $\mathcal{A}$)] vec $\mathcal{Q}_{i+1}$.}}
\]

Since statements i)–vii) depend only on $\mathcal{A}$ and $\mathcal{G}$ we have the following definition inspired by v)–vii).

**Definition 5.1:** (\(\mathcal{A}, \mathcal{G}\)) is stable if $\mathcal{A}$ is an $M$ matrix.

**Remark 5.1:** When $I_r \ast \mathcal{G} = 0$, i.e., when the local dynamics have no structured uncertainty, (5.4) simplifies to

\[
\mathcal{G} \ast \mathcal{Q}_{i+1} = \mathcal{G} \ast \mathcal{Q}_i \ast \mathcal{G}^T + \mathcal{V},
\]

(5.5)

or, equivalently,

\[
\mathcal{Q}_{i+1} = \mathcal{G}^{HH} \ast \mathcal{Q}_i \ast \mathcal{G}^T + \mathcal{V},
\]

(5.5a)

The following result shows that for zero initial condition, the iterative sequence is monotonic.

**Proposition 5.2:** Suppose diag (vec $\mathcal{G}$) $- I_r \ast (\mathcal{G} \ast \mathcal{G}) > 0$. Then the sequence $\{\mathcal{Q}_i\}_{i=1}^{\infty}$ generated by (5.4) with $\mathcal{Q}_0 = 0$ and $\mathcal{V} \geq 0$ is monotonically increasing.

**Proof:** To simplify notation we consider the case mentioned in Remark 5.1. Hence, assume $\mathcal{A} > 0$. Clearly, if $\mathcal{Q}_0 = 0$, then (5.5a) implies that $\mathcal{Q}_1 = \mathcal{G}^{HH} \ast \mathcal{V} \geq 0$. Hence, $\mathcal{Q}_1 \geq \mathcal{Q}_0$. Defining $\Delta \mathcal{Q}_i = \mathcal{Q}_i - \mathcal{Q}_{i-1}$, (5.5a) yields

\[
\Delta \mathcal{Q}_{i+1} = \mathcal{G}^{HH} \ast \Delta \mathcal{Q}_i + \Delta \mathcal{Q}_i \ast \mathcal{G} \ast \mathcal{V} + \mathcal{V},
\]

(5.5b)

Since $\Delta \mathcal{Q}_0 \geq 0$, the result follows from induction.

**Remark 5.2:** Proposition 5.2 is a particularly useful result in applications and can be utilized as follows. Setting $\mathcal{Q}_0 = 0$, the sequence $\{\mathcal{Q}_i\}$ can be evaluated by a simple numerical procedure. As will be shown in Theorem 5.1 below, each $\mathcal{Q}_i$ corresponds to a robust performance measure $\alpha_i$. For practical purposes the increasing sequence $\{\alpha_i\}$ can be generated until either convergence is attained (in which case $\alpha = \lim_{i \to \infty} \alpha_i$ is a robust performance bound) or a maximum permissible performance level is exceeded. In the latter case the question of convergence is irrelevant since the closed-loop system is known to either be unstable for some $G \in \mathcal{G}$ (i.e., $\mathcal{A} = \infty$) or exceed acceptable performance specifications, thereby necessitating system redesign.

We now prove a comparison result for solutions of (5.1).

**Lemma 5.1:** Assume $\mathcal{A}$ is symmetric, let $\mathcal{A}, \mathcal{G}$ be $r \times r$ nonnegative matrices where $\mathcal{A}$ is symmetric, and assume that

\[
\mathcal{A} \preceq \mathcal{A}, \quad \mathcal{G} \preceq \mathcal{G}.
\]

(5.6)

Then $(\mathcal{A}, \mathcal{G})$ is stable. Furthermore, let $r \times r$ symmetric $\mathcal{V}$ satisfy

\[
\mathcal{V} \preceq \mathcal{V},
\]

(5.7)

let $\mathcal{Q}$ be the unique, nonnegative solution to (5.1), and let $\mathcal{Q}$ be the unique solution to

\[
\mathcal{A} \ast \mathcal{Q} = \mathcal{G} \ast \mathcal{Q} + \mathcal{Q} \ast \mathcal{G}^T + \mathcal{V}.
\]

(5.8)

Then if $\mathcal{Q} \geq 0$, it follows that

\[
\mathcal{Q} \preceq \mathcal{Q}.
\]

(5.9)

**Proof:** Since

\[
\mathcal{A} \preceq \text{[diag (vec $\mathcal{A}$)] - (G \ast \mathcal{G}) \ast (G \ast \mathcal{G})} \geq 0
\]

is an $N$ matrix, $\mathcal{A}$ is an $M$ matrix, and

\[
\mathcal{A} - \mathcal{A} = \text{[diag (vec $\mathcal{A}$)] - (G \ast \mathcal{G}) \ast (G \ast \mathcal{G})} \geq 0
\]
On the other hand, for $\mu \in [0, 1)$ it follows that
\[ Q(\mu) = Q(\mu) - Q(\mu, t) + Q(\mu, t) - Q(1, t) + Q(1, t) \geq Q(\mu, t) - Q(1, t) + Q(1, t) \]

which implies, for arbitrary $x \in \mathbb{R}^n$,
\[ x^T Q(\mu) x \geq x^T [Q(\mu, t) - Q(1, t)] x + x^T Q(1, t) x. \]

Thus, by continuity of $Q(\mu, t)$ in $\mu$,
\[ \lim_{\mu \to 1^-} \inf \frac{x^T Q(\mu) x}{\mu} = \infty. \]

Now, since $\tilde{A}(1)$ is not asymptotically stable and $(\tilde{A}(1), \tilde{L}_0)$ is stabilizable, it follows from [37, Proposition 3.2, p. 67] that for some $\tilde{x} \in \mathbb{R}^n$,
\[ \lim_{\mu \to 1^-} \inf \frac{x^T Q(1, t) x}{\mu} = \infty. \]

Hence, by (5.18) contradicts (5.16). Hence, (3.1) is robustly stable over $\tilde{G}$ and $\Theta$. To derive (5.12) note that since $R$ is block diagonal,
\[ J(G, \theta) = \sum_{i=1}^r \frac{\gamma_i}{\sigma_i} \vec{Q}_i R_i = \sum_{i=1}^r \frac{(\text{vec } Q_i)^T \text{vec } R_i}{\sigma_i}. \]

which satisfies (3.7). Furthermore, (4.18) implies
\[ \text{vec } Q_i = -[A_i(\theta) \otimes A_i(\theta)]^{-1} \begin{bmatrix} \text{vec } V_i + \sum_{k=1}^r \text{vec } (G_{ik} Q_{ik} + Q_{ik} G_{ik}^T) \end{bmatrix}. \]

Hence, using Lemma 1.2,
\[ J(G, \theta) = \sum_{i=1}^r \frac{\gamma_i}{\sigma_i} \left( \text{tr } (\tilde{Q}_i(\theta) R_i) + \sum_{k=1}^r \sigma_{\max}(G_{ik} Q_{ik} + Q_{ik} G_{ik}^T) \text{vec } \tilde{P}_i(\theta) \right) \]
\[ \leq \sum_{i=1}^r \frac{\gamma_i}{\sigma_i} \text{tr } (\tilde{Q}_i(\theta) R_i) + \sum_{k=1}^r \sigma_{\max}(G_{ik} Q_{ik} + Q_{ik} G_{ik}^T) \]
\[ \leq \sum_{i=1}^r \frac{\gamma_i}{\sigma_i} \text{tr } (\tilde{Q}_i(\theta) R_i) + 2 \text{tr } (\tilde{P}_i(\theta)) \sum_{k=1}^r \sigma_{\max}(G_{ik}) \sigma_{\max}(Q_{ik}) \]
\[ \leq \sum_{i=1}^r \frac{\gamma_i}{\sigma_i} \text{tr } (\tilde{Q}_i(\theta) R_i) + 2 \text{tr } (\tilde{P}_i(\theta)) \sum_{k=1}^r \sigma_{\max}(G_{ik}) \|Q_{ik}\|_F \]
\[ \leq \sum_{i=1}^r \frac{\gamma_i}{\sigma_i} \text{tr } (\tilde{Q}_i(\theta) R_i) + 2 \text{tr } (\tilde{P}_i(\theta)) \sum_{k=1}^r \sigma_{\max}(G_{ik}) \|Q_{ik}\|_F \]

it follows from Lemma 2.3 that $\tilde{A}$ is an $M$ matrix, and thus ($\tilde{Q}, \tilde{\Theta}$) is stable. Next note that (5.1) and (5.8) imply
\[ \text{vec } (\tilde{Q} - \tilde{\Theta}) = \tilde{A}^{-1}(\tilde{A} - \tilde{A}) \text{ vec } \tilde{\Theta} + \tilde{A}^{-1} \text{ vec } (\tilde{\Theta} - \tilde{\Theta}). \]

Since $\tilde{A} - \tilde{A} \geq 0, \tilde{A}^{-1} \geq 0$ (see Lemma 2.2), $\tilde{\Theta} - \tilde{\Theta} \geq 0, \tilde{A}^{-1} \tilde{\Theta} \geq 0$, it follows that (5.9) is satisfied.

**Corollary 5.1:** Suppose ($\tilde{G}, \tilde{\Theta}$) is stable and let $\tilde{Q}$ be the unique, nonnegative-definite solution to (5.1). Furthermore, let $G \in \tilde{G}$ and $\tilde{\Theta} \in \tilde{\Theta}$ be such that $A(\theta) + \tilde{G}$ is asymptotically stable and define $\tilde{Q}$ by (4.7) for $n \times n \tilde{Q} \geq 0$ satisfying (3.7). Then
\[ \tilde{Q} \leq \tilde{\Theta}. \]

**Proof:** By Proposition 4.2, $\tilde{Q}$ satisfies the covariance block-norm inequality (4.16). In the notation of Lemma 5.1 define
\[ \tilde{Q} = Q, \tilde{\Theta} = \Theta, \tilde{\Theta} = \Theta + Q(\Theta Q + Q^T \Theta)^{-1} \]
so that (5.6) is satisfied and (4.16) implies (5.7). Note that with the notation (5.11), equation (5.8) has the unique solution $\tilde{Q} = \tilde{\Theta}$ $\geq 0$. Hence (5.9) implies (5.10).

**Theorem 5.1:** Assume $A$ is asymptotically stable, $\Theta$ is continuously arcwise connected, and ($\tilde{G}, \tilde{\Theta}$) is stable. Then the homogeneous system (3.1) is robustly stable over $\tilde{G}$ and $\tilde{\Theta}$, and the nonhomogeneous system (3.4) has the performance bound
\[ \tilde{\sigma} = \max_{\sigma \in \tilde{G}} \left\{ \sum_{i=1}^r \left[ \text{tr } (\tilde{Q}_i(\theta) R_i) + 2 \text{tr } (\tilde{P}_i(\theta))(\tilde{Q}_i(\theta) R_i) \right] \right\} \]
where $n_i \times n_i$ nonnegative-definite $\tilde{Q}_i(\theta)$ and $\tilde{P}_i(\theta)$ satisfy
\[ 0 = A_i(\theta) \tilde{Q}_i(\theta) + \tilde{Q}_i(\theta) A_i^T(\theta) + V_i, \]
\[ 0 = A_i^T(\theta) \tilde{P}_i(\theta) + \tilde{P}_i(\theta) A_i(\theta) + R_i \]
and $r \times r \tilde{Q}$ is the unique, nonnegative-definite solution to (5.1).

**Proof:** First note that since robust stability is independent of the disturbances, we can set $V = \tilde{L}_0$ for convenience in proving the first result. Hence, suppose (3.1) is not robustly stable. Since $\tilde{G}$ is convex (see Remark 4.1), $A$ is asymptotically stable, and $\Theta$ is continuously arcwise connected, there exist $G_0 \in \tilde{G}$ and $\tilde{\Theta} \in [0, 1] \to \Theta$ such that $A(\mu) + \tilde{G}$ is asymptotically stable for all $\mu \in [0, 1]$, and $A(1)$ is not asymptotically stable. Define
\[ Q(\mu, t) \equiv \int_0^t e^{(A(\mu) + \tilde{G}) s} ds, \quad t \geq 0, \mu \in [0, 1] \]
which is monotonically increasing in the nonnegative-definite cone with respect to $t$. Clearly, the limit
\[ Q(\mu) \equiv \lim_{t \to \infty} Q(\mu, t), \quad \mu \in [0, 1) \]
exists and satisfies
\[ 0 = \tilde{A}(\mu) Q(\mu) + Q(\mu) \tilde{A}^T(\mu) + \tilde{L}_0, \quad \mu \in [0, 1). \]

Now define $r \times r$ nonnegative symmetric $Q(\mu)$ by
\[ Q(\mu) = \|Q(\mu)\|_F \vec{Q}, \quad \mu \in [0, 1) \]
where $Q(\mu) \in \mathbb{R}^{n \times n}$ and $Q(\mu)$ is partitioned as in (4.5). By Corollary 5.1 with $\tilde{\Theta} = \tilde{\Theta}(\mu), \tilde{G} = \mu G_0, \tilde{Q} \equiv \tilde{Q}(\mu), \mu \in [0, 1]$, and $V = \tilde{L}_0$, it follows from (5.10) that
\[ Q(\mu) \leq \tilde{Q}, \mu \in [0, 1). \]

Hence, by (4.8), (5.15) implies
\[ \|Q(\mu)\|_F = \|Q(\mu)\|_F \leq \|\tilde{Q}\|_F, \mu \in [0, 1). \]
VI. Examples

We first confirm that the damped harmonic oscillator is asymptotically stable for all constant frequency perturbations. Hence, let

\[ r = 1, \quad n = n_1 = 2 \]

and

\[
\bar{A} = \bar{A}_1 = \begin{bmatrix}
-\nu & \omega \\
-\omega & -\nu
\end{bmatrix}
\]

where \( \nu > 0 \) and \( \omega \in \mathbb{R} \). To represent frequency uncertainty let \( \mathcal{G} = \{0\}, \quad \Theta = \mathbb{R}, \quad \theta = 0 \), and

\[
A(\theta) = \bar{A} + \theta \begin{bmatrix}
0 & 1 \\
-1 & 0
\end{bmatrix}.
\]

Note that \( A(\theta) \) is stable for all \( \theta \in \mathbb{R} \) with poles \( -\nu \pm j(\omega + \theta) \). Note that \( A(\theta) \) can be diagonalized by means of the unitary transformation

\[
\phi = \frac{1}{\sqrt{2}} \begin{bmatrix}
1 & 1 \\
1 & -j
\end{bmatrix}, \quad \phi^{-1} = \frac{1}{\sqrt{2}} \begin{bmatrix}
1 & -j \\
1 & j
\end{bmatrix}
\]

so that

\[
\bar{A}(\theta) \triangleq \phi^{-1} A(\theta) \phi = \begin{bmatrix}
-\nu + j(\omega + \theta) & 0 \\
0 & -\nu - j(\omega + \theta)
\end{bmatrix}.
\]

Hence, using

\[
A(\theta) \circ A(\theta) = (\phi^{-1} \otimes \phi^{-1})(\bar{A}(\theta) \circ \bar{A}(\theta)) (\phi \otimes \phi)
\]

it follows that

\[
s_{\min}(A(\theta) \circ A(\theta)) = 2\nu, \quad \theta \in \mathbb{R}.
\]

Defining [see (4.15)]

\[
\mathcal{G} = \mathcal{G}_{(1,1)} = 2\nu
\]

and \( \mathcal{G} = 0 \), the scalar majorant Lyapunov equation (5.1) has the solution

\[
\bar{Q} = \mathcal{G} \sqrt{2/\nu}
\]

where \( \mathcal{V} = \| \mathcal{V} \|_{\mathcal{G}} \). Choosing \( \mathcal{V} = I_2 \) and noting that \( \bar{A} = \mathcal{G} = 2\nu > 0 \) is an \( M \) matrix, Theorem 5.1 guarantees robust stability for all frequency variations \( \theta \in \mathbb{R} \).

The next example has been chosen to demonstrate the robustness of a pair of nominally uncoupled oscillators with respect to uncertain coupling. Hence, let

\[ n = 4, \quad r = 2, \quad n_1 = n_2 = 2 \]

and

\[
\bar{A}_i = \begin{bmatrix}
-\nu & \omega_i \\
-\omega_i & -\nu
\end{bmatrix}, \quad i = 1, 2
\]
Hence, for large $\delta$ the majorant bound (6.2) is, at worst, conservative by a factor of 2 compared to the semiexact bound.

To determine the performance bound (5.12) set $R = J_4$. Hence, it can be shown that

$$J_{\text{nom}} = 2/\nu$$

and the system has the performance bound

$$\hat{\delta} = J_{\text{nom}} + \sqrt{2}(\rho_{12} + \rho_{21})^2/\nu(1 - 2\rho_{12}\rho_{21})$$

(6.7)

where

$$\rho_{12} = \gamma_{12}/\sqrt{2}\nu^{1/2}, \quad \rho_{21} = \gamma_{21}/\sqrt{2}\nu^{1/2}.$$
On the other hand, the semiaxect calculation yields

\[ J_{\text{max}} = \max_{\lambda \in \mathbb{R}} \{ p_{12}^2 + p_{21}^2 + 2p_{12}p_{21} \lambda + 2\delta(p_{12}^2\lambda - (1 - \lambda^2)) \}. \]

Fig. 2 compares the semiaxect worst-case performance (6.8) to the majorant Lyapunov equation bound (6.7). To efficiently illustrate the results, the data are specialized to the case \( p_{12} = 0.1 \).

Note that the semiaxect performance is plotted for several values of \( \delta \) because of the explicit dependence of (6.8) on \( \delta \).
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