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results of [10]. This note, therefore, unveils a link between polynomial
hyperbolicity and stability.

Finally, as pointed out in [3, Sec. 18.9], the applications of fre-
quency response convexity in robust control have only been minimally
explored. The explicit LMI formulation described in this note may
motivate further research along these lines.
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Internal Model Control in the Shift and Delta Domains

Jesse B. Hoagg, Mario A. Santillo, and Dennis S. Bernstein

Abstract—We construct multivariable internal model controllers in the
shift and delta domains. To do so, we develop a linear algebraic approach
to the multivariable command following and disturbance rejection prob-
lem that facilitates a unified treatment of the differential, shift, and delta
domains.

Index Terms—Command following, delta domain, disturbance rejection,
internal model control.

I. INTRODUCTION

Internal model control is essential for both command following and
disturbance rejection, where the exogenous command and disturbance
signals are outputs of an unforced linear system. In short, the inter-
nal model principle states that asymptotic command following and
disturbance rejection can be achieved by incorporating copies of the
exogenous dynamics in the feedback loop. The most familiar case of
internal model control is integral control for following step commands
or rejecting constant disturbances.

Internal model control in continuous time was developed in [1]–[3].
Specifically, [1] treats the disturbance rejection problem for a class of
matched systems in which the range of the disturbance input matrix is
contained in the range of the control input matrix. Multiinput multiout-
put (MIMO) internal model control for both command following and
disturbance rejection problems is given in [4]–[7], including the synthe-
sis of a servocompensator. An alternative geometric approach is given
in [8]. The converse problem is addressed in [9], and necessary condi-
tions for asymptotic regulation are developed. Continuous-time internal
model control is considered in [10] and [11], while [12] constructs in-
ternal model controllers for disturbances with known characteristics.
Optimal H2 control is combined in [13] and [14] with the internal
model principle to develop controllers for both command following
and disturbance rejection.

The results of [1]–[9] on internal model control are confined to
continuous-time systems. Although the principle is used in [12] for
single-input single-output (SISO) discrete-time systems, results for
MIMO discrete-time systems are not available in the literature. Further-
more, the results of [4]–[7] use analytic tools specific to continuous-
time models, and thus, do not extend to discrete-time systems. In the
present note, we develop an alternative approach to internal model con-
trol that is applicable to continuous-time systems as well as discrete-
time systems in both the shift and delta domains [15]. The MIMO
problem that we consider includes both the command following and
disturbance rejection problems as special cases, as well as mixed
problems that include aspects of both. In contrast to the analyti-
cal approach of [4]–[7] and the geometric approach of [8] and [9],
our approach is algebraic. An earlier version of this note appears
as [16].
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Fig. 1. SISO command following problem.

II. PROBLEM FORMULATION

We consider the linear system

Dx(t) = Ax(t) + Bu(t) + D1w(t) (1)

z(t) = E1x(t) + E2u(t) + E0w(t) (2)

y(t) = Cx(t) + Du(t) + D2w(t) (3)

where x ∈ R
n is the state, y ∈ R

ly is the measured output available
to the controller, z ∈ R

l z is the performance, u ∈ R
lu is the con-

trol, and w ∈ R
lw is the exogenous input. To simultaneously con-

sider continuous-time and discrete-time systems, let D denote the
differential operator d/dt, the forward shift operator q, or the delta
operator δ = (q − 1)/h, that is, Dx(t) = dx(t)/dt for continuous
time, Dx(t) = x(t + 1) for discrete time with the shift operator, and
Dx(t) = (1/h)[x(t + 1)− x(t)] for discrete time with the delta oper-
ator, where h > 0 is the sampling period. The set τ of time arguments
t depends on the operator D, specifically,

τ
�
=

{
[0,∞), D = d

dt

Z
+ , D = q
{t : t

h
∈ Z

+ }, D = δ .
(4)

The problem objective is to construct a feedback controller that sta-
bilizes the open-loop system (1)–(3) and regulates the performance z
to 0 when the exogenous input w is generated by an unforced linear
system. This control problem includes both disturbance rejection and
command following objectives, where the exogenous signal w may
contain components to be rejected and components to be followed. The
problem can be restricted to command following by letting D1 = 0,
or can be restricted to disturbance rejection by letting D2 = 0 and
E0 = 0. Mixed problems can be considered as well. As in the general
problem formulation (1)–(3), all signals in these specialized problems
may be multivariable.

As a special case, the classical SISO command following problem
in Fig. 1 can be written in the form (1)–(3), where the plant G has the
realization

G ∼
[

A—
C

∣∣∣∣B—D
]

,

D1 = 0, E1 = C , E2 = D, E0 = D2 = −1, and Ĝ is the feedback
controller. Then, z = y = Cx + Du + D2w = yout − w is the track-
ing error, where yout = Cx + Du. Similarly, the classical SISO dis-
turbance rejection problem in Fig. 2 can be written in the form (1)–(3),
where D1 = B, E1 = C , E2 = D, E0 = D2 = 0, and

G ∼
[

A—
C

∣∣∣∣B—D
]

.

Fig. 2. SISO disturbance rejection problem.

Fig. 3. Combined SISO command following and disturbance rejection
problem.

Lastly, the combined SISO command following and disturbance re-
jection problem in Fig. 3 can be written in the form (1)–(3), where
D1 = B, E1 = C , E2 = D, E0 = D2 = [ 1 0 ], and

G ∼
[

A—
C

∣∣∣∣B—D
]

.

Then, z = y = Cx + Du + D2w = yout − w1 is the command fol-
lowing error.

III. EXOSYSTEM AND CONTROLLER CONSTRUCTION

For each domain, we define the stable region

S �
=

{ {λ ∈ C : Re λ < 0}, D = d
dt

{λ ∈ C : |λ| < 1}, D = q
{λ ∈ C : h

2 |λ|
2 + Re λ < 0}, D = δ

(5)

and the unstable region U �
= C\S.

Definition 3.1 The spectrum of A is spec(A)
�
= {λ : det(λI −

A) = 0}. A is asymptotically stable if spec(A) ⊂ S. A is antistable if
spec(A) ⊂ U .

Let the exogenous signal w be the output of the linear system

Dxw = Aw xw (6)

w = Cw xw (7)

where xw ∈ R
n w , Aw is antistable, and (Aw , Cw ) is observable. In

the case lw = 1, it follows that Aw is cyclic. If lw > 1, we can assume,
without the loss of generality, that Aw is cyclic. To show this, suppose
that Aw is not cyclic, that is, derogatory. To demonstrate that there
exists a cyclic system whose output is identical to the output of (6) and
(7), consider the discrete-time derogatory system

q(k + 1) =

[
λ 0
0 λ

]
q(k), w(k) = q(k) (8)

where q(k)
�
= [q1 (k) q2 (k)]T . We consider two cases. First, suppose

that q1 (0) �= 0, and construct the system

qr (k + 1) = λqr (k), wr (k) =

[
1

q2 (0)
q1 (0)

]
qr (k). (9)
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Then, with qr (0) = q1 (0), it follows that

wr (k) =

[
λk qr (0)

λk q2 (0)

]
=

[
λk q1 (0)

λk q2 (0)

]
= w(k). (10)

Next, suppose that q2 (0) �= 0 and construct the system

qr (k + 1) = λqr (k), wr (k) =

[
q1 (0)
q2 (0)

1

]
qr (k). (11)

Then, with qr (0) = q2 (0), it follows that

wr (k) =

[
λk q1 (0)

λk qr (0)

]
=

[
λk q1 (0)

λk q2 (0)

]
= w(k). (12)

Next, consider the derogatory system

q(k + 1) =

[
λ 1 0
0 λ 0
0 0 λ

]
q(k), w(k) = q(k) (13)

where q(k)
�
= [q1 (k) q2 (k) q3 (k)]T . Hence

q(k) =

[
λk kλk−1 0
0 λk 0
0 0 λk

]
q(0), w(k) = q(k). (14)

If q2 (0) = 0, then q2 (k) ≡ 0, and an equivalent system can be con-
structed as in (8). Hence, assume q2 (0) �= 0 and consider the cyclic
system

qr (k + 1) =

[
λ 1
0 λ

]
qr (k), wr (k) = Cr qr (k) (15)

where qr (k)
�
= [qr1 (k) qr2 (k)]T and

Cr
�
=

 1 0

0 1

0 q3 (0)
q2 (0)

 . (16)

Then, with qr1 (0) = q1 (0) and qr2 (0) = q2 (0), it follows that

wr (k) =

λk qr1 (0) + kλk−1qr2 (0)

λk qr2 (0)

λk q3 (0)


=

λk q1 (0) + kλk−1q2 (0)

λk q2 (0)

λk q3 (0)

 = w(k). (17)

Note that, in all of these cases, the cyclic system is observable. If,
however, the cyclic system is not observable, then the unobservable
dynamics can be truncated. This construction extends to derogatory
systems of arbitrary order.

Furthermore, analogous results hold in continuous time as well as in
discrete time with the delta operator. To see this, note that, in contin-
uous time, the state-transition matrix has the same form as in discrete
time with the shift operator, where λk is replaced by eλt . For discrete
time with the delta operator, note that, if As represents cyclic dynam-

ics in discrete time with the shift operator, then Aδ
�
= (1/h)As − I

represents cyclic dynamics in discrete time with the delta operator.
Therefore, without the loss of generality, Aw can be assumed to be
cyclic. This assumption is invoked in the proof of Theorem 4.1.

We now consider the feedback controller

Dx̂ = Âx̂ + B̂y (18)

u = Ĉx̂ (19)

where x̂ ∈ R
n̂ . The closed-loop system (1)–(3) with the feedback con-

troller (18), (19) is given by

Dx̃ = Ãx̃ + D̃w (20)

z = Ẽx̃ + E0w (21)

where

Ã
�
=

[
A BĈ

B̂C Â + B̂DĈ

]
, D̃

�
=

[
D1

B̂D2

]
,

Ẽ
�
= [ E1 E2 Ĉ ] , x̃

�
=

[
x
x̂

]
. (22)

The following result provides necessary and sufficient conditions for z
to converge to 0 for arbitrary initial conditions. This result is presented
in [9] for continuous-time systems, where a geometric proof is given.
We provide an alternative proof that extends the result to discrete-time
systems in the shift and delta domains.

Lemma 3.1: Consider the closed-loop system (20)–(22) with the
exogenous input (6), (7), and assume that Ã is asymptotically stable.
Then, for all initial conditions x̃(0) and xw (0), limt→∞ z(t) = 0 if and
only if there exists S ∈ R

(n + n̂ )×n w such that

ÃS − SAw = D̃Cw (23)

ẼS = E0Cw . (24)

Proof: The closed-loop system (20)–(22) with the exogenous input
(6), (7) can be written as

Dxs = Asxs (25)

z = Esxs (26)

where

As
�
=

[
Ã D̃Cw

0 Aw

]
, Es

�
= [ Ẽ E0Cw ] , xs

�
=

[
x̃

xw

]
. (27)

Since Ã is asymptotically stable and Aw is antistable, the Sylvester
equation (23) has a unique solution S ∈ R

(n + n̂ )×n w . Now define

Q
�
=

[
I −S
0 I

]
(28)

and consider the change of basis

Ās
�
= Q−1AsQ =

[
Ã 0
0 Aw

]
(29)

Ēs
�
= EsQ = [ Ẽ −ẼS + E0Cw ] . (30)

To prove necessity in the continuous-time case, suppose that
limt→∞ z(t) = 0 for all initial conditions, so that limt→∞[ẼeÃ t +
(−ẼS + E0Cw )eA w t ] = 0. Since Ã is asymptotically stable,
it follows that limt→∞ ẼeÃ t = 0, and thus, limt→∞(−ẼS +
E0Cw )eA w t = 0. Since Aw is antistable, every nonzero entry of
(−ẼS + E0Cw )eA w t is either a constant or involves exponentials
of t, where each coefficient of t has nonnegative real part. Therefore,
limt→∞(−ẼS + E0Cw )eA w t = 0 implies that −ẼS + E0Cw = 0.
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To prove necessity in the discrete-time case with the shift oper-
ator, suppose that limt→∞ z(t) = 0 for all initial conditions, so that
limt→∞[ẼÃt + (−ẼS + E0Cw )At

w ] = 0. Since Ã is asymptotically
stable, it follows that limt→∞ ẼÃt = 0, and thus, limt→∞(−ẼS +
E0Cw )At

w = 0. Since Aw is antistable, limt→∞ At
w does not exist,

and, for all t ≥ 0, At
w is nonsingular. Assume that−ẼS + E0Cw �= 0,

let σm in (·) denote the minimum singular value, and let ‖ · ‖F de-
note the Frobenius norm. Then, it follows that 0 = limt→∞ ‖(−ẼS +
E0Cw )At

w ‖F ≥ ‖ − ẼS + E0Cw ‖F limt→∞ σm in (At
w ) = ∞, which

is a contradiction. Therefore, −ẼS + E0Cw = 0.
To prove necessity in the discrete-time case with the delta

operator, suppose that limt→∞ z(t) = 0 for all initial condi-
tions, so that limt→∞ Ēs (I + hĀs )t/h = 0. Thus, limt→∞[Ẽ(I +
hÃ)t/h + (−ẼS + E0Cw ) (I + hAw )t/h ] = 0. Since Ã is asymp-
totically stable, it follows that limt→∞ Ẽ(I + hÃ)t/h = 0, and
thus limt→∞(−ẼS + E0Cw )(I + hAw )t/h = 0. Since Aw is an-
tistable, limt→∞(I + hÃ)t/h does not exist, and, for all t ≥ 0,
(I + hAw )t/h is nonsingular. Assuming that −ẼS + E0Cw �= 0,
it follows that 0 = limt→∞

∥∥(−ẼS + E0Cw ) (I + hAw )t/h
∥∥

F
≥

‖ − ẼS + E0Cw ‖F limt→∞ σm in

(
(I + hAw )t/h

)
= ∞, which is a

contradiction. Therefore, −ẼS + E0Cw = 0.
Conversely, since ẼS − E0Cw = 0, we have z(t) = ẼeÃ t x̃(0) in

continuous time, z(t) = ẼÃt x̃(0) in discrete time with the shift op-
erator, and z(t) = Ẽ(I + hÃ)t/h x̃(0) in discrete time with the delta
operator. Since Ã is asymptotically stable, limt→∞ z(t) = 0.

IV. INTERNAL MODEL CONTROL

We now consider the MIMO command following and disturbance
rejection problem for the linear system (1)–(3). We provide sufficient
conditions for the existence of a feedback controller (18), (19) that
stabilizes (20)–(22) and regulates the performance variable z to 0.

To describe the form of this controller, consider the open-loop system
(1)–(3) and, as in [4]–[7], cascade its output with an internal model of
the exogenous dynamics

Dx̂1 = AW x̂1 + BW y (31)

where AW
�
= Ily ⊗Aw ∈ R

n w ly ×n w ly , BW
�
= Ily ⊗Bw , and Bw ∈

R
n w is chosen such that (Aw , Bw ) is controllable. The symbol ⊗ rep-

resents the Kronecker product. There exists Bw such that (Aw , Bw )
is controllable since Aw is cyclic [17, Fact 5.12.6]. Note that the dy-
namics of (31) contain ly copies of the exogenous dynamics Aw . The
cascade (1)–(3) and (31) is

D
[

x1

x̂1

]
=

[
A 0

BW C AW

][
x
x̂1

]
+

[
B

BW D

]
u +

[
D1

BW D2

]
w (32)[

y
x̂1

]
=

[
C 0
0 I

][
x
x̂1

]
+

[
D
0

]
u +

[
D2

0

]
w. (33)

Next, for the augmented system (32) and (33), we consider a feedback
controller of the form

Dx̂2 = Ac x̂2 + [ Bc1 Bc2 ]

[
y
x̂1

]
(34)

u = Cc x̂2 (35)

where Ac ∈ R
(n +n w ly )×(n +n w ly ) , Bc1 ∈ R

(n +n w ly )×ly , Bc2 ∈
R

(n +n w ly )×n w ly , and Cc ∈ R
lu ×(n +n w ly ) . Then, the closed-loop

Fig. 4. Internal model control for multivariable command following and dis-
turbance rejection.

system consisting of (32)–(35), which is shown in Fig. 4, is given
by

D

[
x
x̂1

x̂2

]
=

[
A 0 BCc

BW C AW BW DCc

Bc1C Bc2 Ac + Bc1DCc

][
x
x̂1

x̂2

]

+

[
D1

BW D2

Bc1D2

]
w (36)

z = [ E1 0 E2Cc ]

[
x
x̂1

x̂2

]
+ E0w. (37)

We now present the main result of this section. Note that stabiliz-
ability and detectability for delta-domain systems is defined in [15].

Theorem 4.1: Assume that the following conditions hold.
1) (A, B, C) is stabilizable and detectable.
2) lu ≥ ly .

3) For all λ ∈ spec(Aw ), rank

([
A − λI B

C D

])
= n + ly .

4) There exists R ∈ R
l z ×ly such that z = Ry.

Then, there exists a linear time-invariant controller of the form (18)
and (19) such that the closed-loop system (20)–(22) is asymptotically
stable, and, for all initial conditions x̃(0) and xw (0), limt→∞ z(t) = 0.
Furthermore, one such linear time-invariant controller is given by (18)
and (19) with

Â
�
=

[
AW 0
Bc2 Ac

]
, B̂

�
=

[
BW

Bc1

]
, Ĉ

�
= [ 0 Cc ] (38)

where Ac , Bc1 , Bc2 , and Cc are chosen such that (34) and (35) stabilize
(32) and (33).

Proof: First, we show that the augmented system (32)–(33) with w =
0 is stabilizable and detectable. Let s ∈ U and λ ∈ spec(Aw ) ⊂ U .
Since (A, B) is stabilizable, it follows that

rank

[
A − sI B 0
BW C BW D AW − sI

]
≥ rank

[
A − λI B 0
BW C BW D AW − λI

]

≥ rank

([
In 0 0
0 BW AW − λI

][A − λI B 0
C D 0
0 0 Ily n w

])
.

(39)
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Conditions (2) and (3) imply that

rank

[
A − λI B 0

C D 0
0 0 Ily n w

]
= n + ly + ly nw

which is full row rank. Therefore,

n + ly nw ≥ rank

[
A − sI B 0
BW C BW D AW − sI

]
≥ rank

[
In 0 0
0 BW AW − λI

]
. (40)

Since (AW , BW ) is controllable, rank

[
In 0 0
0 BW AW − λI

]
=

n + ly nw and thus

rank

[
A − sI B 0
BW C BW D AW − sI

]
= n + ly nw . (41)

Hence, ([
A 0

BW C AW

]
,

[
B

BW D

])
is stabilizable. Furthermore, since (A, C) is detectable, it follows that([

A 0
BW C AW

]
,

[
C 0
0 I

])
is detectable.

Since (32) and (33) are stabilizable and detectable, there exist
observer-based controllers that stabilize the augmented systems (32)
and (33). Hence, consider the controllers (34) and (35) with the parame-
ters Ac , Bc1 , Bc2 , Cc chosen to stabilize (32) and (33). The closed-loop
system consisting of (32) and (33) and the feedback controller (34) and
(35) is thus asymptotically stable and is given by (36) and (37). Fur-
thermore, the closed-loop system (36) and (37) is in the form of the
closed-loop system (20)–(22) with the controller (18) and (19), where

x̂ =

[
x̂1

x̂2

]
and (Â, B̂, Ĉ) are given by (38). Therefore, the closed-loop system
(20)–(22) with (38) is asymptotically stable.

Next, we show that limt→∞ z(t) = 0. Define

T
�
=

[
In 0 0
0 0 In + ly n w

0 Ily n w 0

]
(42)

and consider the change of basis x̄ = T x̃. In the new basis, the closed-
loop system (20)–(22) with (38) has the form

Dx̄ = Āx̄ + D̄w (43)

z = Ēx̄ + E0w (44)

where

Ā
�
= T ÃT −1 =

[
A BCc 0

Bc1C Ac + Bc1DCc Bc2

BW C BW DCc AW

]
(45)

D̄
�
= T D̃ =

[
D1

Bc1D2

BW D2

]
(46)

Ē
�
= ẼT −1 = [ E1 E2Cc 0 ] . (47)

Next, let

S
�
=

[
S1

S2

]
be the unique solution to the Sylvester equation

ĀS − SAw = D̄Cw . (48)

Now, it follows from Lemma A1 with

F1 =

[
A BCc

Bc1C Ac + Bc1DCc

]
, F2 =

[
0

Bc2

]
, F3 = Aw ,

G = Bw , H = [ C DCc ] , J =

[
D1Cw

Bc1D2Cw

]
,

and K = D2Cw that [ C DCc ] S1 = D2Cw . Condition (4) implies
that there exists R ∈ R

l z ×ly such that E1 = RC , E2 = RD, and E0 =
RD2 . Therefore, [ E1 E2Cc ] S1 = E0Cw , or equivalently

ĒS = E0Cw . (49)

Thus, there exists S satisfying (48) and (49), and Lemma 3.1 implies
that limt→∞ z(t) = 0.

V. DISCUSSION OF NECESSITY

Theorem 4.1 provides sufficient conditions for the existence of a
linear time-invariant controller that stabilizes (1)–(3) in the differen-
tial, shift, and delta domains and regulates the performance z to 0. The
case z = y is considered in [5]–[7], where it is claimed that condi-
tions (1)–(3) are necessary and sufficient for continuous-time systems.
However, it is possible to construct examples for which (2) and (3) are
not necessary. For example, consider the SISO disturbance rejection
problem

y = G(s)(u + w), G(s)
�
=

s2 + α2

p(s)
(50)

where z = y, α ∈ R, deg p(s) ≥ 2, and p(s) does not have roots at
±α. Furthermore, assume that w is the output of the linear system (6)
and (7), where Aw has the characteristic polynomial pw (s) = s2 + α2 .
Therefore, for every minimal realization of G(s), condition (3) does
not hold since ±α are eigenvalues of Aw and zeros of G(s). How-
ever, consider the feedback controller u = −Ĝ(s)y = −(q̂(s)/p̂(s))y,

where q̂(s) and p̂(s) are selected so that p̃(s)
�
= pw (s)q̂(s) + p(s)p̂(s)

is Hurwitz. Then, the final value theorem implies that

lim
t→∞

z(t) = lim
s→0

s
G(s)

1 + G(s)Ĝ(s)
L(w(t))

= lim
s→0

s
pw (s)p̂(s)

p̃(s)
qw (s)
pw (s)

= 0 (51)

where L(·) is the Laplace transform and L(w(t)) = qw (s)/pw (s). In
this case, every stabilizing controller drives the performance to zero
because the disturbance frequency corresponds to the zeros of the
open-loop system.

APPENDIX A

Lemma 5.1: Let F1 ∈ R
q×q , F2 ∈ R

q×m p , F3 ∈ R
m×m , G ∈

R
m×1 , H ∈ R

p×q , J ∈ R
q×m , and K ∈ R

p×m . Assume that

spec

([
F1 F2

(Ip ⊗G)H Ip ⊗ F3

])
∩ spec(F3 ) = ∅

and the pair (F3 , G) is controllable. Let

S
�
=

[
S1

S2

]
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be the unique solution to the Sylvester equation[
F1 F2

(Ip ⊗G)H Ip ⊗ F3

][
S1

S2

]
−
[

S1

S2

]
F3 =

[
J

(Ip ⊗G)K

]
.

(A1)
Then,

HS1 = K. (A2)

Proof: The Sylvester equation (A1) is equivalent to

F1S1 + F2S2 − S1F3 = J (A3)

(Ip ⊗G)HS1 + (Ip ⊗ F3 )S2 − S2F3 = (Ip ⊗G)K. (A4)

Next let S2 =

[
S2 ,1...
S2 ,p

]
, where, for all i = 1, . . . , p, S2 , i ∈ R

m×m . It

follows from (A4) that, for all i = 1, . . . , p, F3S2 , i − S2 , iF3 = GΛi ,

where Λi
�
= ei (K −HS1 ) and ei

�
= [ 01×(i−1) 1 01×(p−i) ].

Let M ∈ R
m×m be such that F̄

�
= M−1F3M is in Jordan canonical

form, that is, for some µ ≤ m, F̄ = diag(F̄1 , . . . , F̄µ ), where, for
j = 1, . . . , µ,

F̄j
�
=


λj 1

. . .
. . .

1
λj

 ∈ R
fj ×fj

and λj ∈ spec(F3 ). Furthermore, define

Ḡ
�
= M−1G =

 Ḡ1
...

Ḡµ

 (A5)

and, for i = 1, . . . , p, define

S̄i
�
= M−1S2 , iM =

 S̄i,11 · · · S̄i,1µ

...
. . .

...
S̄i,µ1 · · · S̄i,µµ

 (A6)

Λ̄i
�
= ΛiM = [ φi,1 · · · φi,m ] (A7)

where, for j = 1, . . . , µ, Ḡj ∈ R
fj ×1 , and, for i = 1, . . . , p and for

j, k = 1, . . . , µ, S̄i,j k ∈ R
fj ×fk . Therefore, for i = 1, . . . , p, premul-

tiplying F3S2 , i − S2 , iF3 = GΛi by M−1 and postmultiplying by M
yields

F̄ S̄i − S̄i F̄ = ḠΛ̄i . (A8)

Substituting (A5)–(A6) into (A8) and considering only the block-
diagonal terms imply that, for all i = 1, . . . , p and for all j = 1, . . . , µ,

F̄j S̄i,j j − S̄i,j j F̄j = Ḡj Λ̄iEj (A9)

where Ej
�
=

[
0(f1 + ···+ fj −1 )×fj

Ifj

0(fj + 1 + ···+ fµ )×fj

]
and f0 = 0.

Next, for all i = 1, . . . , p, and for all j = 1, . . . , µ,

let S̄i,j j =

 sij,1 ,1 · · · sij,1 ,f j

...
. . .

...
sij,fj ,1 · · · sij,fj ,fj

, so that (A10) holds, as shown

at the bottom of the page.
For all j = 1, . . . , µ, let gj ∈ R denote the last entry of Ḡj . For all

i = 1, . . . , p, and all j = 1, . . . , µ, combining (A7), (A9), and (A10)
yields (A11), as shown at the bottom of the page, where � denotes an
inconsequential entry.

Now, since (F3 , G) is controllable, it follows that (F̄ , Ḡ) is control-
lable, and thus, for all j = 1, . . . , µ, (F̄j , Ḡj ) is controllable. There-
fore, for all j = 1, . . . , µ, gj �= 0.

First, consider j = 1. Since gj �= 0, inspecting the (fj , 1) entry of
(A11) yields that, for all i = 1, . . . , p, φi,1+ f1 + ···+ fj −1 = 0, and thus,
for all k = 2, . . . , fj , sij,k ,1 = 0. Now, since gj �= 0 and sij,fj ,1 = 0,
inspecting the (fj , 2) entry of (A11) yields that, for all i = 1, . . . , p,
φi,1+ f1 + ···+ fj −1 +1 = 0, and thus, for all k = 3, . . . , fj , sij,k ,2 = 0.
Now, since gj �= 0 and sij,fj ,2 = 0, inspecting the (fj , 3) entry of
(A11) yields that, for all i = 1, . . . , p, φi,1+ f1 + ···+ fj −1 +2 = 0, and
thus, for all k = 4, . . . , fj , sij,k ,3 = 0. Continuing in this manner
yields, for all i = 1, . . . , p, [ φi,1+ f1 + ···+ fj −1 · · · φi,f1 + ···+ fj

] =
0. Repeating this for all j = 2, . . . , µ yields, for all i = 1, . . . , p,
Λ̄i = 0, which implies that HS1 −K = 0, thus proving (A2). �

F̄j S̄i,j j − S̄i,j j F̄j =



sij,2,1 sij,2,2 − sij,1,1 sij,2,3 − sij,1,2 · · · sij,2,fj
− sij,1,fj −1

sij,3,1 sij,3,2 − sij,2,1 sij,3,3 − sij,2,2 · · · sij,3,fj
− sij,2,fj −1

sij,4,1 sij,4,2 − sij,3,1 sij,4,3 − sij,3,2 · · · sij,4,fj
− sij,3,fj −1

...
...

...
. . .

...
sij,fj ,1 sij,fj ,2 − sij,fj −1,1 sij,fj ,3 − sij,fj −1,2 · · · sij,fj ,fj

− sij,fj −1,fj −1
0 −sij,fj ,1 −sij,fj ,2 · · · −sij,fj ,fj −1


(A10)



sij,2,1 sij,2,2 − sij,1,1 sij,2,3 − sij,1,2 · · · sij,2,fj
− sij,1,fj −1

sij,3,1 sij,3,2 − sij,2,1 sij,3,3 − sij,2,2 · · · sij,3,fj
− sij,2,fj −1

sij,4,1 sij,4,2 − sij,3,1 sij,4,3 − sij,3,2 · · · sij,4,fj
− sij,3,fj −1

...
...

...
. . .

...
sij,fj ,1 sij,fj ,2 − sij,fj −1,1 sij,fj ,3 − sij,fj −1,2 · · · sij,fj ,fj

− sij,fj −1,fj −1
0 −sij,fj ,1 −sij,fj ,2 · · · −sij,fj ,fj −1



=


�
...
�
gj

 [ φi,1+f1 + ···+fj −1 · · · φi,f1 + ···+fj
] (A11)
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Variance Analysis of a Cross-Covariance Matching
Method for Continuous-Time ARX Parameter Estimation

Magnus Mossberg, Senior Member, IEEE

Abstract—A method for estimating the parameters of a continuous-time
autoregressive exogenous process from discrete-time data is analyzed. The
method consists of fitting an expression for the cross-covariance function,
parameterized by the unknown parameters, to sample cross-covariances.
The main contribution of the note is the derivation of an approximate
expression for the covariance matrix of the estimated parameter vector.

Index Terms—Continuous-time ARX, covariance matrix, cross-
covariance function, estimation.

I. INTRODUCTION

The autoregressive exogenous (ARX) model is often used in model-
based control design of discrete-time stochastic systems. In the same
way, the continuous-time ARX (CARX) model is a useful standard
model for the continuous-time case. The CARX model is defined as

A(p)y(t) = B(p)u(t) + e(t) (1)

where A(p) = pn + a1p
n−1 + · · ·+ an , B(p) = b1p

n−1 + · · ·+ bn ,
and E{e(t)e(s)} = σ2

e δ(t− s). Here, p denotes the differentiation
operator, y(t) is the output signal, u(t) is the input signal, e(t) is
a continuous-time white noise source, and δ(·) is the Dirac delta
function. The output signal y(t) can be expressed as the sum of a
deterministic term yd (t) and a stochastic term ys (t)

y(t) =
B(p)
A(p)

u(t) +
1

A(p)
e(t)∆=yd (t) + ys (t)

where ys (t) is well defined, n − 1 times differentiable, and given by
a stochastic differential equation. Also, note that the spectral density
φys (ω) = σ2

e /|A(iω)|2 of ys (t) is modeled well using description
(1). The problem studied here is to estimate the CARX parameters

θ0 = [a1 · · · an b1 · · · bn ]T

from the discrete-time dataD = {u(kh), y(kh)}N
k=1 , where h denotes

the sampling interval. The problem is treated in [1], where the deriva-
tives are approximated by carefully chosen discrete-time differences.
This gives a linear regression from which the parameter vector can be
obtained by the least squares method. The bias given by the method
is proportional to the sampling interval. The approach is extended to
the case of irregularly sampled data in [2]. In [3], a method based on
sample cross-covariances is presented. The main idea of the method is
to fit an expression, parameterized by the unknown parameters, for the
cross-covariance function between y(t) and u(t) to a cross-covariance
function estimated from D. This note derives an approximate covari-
ance matrix of the estimated parameter vector given by the method
presented in [3], and it is shown that the method is consistent. A pos-
sible advantage with the method is robustness to measurement noise,
since a cross-covariance function can be estimated with high accuracy
from large data sets even in the presence of measurement noise. More
material on estimation of continuous-time stochastic system parameters
from discrete-time data can be found in [4] and the references therein.
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