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Abstract—Active feedback noise control for rejecting broadband disturbances must contend with the Bode integral constraint, which implies that suppression over some frequency range gives rise to amplification over another range. This is called spectral spillover. In the present paper, we apply retrospective cost adaptive control (RCAC) to active noise suppression in the interior of an automobile. This study highlights spectral spillover along with related issues, such as the need for controller stability, the effect of plant rolloff at DC, and the challenge of nonminimum-phase zeros. Beyond these issues, this paper deals with spatial spillover, which refers to the amplification of noise at locations where no microphone is located. Typically, this issue is dealt with by restricting the bandwidth to a frequency range within which the acoustic wavelength is sufficiently large such that the phase shift between sensor locations is minimal. However, in this study we show that this design guideline is not valid in the case where obstructions (such as the driver of the vehicle) are present. This study illuminates the interaction among modeling and hardware issues within the context of a real-world application. At the same time, it provides a case study illustrating RCAC and its performance and requirements in practice.

I. INTRODUCTION

Active noise suppression has been extensively studied for several decades, and numerous techniques have been developed, analyzed, and tested, with several highly successful applications [1–3]. Roughly speaking, noise suppression algorithms can be classified as either feedforward or feedback. Feedforward algorithms assume that a direct or indirect measurement of the disturbance is available, and this signal is passed through an adaptive filter to a control speaker [2, 3]. These algorithms assume that the disturbance measurement is not corrupted by the control speaker output, which means that the transfer function from the control input to the disturbance measurement is zero. Consequently, the only feedback in the system is the adaptation loop, which typically operates at a much slower rate than the time constant of the acoustics. The absence of a fast feedback loop means that these algorithms are less susceptible to instability.

In some applications, however, it is difficult to measure the disturbance either directly or indirectly. For example, in the case of interior noise in a ground vehicle, it is difficult for external sensors to measure the effect of road and wind noise on the interior of the vehicle. If, however, internal microphones are used, then the measurements include the effect of the control speakers. In this situation, feedback control is a more appropriate architecture than feedforward control. However, feedback control is more challenging to implement due to its greater susceptibility to instability in the event of model errors.

Aside from the requirement in feedforward control that the disturbance measurement be uncorrupted by the control input and the fact that instability can occur in feedback control, these techniques differ in their performance relative to the disturbance spectrum. Both techniques perform well in the presence of narrowband (for example, tonal) disturbances [3, 4]. However, suppressing broadband disturbances is challenging for both methods. An overall limiting causality constraint exists in broadband feedforward control, where a delay in the transfer function from the control input to the performance microphone must be compensated for by a delay of at least equal length in the transfer function from the disturbance to the performance microphone [3, p. 60].

Although feedback control can suppress broadband noise, two caveats must be addressed. First, the Bode integral constraint implies that reducing the magnitude of the frequency response is impossible at all frequencies [5–7]. For narrowband disturbances, this does not present a problem since the noise spectrum is confined to a limited bandwidth. However, for broadband disturbances, it is inevitable that, at least in some frequency range, the closed-loop noise level is amplified relative to the open-loop noise level. The challenge is thus to shape the closed-loop response so that spectral spillover has minimal effect on the closed-loop performance. In active noise control this is especially challenging due to the A-weighting effect of human hearing, which emphasizes the high frequency range. The second caveat relating to broadband noise suppression is the fact that many adaptive feedback control algorithms focus on model-reference architectures [8, 9]. Consequently, feedback control for broadband disturbance rejection remains a challenging problem within the context of adaptive noise control.

Beyond the problem of spectral spillover, yet another challenge is the presence of spatial spillover. This refers to the phenomenon that noise suppression at one location may give rise to noise amplification at another location. In an infinite acoustic space without obstructions, this effect can be determined in terms of the phase shift of an acoustic wave as a function of frequency and distance; the phase shift determines the amplification relative to perfect cancellation due to the superposition of two acoustic waves. Figure 1 shows how cancellation transitions to amplification as a function of phase shift.

Unfortunately, in applications involving an enclosed space,
such as the interior of a vehicle, the phase shift between two points is no longer a simple function of frequency and distance, but instead depends on reflections and obstructions within the acoustic space.

We consider only SISO feedback control where the controlled plant is from a single speaker to a single microphone. Two evaluation microphones are placed on the driver seat headrest to evaluate qualitative cancellation for a person in the driver seat. We denote the left headrest as LH and the right headrest as RH. We consider five locations, \( p_1, p_2, p_3, \) RH, and LH, to place the \( z \) microphone. Four door speakers are available as either the control speaker or to provide the disturbance. We denote these by front driver speaker FPS, front passenger speaker FPS, rear driver speaker RDS, and rear passenger speaker RPS. Figure 2 shows the approximate locations of the microphones and speakers in the vehicle.

To this end, the goal of the present paper is to investigate the effect of spatial spillover within a finite 3D acoustic space. To do this, we apply retrospective cost adaptive control (RCAC) to active noise suppression for broadband disturbances in the interior of an automobile. In particular, we measure the acoustic suppression at multiple points within the vehicle, and we measure the relative phase shift as well as the noise level. RCAC was originally developed in [10], where both tonal and broadband noise were considered in acoustic duct experiments. This technique was further developed in [11–13]. In [14], RCAC was applied in simulation to structural vibration suppression with broadband disturbances.

The purpose of this paper is to present the results of an experimental application of RCAC to broadband disturbance rejection. In particular, the goal is to assess the ability of RCAC to suppress the effects of broadband disturbances in a vehicle interior under limited modeling information about the geometry of the vehicle. These experiments involve static (non-driving) tests, where the disturbances are provided by speakers, and microphones and speakers are used for feedback control.

The contents of the paper are as follows. Section II describes the experimental setup. In Section III, experimental results of RCAC in static testing are presented. An analysis of spatial spillover with examples is discussed in Section IV. Section V shows the effect of an obstruction on the relative phase of two microphones. Conclusions are presented in Section VI.

**II. EXPERIMENTAL SETUP**

We use Real Time Workshop (RTW) in the MATLAB/Simulink environment with a dSPACE DS1005 Auto-box in order to implement RCAC in the vehicle. A DS2004 I/O board and DS2102 I/O board are used for A/D and D/A conversions. Acoustic sensing is provided by omnidirectional microphones with rated bandwidth from 50 Hz to 16 kHz. Acoustic actuation is provided by car audio speakers mounted on the vehicle doors. Additional hardware includes car speaker amplifiers, microphone amplifiers, and analog filters to avoid aliasing.

![Fig. 1. Amplitude of the sum of two superposed unit-amplitude sinusoids with relative phase \( \phi \). For \( \phi = 180^\circ \), the amplitude of the sum is zero. For \( \phi = 180^\circ \pm 60^\circ \), the amplitude of the sum is 1. The plot is based on the fact that \( \sin(\omega t) + \sin(\omega t + \phi) = 2\cos(\phi/2)\sin(\omega t + \phi/2) \).](image1)

**III. EXPERIMENTAL RESULTS**

In this section we present results of static vehicle tests, that is, with the vehicle parked and the disturbance provided by one of the speakers. We perform all tests with a person sitting in the driver seat. The controlled plant is from a single control speaker to a single performance microphone. A separate speaker is used to provide the disturbance. In all cases, we consider a broadband disturbance profile with two resonance peaks centered at 140 Hz and 200 Hz. This is consistent with a typical road noise spectrum. The frequency range of interest for this application is from 50 Hz to 300 Hz and all data is sampled at 1 kHz. All frequency-domain data is A-weighted with 1-Hz resolution. We evaluate the noise reduction between the open-loop and closed-loop systems at the performance and evaluation microphones after RCAC converges.

**Choice of RCAC target model \( G_T \).** It is known that if a zero of \( G_{zu} \) is not modeled in \( G_T \), then RCAC may place a controller pole at the location of the zero [15]. In order to avoid non-asymptotically stable pole-zero cancellation, we model all NMP zeros (including zeros on the unit-circle) of \( G_{zu} \) in \( G_T \).

In order to experimentally identify the NMP zeros of \( G_{zu} \), we take advantage of the fact that RCAC may place controller poles at unmodeled zeros by choosing \( G_T(z) = \frac{1}{2} \). We then allow unstable pole-zero cancellation between \( G_c \) and \( G_{zu} \) and then check the poles of the controller just before the system diverges in order to obtain estimates of the locations of the NMP zeros. It was found that, for all \( z \) locations that were considered, including NMP zeros at 1.15 and 2.37 in \( G_T \) produced stabilizing controllers with proper tuning. The fact that these NMP zeros are fixed for different \( z \) locations suggests that these zeros are not due to...
the acoustics, but rather are due to electrical or mechanical hardware in the loop.

We note that $G_{zu}$ has zeros on the unit circle at 1 due to the zero DC response of the acoustics and the electronics. In order to prevent non-asymptotically stable pole-zero cancellation at DC, we model two zeros at 1 in $G_t$, one to represent the zero DC response of the control speaker and one to represent the zero DC response of the $z$ microphone.

The target model $G_t$ is chosen to be

$$G_t(z) = \frac{H_d(z-1)^2(z-1.15)(z-2.37)}{z^{d+d}},$$

(1)

where $d$ is the relative degree of $G_{zu}$ and $H_d$ of $G_{zu}$ is an approximation of the first nonzero Markov parameter. We obtain $H_d$ and $d$ from the impulse response as seen in Figure 3. Note that $d$ and $H_d$ change with different $z$ locations.

**Controller Stability Constraint.** As shown in [16], RCAC controllers share characteristics with high-authority LQG controllers as well as pole-placement controllers. Accordingly, RCAC may converge to an unstable controller. However, experience shows that instability may occur with an unstable controller even when the closed-loop system is stable due to a combination of saturation and noise. In order to prevent RCAC from converging to an unstable controller, we implement the following technique that can be executed at the 1-kHz sample rate. After each controller update, we check

$$\sum_{i=1}^{n_{c}} |\theta_{den}(i)| < \alpha,$$

(2)

where $\alpha > 0$ and the components of $\theta_{den}$ are the coefficients of the denominator of the controller. If (2) is violated, then the controller is not updated and the controller from the previous step is used. Using this technique we can constrain the spectral radius of the controller.

**Example 1: Closed-loop performance of RCAC with the $z$ microphone placed at $p_1$, FPS as the control speaker, and RPS as the disturbance speaker.** Figure 4 shows the closed-loop power spectral density of the performance and evaluation microphones.

**Example 2: Closed-loop performance of RCAC with the $z$ microphone placed at $p_2$, FPS as the control speaker, and RPS as the disturbance speaker.** Figure 5 shows the closed-loop power spectral density of the performance and evaluation microphones.

**IV. SPATIAL SPILLOVER**

In this section, we analyze the spatial spillover between the performance microphone, which is used in feedback, and the
evaluation microphones, which are not used for feedback but are used only for diagnostics. Consider the transfer function from the input \( u \) and disturbance \( w \) to the performance \( z \) and evaluation microphone \( e \), where
\[
z = G_{zu}u + G_{zw}w,
\]
and feedback control \( u \) is given by
\[
u = G_c z.
\]
Thus,
\[
z = \tilde{G}_{zw}w,
\]
where
\[
\tilde{G}_{zw} \triangleq \frac{G_{zw}}{1 - G_{zu}G_c}.
\]
It follows from (4), (5), and (6) that
\[
e = \tilde{G}_{ew}w,
\]
where
\[
\tilde{G}_{ew} \triangleq G_{eu}G_c\tilde{G}_{zw} + G_{ew}.
\]
Define the spatial spillover function \( G_{ss} \) by
\[
G_{ss} \triangleq \frac{\tilde{G}_{zw} - 1}{\tilde{G}_{zw} - 1},
\]
where
\[
\frac{\tilde{G}_{zw} - 1}{\tilde{G}_{zw} - 1} = \frac{G_{zu}G_c}{1 - G_{zu}G_c},
\]
and
\[
\frac{\tilde{G}_{ew} - 1}{\tilde{G}_{ew} - 1} = \frac{G_{eu}G_cG_{zw}}{G_{eu}(1 - G_{zu}G_c)}.
\]
It follows from (10), (11), and (12) that
\[
G_{ss} = \frac{G_{eu}G_cG_{zw}}{G_{eu}(1 - G_{zu}G_c)} = \frac{G_{eu}G_{zw}}{1 - G_{zu}G_c},
\]
which shows that \( G_{ss} \) can be written in terms of the open-loop transfer functions \( G_{eu}, G_{zw}, G_{zu}, \) and \( G_{ew} \). We rewrite (10) as
\[
\tilde{G}_{zw}G_{ss} - 1 = \left( \frac{\tilde{G}_{zw} - 1}{\tilde{G}_{zw} - 1} \right) G_{ss}.
\]
Note that, if
\[
\angle G_{ss} = 0^\circ, \quad |G_{ss}| = 1,
\]
then
\[
\frac{\tilde{G}_{zw}}{\tilde{G}_{zw}} = \frac{\tilde{G}_{zw}}{\tilde{G}_{zw}}.
\]
If \( w \) is colocated with \( u \) or \( z \) is equal to \( e \), then (15) is satisfied for all frequencies. Table I provides a qualitative comparison of the performance of the evaluation microphone relative to the \( z \) microphone based on \( G_{ss} \) and experimental observations.

**Table I**

| \( G_{ss} \) | \( |G_{ss}| < 0.5 \) | \( |G_{ss}| \approx 1 \) | \( |G_{ss}| > 2 \) |
|---|---|---|---|
| \( \angle G_{ss} \) | 1. Good suppression | 2. Good suppression | 3. Fair suppression |
| \( 10^\circ < \angle G_{ss} \) | 4. Good suppression | 5. Fair suppression | 6. Limited suppression |
| \( 30^\circ < \angle G_{ss} \) | 7. Fair suppression | 8. Limited suppression | 9. Limited suppression |
| \( 90^\circ < \angle G_{ss} \) | 10. Minimal Spillover | 11. Some Spillover | 12. Large Spillover |

Next, we discuss the suppression of the primary peaks at the \( z \), LH, and RH microphones qualitatively, and reference the cases in Table I to analyze spatial spillover. We note that some of the preceding examples will fall slightly outside the predicted trends of Table I which could possibly be a result of nonlinear effects.

**Example 3:** Spatial spillover at the evaluation microphones with the \( z \) microphone colocated with LH, FPS as the control speaker, and RPS as the disturbance speaker. Figure 6 shows the closed-loop power spectral density of the performance and evaluation microphones, as well as \( G_{ss} \) between \( z \) and the evaluation microphones.

![Figure 6](image-url)

**Example 4:** Spatial spillover at the evaluation microphones with the \( z \) microphone colocated with RH, FPS as the control speaker, and RPS as the disturbance speaker. Figure 7 shows the closed-loop power spectral density of
the performance and evaluation microphones, as well as $G_{an}$ between $z$ and the evaluation microphones.

![Graph]

**Example 5: Spillover at the evaluation microphones for Example 2.** Figure 8 shows $G_{an}$ between $z$ and the evaluation microphones for Example 2.

![Graph]

**Example 6: Spatial spillover at the evaluation microphones with the $z$ microphone colocated with RH, FPS as the control speaker, and RPS as the disturbance speaker.** At the $z$/RH microphone, both the peak centered at 140 Hz and 200 Hz are suppressed. At LH, for the peak centered at 140 Hz, case 5 applies, resulting in fair suppression as expected. For the peak centered at 200 Hz, case 10 applies. We expect to see minimal spillover, however possibly due to $|G_{an}| << 0.5$, no spillover is observed.

![Graph]

**Example 7: Comparison of the relative phase using all four speakers as a single input $u$.** Figure 10 shows the relative phase of the evaluation microphones driven by $u$ with and without a person in the driver seat.

![Graph]

**VI. CONCLUSIONS**

For all locations of the performance microphone, RCAC suppressed the disturbance at the primary disturbance peaks. Therefore, due to the Bode integral constraint, spectral spillover occurs across other bands. By using additional evaluation microphones for diagnostics, we observed that, while noise was suppressed at the performance microphone, reduced suppression or, in the worst cases, sharp amplification due to spatial spillover occurred at the evaluation microphone. In the case where obstructions, such as the presence of a person in the driver seat, were present in the vehicle, we saw increased relative phase shift compared to the vehicle without a person in the driver seat. To overcome some of these issues, the next step is to implement
Fig. 10. Example 7: Comparison of the relative phase of the evaluation microphones with and without a person in the driver seat using FDS and FPS as a single input. Bottom left shows the frequency response of $\Delta \varphi_{\text{LH}}$ with and without a person in the driver seat. Bottom right shows the difference in the magnitude of the relative phase of the evaluation microphones with and without a person in the driver seat. A positive difference indicates that the relative phase shift is worse with a person in the driver seat. Below 150 Hz, the difference in relative phase is small. However, above 150 Hz, a person in the driver seat significantly increases the relative phase between the evaluation microphones.

Fig. 11. Example 8: Comparison of the relative phase of the evaluation microphones with and without a person in the driver seat using all four speakers as a single input. Bottom left shows the frequency response of $\Delta \varphi_{\text{LH}}$ with and without a person in the driver seat. A large anti-resonance occurs at 200 Hz with a person in the driver seat. Bottom right shows the difference in the magnitude of the relative phase of the evaluation microphones with and without a person in the driver seat. A positive difference indicates that the relative phase shift is worse with a person in the driver seat. Below 130 Hz, the difference in relative phase is small. However, above 130 Hz, a person in the driver seat significantly increases the relative phase between the evaluation microphones.

MIMO or decentralized RCAC with multiple microphones and speakers to minimize the noise at multiple locations. In addition, optimizing microphone placement in order to reduce spatial spillover effects at the evaluation microphones may be advantageous.
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